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Issues concerning levels of analysis permeate organizational 
and, by association, marketing research (Klein, Dansereau, 
and Hall 1994). In theoretical terms, the level of analysis in 
a given study refers to the object of interest. For example, is 
one trying to explain individual, group, or organizational 
performance? Levels issues also extend to how one is trying 
to explain that object of interest. For example, is individual-
level performance explained by an organizational-level 
variable such as corporate culture, or are there any effects 
of group membership on individual performance? Consid-
eration of levels issues is also vital in data analysis terms, 
and organizational research has recently seen a profusion 
of studies incorporating multilevel analysis (also called 
hierarchical linear modeling) techniques designed to take 
account of such issues (e.g., Bliese 2000; Bliese, Chan, and 
Ployhart 2007; Kozlowski and Klein 2000).

However, even though multilevel approaches are well 
known and accepted in disciplines such as organizational 
psychology, it will be shown subsequently that they do not 

currently occupy a similar position in marketing research, 
despite some isolated uses of the techniques (e.g., Jong, de 
Ruyter, and Lemmink 2004; Pieters and Wedel 2004). In 
particular, the discipline lacks an integrative overview and 
introduction to multilevel analysis that also illuminates 
key reasons to use multilevel analysis, the likes of which 
appeared in the marketing literature in the 1990s regarding 
structural equation modeling (SEM) (e.g., Baumgartner and 
Homburg 1996; Steenkamp and van Trijp 1991). As a result, 
similar to the situation of SEM prior to the 1990s, despite 
the appearance of a number of articles in the specialist, 
methodological, and nonmarketing literatures, many mar-
keting researchers may be unfamiliar with the use of key 
multilevel analysis methods and their potential benefi ts. 
Nevertheless, even though multilevel analysis is uncom-
mon within mainstream marketing scholarship, it is clear 
that central marketing questions directly involve theories 
that concern different levels of analysis. For example, in 
organizational marketing research, the level of theoretical 
interest may be at the employee, unit/team, or fi rm level. In 
consumer marketing research, individual consumer, product 
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MULTILEVEL ANALYSES IN MARKETING RESEARCH: 
DIFFERENTIATING ANALYTICAL OUTCOMES

Jan Wieseke, Nick Lee, Amanda J. Broderick, Jeremy F. Dawson, and Rolf Van Dick

Marketing scholars are increasingly recognizing the importance of investigating phenomena at multiple 
levels. However, the analyses methods that are currently dominant within marketing may not be appropri-
ate to dealing with multilevel or nested data structures. We identify the state of contemporary multilevel 
marketing research, fi nding that typical empirical approaches within marketing research may be less effec-
tive at explicitly taking account of multilevel data structures than those in other organizational disciplines. 
A Monte Carlo simulation, based on results from a previously published marketing study, demonstrates 
that different approaches to analysis of the same data can result in very different results (both in terms 
of power and effect size). The implication is that marketing scholars should be cautious when analyzing 
multilevel or other grouped data, and we provide a discussion and introduction to the use of hierarchical 
linear modeling for this purpose.
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category, intra- or international sociobehavioral groups are 
commonly considered.

Most empirical studies in marketing have to date focused 
exclusively on analyzing data collected at a single level of 
analysis, often due to multiple levels of data being unavail-
able or inaccessible. However, although it is the case that 
collecting empirical data with regard to levels issues may 
be more demanding, it is also clear that using only a single 
level of analysis may (although not always) inadequately 
account for many marketing research issues (Liao and 
Chuang 2004; van Bruggen, Lilien, and Kacker 2002). In 
response, scholars have recently recognized the importance 
of investigating and drawing conclusions regarding the 
infl uence of phenomena at different levels of analysis, and 
increasing numbers of studies are focusing on two or more 
levels (e.g., Homburg and Stock 2004; Jong, de Ruyter, and 
Lemmink 2004).

To analyze multiple levels of data simultaneously, or 
otherwise take levels issues into account analytically, one 
needs to consider that in most cases, data sets are of a hi-
erarchical, or nested, nature. For example, employees are 
nested in work groups or under managers, those groups in 
turn are nested in functions, which are nested in organiza-
tions, and so on. In such samples, the data points of mul-
tiple individuals are usually not independent. For example, 
employees in the same organizational unit with the same 
manager tend to be more similar to each other than they 
are to employees in different units, because of factors such 
as selection processes, the leadership style of the manager, 
and the common history they share. Thus, the intraclass 
correlation between variables measured among employees 
from the same organizational unit or team will be higher 
than the average correlation between variables measured on 
employees from different organizational units (Hox 1995; 
Raudenbush and Bryk 2002). This may cause serious dif-
fi culties in data analysis, as standard statistical tests assume 
that the observations are independent. “If this assumption is 
violated (and in multilevel data this is usually the case) the 
estimates of the standard errors of conventional statistical 
tests are much too small, and this results in many spuriously 
‘signifi cant’ results” (Hox 2002, p. 5).

Furthermore, issues concerning the hierarchical nature 
of organizational data are relevant even if the researcher 
has no interest in modeling multilevel relationships. More 
specifi cally, group membership is likely to have an impact 
on many key criterion variables (see Bliese and Hanges 
2004). For example, variables such as performance, satisfac-
tion, commitment, role confl ict, and many others are likely 
to depend in some way on the particular work group or 

organization (etc.) that subjects are nested in. In such situ-
ations, where group membership may affect the constructs 
of interest, ignoring the nonindependence of data points 
when multiple respondents are collected from a given unit 
(say, collecting multiple members of a single organization 
or team) can potentially lead to misleading results in the 
same way as described above for the multilevel context.

Although a limited amount of empirical research in 
marketing has appeared that takes such multilevel and 
hierarchical data issues into account (Pieters and Wedel 
2004; van Dolen et al. 2002), this is not yet common. 
Nevertheless, applying standard statistical approaches to 
the analysis of multilevel, or naturally grouped, data risks 
misinterpretations due to the inherent nature of multilevel 
data sets detailed above (Osborne 2000). Furthermore, with 
increasing calls for the aggregation of multiple responses 
from groups or organizations (e.g., van Bruggen, Lilien, 
and Kacker 2002), it is important to address the potential 
nonindependence problems that may result from the use of 
multiple responses from groups or organizations.

In this paper, we address how studies involving multiple 
levels have been approached in marketing as compared with 
more general organizational research, identify appropriate 
methods for the analysis of cross-level effects, and provide 
some information regarding the differential outcomes of 
competing analytical approaches. However, although we 
focus on multilevel research, our fi ndings and assertions 
are just as relevant to researchers who examine single-level 
theories where respondents’ group membership is likely 
to infl uence the dependent variables—that is, where the 
nonindependence of multiple respondents from the same 
group is an issue (see Bliese and Hanges 2004). We employ 
a Monte Carlo simulation, inspired by a classic marketing 
study, to compare the outcomes of utilizing three alterna-
tive analytical approaches to nested or hierarchical/mul-
tilevel data. Finally, we introduce alternative multilevel 
approaches and outline key issues and applications of these 
analytical techniques.

PREVAILING EMPIRICAL APPROACHES TO 
MULTILEVEL THEORY TESTING IN MARKETING

To analyze relations between constructs of different aggre-
gation levels, there has been an increased use of multilevel 
research settings within social science, especially in the 
disciplines of education and medicine (e.g., Goldstein, 
Browne, and Rashbash 2002; Leeuw and Kreft 1986). This 
trend is also refl ected in the management and, to some 
extent, marketing science literature. In order to gain an 
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appreciation of the different methods that have been 
employed in marketing research to analyze multilevel re-
search questions, we performed an analysis of marketing 
publications in the recent past. Following meta-analytic 
procedures, a census of all empirical articles between 1998 
and 2006 in the Journal of Marketing Research, Journal of 
Marketing, International Journal of Research in Marketing, 
Journal of Retailing, and Academy of Management Journal 
that addressed topics of a multilevel nature was undertaken. 
The selection of these journals was based primarily on the 
marketing journal rankings of Baumgartner and Pieters 
(2003) and Hult, Neese, and Bashaw (1997). Furthermore, 
a key criterion was to include journals that were primarily 
general in their coverage, and specifi cally not solely focused 
on consumer research. Even though consumer research can 
be conducted within a hierarchical class structure (e.g., 
Broderick, Greenley, and Mueller 2007; Macintosh and 
Lockshin 1997), and consumers can often be considered 
to be nested within large-scale entities such as regions and 
countries (MacKenzie 2001), the predominant research 
focus in, for example, the Journal of Consumer Research, is 
not to predict or explain micro-level issues with macro-
level variables. In view of this, we considered it necessary 
to choose a feasible number of journals that would take in 
the broadest selection of relevant marketing issues, as well 
as capture the research that was generally rated as being of 
the highest quality by academics. Although it is certainly 
the case that other journals could have been selected,1 it is 
considered that the present set strikes a good balance.

The Academy of Management Journal was also used to 
compare the multilevel research of marketing science with 
that typical of management science. The Academy of Man-
agement Journal was considered to be the most appropriate 
single journal to compare with the marketing literature for 
a number of reasons. In particular, the Academy of Manage-
ment Journal is an outlet focusing on theory testing, which 
does not allow purely conceptual work to be submitted. 
This is not the case in other top management journals 
such as Administrative Science Quarterly or the Academy of 
Management Review. It would not have been an illustrative 
comparison to have included instead journals such as the 
latter, where the editorial policy was considerably different 
to the marketing journals that were selected.

In total, 190 empirical studies with multilevel research 
questions that were tested empirically were identifi ed, with 
119 appearing in the four marketing journals, and 71 ap-
pearing in the Academy of Management Journal. Figure 1, 
summarizing the distribution of articles by journals, clearly 
indicates the increasing importance of multilevel studies 

in the marketing and management science literature since 
1998.

Multilevel studies in marketing and management sci-
ence can be divided into two dominant groups. One group 
deals with intra-organizational levels and one focuses on 
the interaction between intra- and extra-organizational 
levels. In the fi rst group, levels of employees and managers 
are investigated most often (e.g., Bettencourt 2004; Piercy, 
Cravens, and Lane 2003). Investigations of the infl uence 
of superordinate managers’ variables on subordinate em-
ployees’ variables are dominant here. In the second group, 
business-to-business dyads (e.g., Ping 2003; Wathne and 
Heide 2004) are analyzed predominantly, followed by 
employee–customer relationships (e.g., Tax, Brown, and 
Chandrashekaran 1998; van Dolen et al. 2002). To date, 
three-level studies, such as focusing on the infl uence of 
managers on employees as well as on the employees’ impact 
on customers simultaneously, are very rare (for exceptions, 
see Bell and Menguc 2002; Liao and Chuang 2004).

These multilevel approaches usually refl ect a hierarchi-
cal structure of nested entities. That is, for example, when 
superordinates and their employees are of interest, data 
are typically organized as detailed in Figure 2. A number 
of entities on level n are related to a single entity on level 
n + 1. Therefore, persons A1–A4 are all exposed to context A 
and B1–B4 are all exposed to context B (Bryk and Raudenbush 
1992; Hofmann 1997).

In general, six main methodological approaches to 
multilevel theory issues can be found in the literature. 
The most commonly used methodological approach in 
multilevel research endeavors is to survey members of one 
level about their perceptions of variables that are relevant 
at two or more levels (e.g., Klein and Kim 1998; Lankau 
and Scandura 2002; Liu and Leach 2001; Piercy, Cravens, 
and Lane 2003; Ragins, Cotton, and Miller 2000; Ramus 
and Steger 2000; Smidts, Pruyn, and van Riel 2001). For 
example, employees are asked to indicate their own work 
satisfaction and organizational commitment as well as the 
level of support provided by their superordinate managers 
(Speier and Venkatesh 2002). This approach incorporates 
a risk of common method bias (Bell and Menguc 2002; 
Netemeyer et al. 1997). It also raises the issue of informant 
bias, which could result from the specifi c hierarchical posi-
tion of the surveyed subjects. To control these diffi culties, 
separate data collection on each level of interest is com-
monly recommended (Bryk and Raudenbush 1992; Kidwell, 
Mossholder, and Bennett 1997).

If data of two or more levels have been collected, one 
option is to aggregate the data sets (usually on the micro 
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324 Journal of Marketing Theory and Practice

level; e.g., Hartline, Maxham, and McKee 2000; Sarin and 
Mahajan 2001), so that, for example, each superordinate is 
linked with an average score of his or her subordinates. The 
disadvantage of this approach lies in the loss of information, 
because possible meaningful variances at the micro level are 
ignored (Hofmann 1997). If these variances are substantive, 
misleading results can be returned. In the studies reviewed 
above, only a small minority of studies tested the assump-
tion of a suffi cient correspondence among the ratings 
within the micro level, by, for example, using intraclass 
correlation coeffi cients (ICCs) or within- and between-
group analysis (WABA), before aggregating the data (e.g., 
Lam, Chen, and Schaubroeck 2002). Another disadvantage 
of data aggregation can be seen in the often-drastic decline 
of sample size and, therefore, statistical power.

Also commonly found is the “key informant” approach, 
where dyads with one subject on each level are taken into ac-
count (e.g., Bettencourt 2004; DeCarlo, Rody, and DeCarlo 
1999; Jap 1999; Lam, Chen, and Schaubroeck 2002; Madjar, 

Oldham, and Pratt 2002; Moorman, Blakely, and Niehoff 
1998; Siguaw, Simpson, and Baker 1998; Tepper and Taylor 
2003). This approach does not capture information on 
the other subjects at the micro level and can be criticized 
because the risk of increased correlations between system-
atic measurement errors is enhanced. Therefore, obtaining 
data from multiple informants has been recommended as 
superior to such an approach (Liu and Leach 2001; van 
Bruggen, Lilien, and Kacker 2002).

A fourth option to match data in multilevel designs is 
the disaggregation of the data sets (usually on the macro 
level). In this approach, each unit on the lower level (e.g., 
employee) is allocated to a score at the macro level (e.g., 
business unit) within which it is nested. Statistical analyses 
in this case are based on the sample of the lower level (e.g., 
Dellande, Gilly, and Graham 2004; McAllister and Bigley 
2002; Saparito, Chen, and Sapienza, 2004). Problematic 
in this approach is the violation of the assumption of in-
dependent observation, which is a central assumption of 

Figure 1
Empirical Multilevel Studies in Marketing and Management Journals

Notes: JM = Journal of Marketing; JMR = Journal of Marketing Research; IJRM = International Journal of Research in Marketing; JR = Journal 
of Retailing; AMJ = Academy of Management Journal.

Figure 2
A Hierarchical Structure of Nested Entities

Note: Hierarchical linked data sets in a two-level design.
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most classical statistical procedures (Bryk and Raudenbush 
1992). Only in the unlikely case of total independence of 
the individual answering tendencies to the characteristic of 
the higher level would this approach be reasonable. Oth-
erwise a distortion of standard error estimates occurs and 
results in an increase of Type I error (Kidwell, Mossholder, 
and Bennett 1997). A further problem of disaggregation lies 
in the fact that variables concerning the higher level are 
analyzed on the basis of the larger lower-level sample size. 
Again, this can affect the estimation of standard errors and 
the statistical conclusions (Hofmann 1997). In light of these 
risks, it is unsurprising that few of the observed studies use 
the disaggregation procedure.

The fi fth approach to handle multilevel data is the use 
of hierarchical linear models (HLM), also called random 
coeffi cient models (Leeuw and Kreft 1986; Longford 1993). 
This method was developed to overcome the aforemen-
tioned diffi culties in the analysis of multilevel data (Hox 
1995). HLM explicitly take into account the nesting of 
micro- and macro-level phenomena (Kozlowski and Klein 
2000). They explicitly recognize that individuals within a 
particular group may be more similar to one another than 
to individuals in other groups and, therefore, may not 
provide independent observations (Hofmann 1997). They 
also account for macro-level effects that occur through the 
interactions with micro-level elements (Kozlowski and Klein 
2000). The major advantage of the HLM is the possibility to 
link multiple levels simultaneously in a single regression 
equation (Goldstein 1995). Nevertheless, it is important to 
note that HLM is not always the method of choice for test-
ing multilevel theoretical models, and most of the methods 
above can be appropriate in certain specifi c situations.

In the surveyed journals, it can be seen that there was a 
signifi cantly higher proportion of the Academy of Manage-
ment Journal studies that made use of this method than 
the few that employed it in the marketing journals (Jong, 
de Ruyter, and Lemmink 2004; Pieters and Wedel 2004; 
van Dolen et al. 2002). In fact, over the eight-year period, 
only seven studies in the four marketing journals surveyed 
employed HLM methods (6 percent), whereas in the Acad-
emy of Management Journal, this number is more than 
double (14, or 20 percent). Indeed, in 2006 alone, there 
are six articles in the Academy of Management Journal that 
use HLM methods—a proportion of 35 percent (six from 
17 articles), suggesting a signifi cant increasing trend over 
time, which is not evident in the four marketing journals. 
However, this is not intended to imply that management 
science is somehow “superior” to marketing science—or 
that management researchers always analyze their data in 

the most appropriate manner—but merely to observe that 
HLM methods appear to be more common in management 
than marketing research at the present time.

In addition to methodological issues, different concep-
tual patterns of relationships may be evident in multilevel 
research designs that may be unable to be captured with-
out a hierarchical linear modeling approach. Consider the 
following example detailed in Figure 3. Figure 3 illustrates 
a hypothetical example of the relationship between orga-
nizational citizenship behavior (OCB) (i.e., showing extra 
effort or going the “extra mile,” cf. Organ 1997) of sales-
people (y-axis) and service quality as perceived by custom-
ers across retail stores. Assume that 150 sales employees 
have responded to an OCB scale and, from each of them, 
10 customer surveys on their perceived service quality are 
available. The regression line in Figure 3a describes this 
relationship for the whole sample, whereas Figures 3b–d 
provide separate regression lines for different retail stores. 
Individual employees’ data points are not included for 
simplifi cation purposes. Figure 3a shows a positive linear 
relationship between employees’ OCB and perceived service 
quality, indicating that the more an employee engages in 
OCB, the better the perceived service quality by the cus-
tomers. Around the regression line, the variation of data 
points of the observed individuals can be seen. Figure 3b 
shows the same relationship between salespersons’ OCB 
and customers’ service quality evaluations for different 
stores. Differences occur with respect to the intercepts 
across stores. In Figure 3c, an interaction between stores 
and the relation between OCB and perceived service quality 
can be seen. Here the relationship is the strongest in stores 
in which employees express high OCB. This fanlike effect 
is also expressed by the signifi cant differences between 
stores when high service quality scores are focused. Another 
example for a cross-level interaction is illustrated in Figure 
3d. Here, in stores with high OCB scores, there is a positive 
relationship between OCB and service quality, whereas in 
stores with low OCB scores, a negative correlation can be 
found. By analyzing the sample as a whole in Figure 3, one 
might draw differing conclusions from those drawn from a 
multilevel approach. For example, in the Figure 3d regres-
sion slope, the whole sample is zero, but the single stores 
can be either positive or negative.

Although we have shown that analytical approaches de-
signed to address multilevel data sets are comparatively more 
common in management science, the marketing literature 
has preferred alternative approaches. MacKenzie summarizes 
that in marketing, “researchers have tended to emphasize 
either a micro- or macro-level perspective without recogniz-
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326 Journal of Marketing Theory and Practice

ing the interaction between the two” (2001, p. 164). This 
focus is most likely to be due to unfamiliarity with either 
(1) the hierarchical linear modeling approach, or (2) the 
differences in results that may result from varying analyti-
cal techniques. To this end, the following section details a 
simulation study designed to provide a direct comparison 
of the differential outcomes of competing analytical ap-
proaches, in a marketing-relevant context.

A COMPARISON OF MULTILEVEL 
ANALYTICAL APPROACHES

Method

Our study was designed to demonstrate the potential dif-
ferences between alternative modeling approaches under 
varying conditions of nonindependence, within a set of 
contexts likely to be both commonly faced, and familiar 
to, marketing researchers. In order to do so, we based 
our simulated data on a selection of the results reported 
in Atuahene-Gima and Li (2002).2 In order to select the 
Atuahene-Gima and Li paper, we explored existing litera-
ture in top marketing journals, which analyzed research 
questions where the answers clearly depended on assump-
tions regarding the nonindependence of cases at the micro 
level. Such questions should concern respondents who were 
nested into groups, and where concepts in the research 
were at multiple levels. A fi nal theoretical criterion was 
that it should be conceptually sound to expect that the 
concepts in the study are likely to be infl uenced somehow 

by between-group variation associated with macro-level 
factors. Methodologically speaking, as regression-based 
analysis methods are by far the most commonly published 
in the marketing literature, we also looked to choose a paper 
that utilized such a methodology.

The Atuahene-Gima and Li (2002) paper uses two samples 
of data, one from China and one from the United States. For 
our purposes, we focus on the Chinese data set. Due to the 
inherent diffi culty in collecting data in China, Atuahene-
Gima and Li were forced to use multiple respondents from 
organizations. Specifi cally, three members of each of 150 
selected fi rms participated in the study. Two hundred fi fteen 
completed questionnaires were returned. However, there 
is no information given on how many of the 150 fi rms 
were represented, or the average number of employees per 
fi rm who returned questionnaires. Thus, the data are in-
trinsically structured on at least two levels—employees are 
naturally grouped into fi rms. After accounting for missing 
data, the sample was reduced to 157. Although no specifi c 
information is given, it must be assumed that Atuahene-
Gima and Li treated multiple respondents from the same 
fi rm as independent observations. To test their hypotheses, 
Atuahene-Gima and Li chose to use a regression approach 
across each sample.

For the purposes of our analysis, we selected four indi-
vidual hypotheses that together exemplify the main types 
of multilevel hypotheses likely to be encountered by mar-
keting researchers. First, we chose to replicate H1a, which 
argued that increased output control used by the manager 
should be negatively related to supervisee trust, and H2a, 

Figure 3
Possible Relations of Micro-Level Variables when Macro-Level Variance Is Considered
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which stated that increased process control should be re-
lated positively to supervisee trust. Both of these hypotheses 
link manager-level variables to employee-level outcomes, 
but are tested using solely employee-level data. Group-level 
effects are likely to be inherent to such a methodology, 
and therefore individuals from the same group should not 
necessarily be treated as independent. Second, we examined 
H5a, that role ambiguity is negatively related to supervisee 
trust, and H6a, that supervisee trust is related positively to 
sales performance. Both of these latter hypotheses relate two 
employee-level variables to each other. However, there are a 
number of group-level factors likely to affect the variance 
of the constructs (e.g., manager or fi rm factors), and thus 
again it is not clear that cases from the same fi rm should be 
treated as independent. These four hypotheses encompass 
different types of multilevel hypotheses that may be com-
monly considered by marketing researchers. In testing these 
hypotheses, Atuahene-Gima and Li uncovered a range of 
effect sizes. We simulated our data using the correlations3 
between the measures reported by Atuahene-Gima and Li 
(but regression coeffi cients are also reported, it is not pos-
sible to simulate our data using these). Table 1 presents the 
relevant correlations for our four hypotheses.

An important characteristic of multilevel research is the 
level of nonindependence of variables between higher-level 
units. In this case, it is not known how similar responses of 
individuals from the same organization are to each other, 
compared with responses of individuals from other organi-
zations. If there is little systematic difference in responses 
between employees from different units (low nonindepen-
dence), then it may be expected that individual-level analy-
sis (as Atuahene-Gima and Li appear to have conducted) 
would be acceptable. If there are high levels of agreement 
in responses from employees from the same organization 
(high nonindependence), then aggregating the data to the 
unit level before analysis may be a suitable method (al-
though this would reduce sample size and power). However, 
if there are moderate levels of nonindependence—some 
systematic differences between units, but still substantial 
variation within organizations—neither of these methods is 
appropriate, and hierarchical linear modeling may be the 
best method. The amount of members in each group is also 
likely to have an impact on the results. Specifi cally, both 
to illustrate possible marketing research situations and to 
show the infl uence of group size in general, we systemati-
cally varied the group size from three (Atuahene-Gima and 
Li’s stated number of sampled cases per organization) to 
10 and 20.

We simulated data with dependent variables in each of 
these 3 × 3 × 4 conditions. Based on the fi gures quoted by 

Bliese (2000), we used for low nonindependence an in-
traclass correlation coeffi cient (ICC(1)) of 0.01, moderate 
nonindependence of 0.12, and high nonindependence of 
0.30. For each of these conditions, we used S-Plus (www
.insightful.com) to generate data sets with the correlations 
in Table 1, a sample size of 80 groups (which corresponds to 
an estimate of how many fi rms may have been represented 
in Atuahene-Gima and Li’s sample assuming a moderate to 
high response rate from organizations), and with the vary-
ing group sizes. We then tested the four hypotheses on each 
data set using three alternative methods—ordinary regres-
sion analysis at the individual level, regression analysis on 
data aggregated to the organizational level, and hierarchical 
linear modeling.

Results and Discussion

For each hypothesis, each level of nonindependence, each 
group size, and each method of analysis, the proportion of 
times the hypothesis was found to be supported (with p < 
0.05) was recorded (the observed power), along with the 
standardized regression coeffi cient (beta). Summaries of 
these for each condition are shown in Table 2.

The fi rst factor that is evident from the results in Table 2 
is that there are clear differences between the results re-
turned using aggregate-level regression and the two other 
analysis methods. In every condition (team size and ICC) 
the aggregate-level effect sizes were systematically larger 
than those obtained using individual-level regression or 
HLM. What is particularly interesting is that where it dif-
fered at all, the observed power for these large effect sizes 
was, in general, lower than that reported by the other two 
methods. Even though it is not surprising that aggregate-
level results should be of lower power (because the sample 
size is, by defi nition, smaller), it is interesting that it should 
be lower even though the effect sizes were so much larger 

Table 1
Intercorrelations of Variables Quoted by 

Atuahene-Gima and Li (2002)

 1 2 3 4

1. Output Control
2. Process Control 0.40
3. Supervisee Trust 0.291 0.482

4. Role Ambiguity –0.11 0.08 –0.013

5. Sales Performance 0.22 0.47 0.374 –0.02

Notes: 1 The association examined in H1a. 2 The association examined 
in H2a. 3 The association examined in H5a. 4 The association examined 
in H6a.
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in most cases. Also, in a number of conditions (especially 
large team sizes and higher nonindependence), the effect 
sizes returned for aggregate-level regression were greater 
than one, and thus improper.

Comparing individual-level regression with HLM, one 
can see that the effect sizes for the HLM analyses were 
systematically lower in all conditions except where low 
nonindependence was specifi ed (i.e., ICC(1) of 0.01). Fur-
thermore, this effect consistently increased as the level of 
nonindependence increased. This is, of course, not surpris-
ing, as Bliese and Hanges (2004) show that this is likely to 
be exactly the case. As team size increased, the differences 
also appeared to generally get more substantial.

Note that we are unable to say which is the optimal ap-
proach simply on the basis of these results. In specifi c terms, 
we can suggest that the results reported by Atuanhene-Gima 
and Li (2002) would have almost certainly been different 
depending on the analysis method that was used. That said, 
it is impossible to say which was the “correct” method to 
use in that situation, because we have no information on 
the nonindependence of the observations, or the number of 
cases sampled per organization. Nevertheless, the prevalence 
of what could be called improper effect sizes (greater than 
one) for the aggregate-level results do suggest that aggrega-
tion is a potentially risky strategy for researchers, and may 
result in infl ated effect sizes even while power is reduced. 
What is undeniable is that the results found—both in terms 
of effect sizes and signifi cance—can depend on the type 
of analysis used for different levels of nonindependence. 
Therefore, it is essential that researchers consider what 
the most appropriate method of analysis for their data is, 
otherwise misleading results can occur. The information 
given in other sections of this paper should provide con-
siderable help to researchers in making the correct deci-
sion. In particular, the superior effect sizes reported in the 
individual-level results should be balanced against theory, 
which suggests that nonindependence of observations may, 
in fact, have infl ated these (e.g., Bliese and Hanges 2004), 
implying that HLM may be a superior alternative in most 
situations where nested data are employed.

USING HIERARCHICAL LINEAR MODELS TO 
ANALYZE CROSS-LEVEL EFFECTS

The results of the simulation above have demonstrated the 
differential outcomes of individual-level analysis, data ag-
gregation, and hierarchical linear modeling on a naturally 
nested data set. However, this data set contained data at a 
single level, and hierarchical linear modeling was used to 

show how the nonindependence of nested data points can 
infl uence analysis results. A further advantage of the mul-
tilevel method of HLM is the possibility of linking several 
levels in one regression equation, which takes into account 
that β0 and β1 may vary in different contexts or subgroups. 
The membership of individuals in a certain group or context 
is indicated by the index j. In general, multilevel regression 
models assume a hierarchical linkage of the data, where a 
measured criterion variable on the micro-level is explained 
by predictor variables on both micro- and macro-level Y

ij 

(Hox 1998). Therefore, the following basic equation for 
multilevel regression models with two levels is (Goldstein 
1995; Hox 2002):

 Y
ij
 = β0j

 + β1j
 X

ij
 + e

ij
 . (1)

Different regression equations for each group or context 
j of level 2 (macro level) are estimated. The β

j
 weights are 

modeled through the predictor variables Z
j
 of the macro 

level:

 β0j
 = γ00 + γ01Zj

 + μ0j
 (2)

 β1j
 = γ10 + γ11Zj

 + μ1j
. (3)

Here μ indicates the residual values on level 2. By replac-
ing Equation (1) with Equations (2) and (3), the following 
equation results:

 Y
ij
 = γ00 + γ10Xij

 + γ01Zj
 + γ11Zj

 X
ij
 + μ1j

 X
ij
 + μ0j

 + e
ij
. (4)

Here the equation part γ00 + γ10Xij
 + γ01Zj

 + γ11Zj
 X

ij
 contains 

the fi xed coeffi cient and is therefore called the fi xed part. 
The remaining part, μ1j

 X
ij
 + µ0j

 + e
ij
, is labeled as randomized 

part. The term Z
j
 X

ij
 indicates interactions between predictor 

variables, which lead to variations of the regression coef-
fi cients β1j

 of the predictor variables X
ij
 (Hox 1995). Most 

studies include more than one predictor variable on each 
level. With P predictor variables on the micro level and Q 
predictor variables on the macro level, the following general 
equation results:

 y
ij
 = γ00 + γ

p0Xpij
 + γ0q

Z
qj
 + γ

pq
Z

qj 
X

pij
 + μ

pj
 X

pij
 + μ0j

 + e
ij
. (5)

Steps in Multilevel Modeling

The classical procedure to examine multilevel models 
consists of fi ve steps (Hox 1995). These are analogous to a 
hierarchical linear regression, which examines the effects 
of macro-level variables when controlled for micro-level 
predictors. First, an intercept-only model is calculated, 
which consists solely of a constant, but no predictor vari-
ables. The constant is allowed to vary across both levels, 
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so that the variance of each level can be estimated. Second, 
predictors of the micro level are included in the regression 
equation. The fi t for this model is compared with the fi t of 
the intercept-only model. This results in a χ2 value for the 
fi t difference, which can be tested for signifi cance using 
the number of added parameters as degrees of freedom. In 
case of a signifi cant improvement of model fi t, each of the 
added parameters are examined for signifi cance. Third, it 
is evaluated whether any of the slopes of the explanatory 
variables has a signifi cant variance component between 
the groups. Fourth, explanatory variables of the macro level 
are added to the regression equation. Again, tests for the 
signifi cance of the increase in fi t for this model, as well as 
signifi cance tests for the added parameters, are undertaken. 
The last step is to include cross-level interactions between 
explanatory group-level variables and micro-level explana-
tory variables that have a signifi cant slope variation, and 
to conduct analogous signifi cance tests.

Estimation of Parameters and Signifi cance Tests

To estimate parameters in HLM, iterative estimation ap-
proaches are used that search for a converging model meet-
ing the maximum-likelihood criterion (Goldstein 1995; 
Hox 1995, 1998, 2002). The starting point for an iterative 
procedure is the estimation of fi xed parameters. On this 
basis, the randomized values are calculated followed by the 
fi xed parameters, and so on, until the procedure converges 
(Goldstein 1995; Hox 1995). Tests for signifi cance are done 
for both single parameters as well as complex models. The 
tests divide parameter estimates by their standard error, re-
sulting in a z-value equivalent quotient, which is normally 
distributed (Hox 2002). Fit of a predicted model is derived 
from the difference in likelihood values between this model 
and the basic model (Goldstein 1995; Rasbash et al. 2000). 
These differences follow a χ2 distribution. The degrees of 
freedom for signifi cance testing are drawn from the number 
of added parameters (Duncan, Jones, and Moon 1995).

Prerequisites for Hierarchical Linear Models

Prerequisites and assumptions for HLM are generally similar 
to those of ordinary least squares (OLS) regression analysis 
(Hox 1998). Thus, a linear relationship between predictor 
and criterion variables is supposed. Residual variances e

ij
 

on the micro level are assumed to be normally distrib-
uted, having a mean of zero and a common variance in all 
groups. Residuals on the macro level, μ0j

 and μ
pj
, should 

also follow a normal distribution having a mean of zero. 
In addition, they should be unrelated to micro-level errors. 

Even though a normal distribution for dependent variable 
values in HLM is required, this is of minor importance for 
independent variables.

However, the assumption that may be of most interest 
to researchers is that of sample size. In fact, one reason for 
the low take-up of multilevel analysis methods in market-
ing could be a perception that sample size demands are 
diffi cult to meet. With regard to the required sample size, 
requirements at the macro level take primacy (Hox 1998). 
By nature, conditions for testing intralevel relationships 
are enhanced with a larger number of individuals (e.g., 
team members), whereas cross-level analysis needs a large 
number of aggregation units (e.g., teams). But an increase 
in aggregation units while the number of individuals is 
reduced has a more positive effect than vice versa. Hox and 
Maas (2002) demonstrated in a simulation study that small 
sample sizes (n < 50) at the macro level lead to distorted 
estimates of standard errors on this level. On the other 
hand, the sample size at the micro level had no infl uence 
on the accuracy of the parameter estimation. Accordingly, 
authors such as Lee (2003) and Mossholder, Bennett, and 
Martin (1998) have worked with sample sizes of n ≥ 3 on 
the micro level. The more restrictive requirements on the 
macro level are underlined by the following example from 
Snijders and Bosker:

A relevant general remark is that the sample size at 
the highest level is usually the most restrictive ele-
ment in the design. For example, a two-level design 
with 10 groups, i.e. a macro-level sample of 10, is at 
least as uncomfortable as a single-level design with 
a sample size of 10. Requirements on the sample size 
at the highest level, for a hierarchical linear model 
with q explanatory variables at this level, are at least 
as stringent as requirements on the sample size in 
a single level design with q explanatory variables. 
(1999, p. 140)

Thus, there would at fi rst glance appear to be a trade-off 
here between, on one hand, the diffi culty of generating a 
multilevel data set of suffi cient size, and on the other hand, 
using a single-level approach, such as multiple regression 
or SEM. The major factors in such a decision are primarily 
conceptual, and concern the key constructs in any given 
theory that is being explored. In particular, if there are 
key independent variables that vary at the higher level, 
then one must collect enough data points at this level to 
satisfy the assumptions of any multivariate technique, 
whichever is to be used. As stated by Kozlowski and Klein: 
“levels and units should be consistent with the nature of 
the phenomenon of interest. Principle: Unit specifi cation 
(formal versus informal) should be driven by the theory 
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of the phenomena in question” (2000, pp. 19–20). These 
sample size assumptions are broadly similar whether one 
is using HLM, multiple regression, or SEM.

Specifi cally, in theoretical terms, one should be clear 
about the highest level at which their key independent vari-
ables vary, and ensure that they collect enough data points 
at this level. What this means is that, for example, if some-
thing like “team culture” is a key predictor of individual 
performance, one should collect representatives of enough 
separate teams to satisfy standard sample size assumptions 
for any multivariate method, rather than collect multiple 
members of only a few teams and treat them as independent 
data points because—as was shown above—this approach 
may cause misleading results. If multiple members of teams 
are collected, they should be treated in an appropriate way 
(whether this be multilevel analysis, aggregation, or key 
informant) rather than used as what would be a mislead-
ingly “large” sample.

As such, the question of whether it is preferable to use 
a multilevel approach with a prohibitively small higher-
level sample size, or use another technique that does not 
take into account levels issues, or nonindependence within 
groups, is somewhat rhetorical. At the theory-development 
stage, the researcher must be clear about what level he or 
she needs to collect data points at, whichever analysis tech-
nique is being used. Erroneously assuming that multiple 
lower-level members of higher-level groups (e.g., teams) can 
be treated as independent, when key theoretical variables 
are manifestly infl uenced by group membership, will lead 
to misrepresentation of a greater or lesser degree, and thus 
sample size estimations should always use the highest level 
of theoretical variation as their base.

That said, it is unarguable that some decision criteria 
for researchers working with theories where levels issues 
are likely to play a role would help in the process of de-
termining whether the additional diffi culty of collecting 
data from multiple group members is outweighed by the 
increased robustness of the results from multilevel analysis. 
In other words, how should the researcher trade off sample 
size demands against methodological rigor? The results 
reported here provide some detailed indications, and it can 
be seen that the higher the intraclass correlation coeffi cient 
within the lower level group, the less appropriate it is to 
treat individuals within a group as independent data points. 
However, determining the intraclass correlation requires 
data to be available in the fi rst place. When planning an 
empirical study, it is vital to consider the impact that higher-
level constructs are likely to have on lower-level variables 
(whether this be as hypothesized or control relationships). 
The stronger the effect that higher-level variables are likely 

to have, the greater the benefi t of taking the higher level as 
the unit of analysis to determine the relevant sample size. 
For example, if one expects a group-level variable such as 
leadership style to have a substantive impact on individual 
performance, one should treat the individual employees in 
each team as nonindependent and then determine which 
analysis method to employ—whether HLM, or multiple 
regression using single key informants, or aggregates of 
multiple team members. The stronger the infl uence of 
the higher-level variable, then the greater the benefi t to 
assuming nonindependence and designing a sample as 
appropriate.

Extensions of, and Alternatives to, Hierarchical 
Linear Modeling

As mentioned above, a standard assumption of HLM, and 
indeed, most regression-based techniques, is that the rela-
tionship between predictor and criterion variable is linear. 
However, just as generalized linear modeling allows the 
extension of OLS regression to analyze data parametrically 
from nonnormal distributions, HLM has been extended 
to cope with nonnormal individual-level outcomes (e.g., 
Goldstein 1991). Most common among these is probably 
binary response data—the equivalent of binary logistic re-
gression at a single level—but commonly available software 
allows analysis of more complex distributions, including 
Poisson and negative binomial distributions (Goldstein et 
al., 1998).

Hierarchical linear modeling is also increasingly used 
to model longitudinal (repeated measures) data. In this 
scenario, individuals (or cases) are taken as the higher level, 
and individual observations at a given time period are taken 
as the lower level. This allows longitudinal data analysis 
with far fewer observations than would be necessary for 
traditional time-series analysis, but without the constraints 
on numbers of observations placed by repeated measures 
analysis via the general linear model. (For further informa-
tion, see Bliese and Ployhart, 2002.)

Although HLM has become the most common technique 
for analyzing multilevel data, there are other options avail-
able. Three articles in a special issue of Leadership Quarterly 
(Bliese and Halverson 2002; Gavin and Hofmann 2002; 
Markham and Halverson 2002) analyzed a single multi-
level data set in three ways. As well as HLM, other methods 
used were within- and between-entity analysis (WABA) 
(Dansereau, Alutto, and Yammarino 1984), and random 
group resampling (RGR). WABA is a method of “assessing 
the importance of entity membership when examining 
the relationship between constructs at multiple levels of 
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analysis” (Markham and Halverson 2002, p. 35). On the 
other hand, RGR “provides a tool for statistically determin-
ing whether group-level relationships are the result of true 
group phenomena (group effects) or the result of aggregat-
ing individual level to the group level (grouping effects)” 
(Bliese and Halverson 2002, p. 53). As these descriptions 
suggest, each method has its own advantages, but each also 
has limitations. Castro (2002) provided a useful comparison 
of these three methods in the same volume. Drawing on 
Castro’s comparison, and the strengths and limitations of 
each of the three methods as acknowledged by the authors 
of the original three papers, we present a summary of the 
advantages and disadvantages of each method in Table 3.

Statistical Software for Hierarchical Linear 
Modeling

As analytic approaches using HLM have become more wide-
ly used by researchers, more software has been produced to 
allow researchers to analyze data in this way. We will briefl y 
discuss two specialist HLM software packages—HLM6 and 
MLwiN—and identify other packages that have incorporated 
HLM modules.

HLM6 (Raudenbush, Cheong, and Congdon 2004) was 
specifi cally designed to analyze HLM. It is based on a 
user-friendly format, allowing the user to specify models 
in a step-by-step basis, fi rst stating the number of levels 
in the model (two or three), then choosing the data fi les, 
and going on to specify which of the variables in these 
fi les form the model. It reads both level 1 and level 2 fi les 
simultaneously, allowing easy specifi cation of cross-level 
interactions. Recent versions have incorporated the ability 
to model nonnormal (e.g., binomial) dependent variables. 
Although HLM6 does not allow manipulation of data, it 
does allow a wide range of formats for data input, includ-
ing SPSS, STATA, Excel, SAS, S-PLUS, and ASCII. Another 
software package designed especially for the computation 
of multilevel models is MLwiN (Goldstein et al. 1998). 
MLwiN is less user-friendly than HLM6 in the sense that it 
is not as directive and requires greater user knowledge, but 
allows greater fl exibility and a much wider range of possible 
models, including multivariate response models, Bayesian 
modeling, and bootstrap estimation. It is a Windows-
updated version of a syntax-based program, MLn, which can 
still be used in the new software, allowing manipulation 
of data within the fi le.

Comprehensive statistical software to have included 
HLM functions include S-PLUS (lme) and SAS (PROC 
MIXED). Bliese (2002) gives a useful introduction to model-
ing multilevel data in these packages. The obvious advantage 

of using comprehensive statistical software is that the same 
data can be analyzed in different ways without the need for 
the transfer of data between packages. The disadvantages to 
the use of S-PLUS and SAS are that, unlike HLM6, knowledge 
of the underlying programming language is necessary, and 
the range of models available is less wide than in MLwiN. 
Models estimated in S-PLUS can also be estimated using 
the open-source language R (Ihaka and Gentleman 1996). 
Mplus (Muthén and Muthén 2006) is an SEM package that 
allows for multilevel structures. Thus, it allows estimation 
of confi rmatory factor analyses, path models, and other 
structural equation models where the data are hierarchi-
cal in nature. This means that a much wider set of linear 
models can be tested.

IMPLICATIONS, LIMITATIONS, 
AND CONCLUSIONS

In this paper, we presented the state-of-the-art of multilevel 
research in marketing science, and explored key issues re-
garding the use and appropriateness of multilevel analysis 
within marketing research. Our study has clear and substan-
tive implications for marketing scholars and practitioners. 
First, our analysis of existing marketing literature shows 
that there is a need for empirical and analytical approaches 
within marketing research to catch up to multilevel mar-
keting theory development in taking account of the non-
independence of nested data structures, and incorporating 
multiple levels of analysis. In particular, in light of recent 
recommendations in the literature that marketing scholars 
should make efforts to collect multiple responses per work 
group or organization and aggregate them (e.g., van Brug-
gen, Lilien, and Kacker 2002), further information on the 
implications of such a strategy—which we provide here—is 
surely welcome. As well as this, the growing importance 
of considering varying levels of analysis, and conceptual-
izing relationships across multiple levels of the fi rm and 
fi rm–customer interface, mean that a marketing-specifi c 
consideration of multilevel analysis issues is overdue.

Our fi ndings provide clear evidence of issues concern-
ing nested data that, together with the emergence of an 
increasing number of marketing-related studies dealing 
either empirically or conceptually with multiple levels 
of analysis, suggests the importance of a consideration of 
multilevel research approaches. Implications of the alternate 
methodological approaches to multilevel research issues 
have been identifi ed, which may include misinterpretations 
of the examined data where there is nonindependence be-
tween individual data points. As such, the fi ndings reported 
here have important implications for marketing practice in 
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an indirect manner. Specifi cally, the more robust results 
achieved by the use of the multilevel modeling approach 
posited herein should lead directly to more useful and 
benefi cial practical implications from future marketing 
research. In other words, marketing practitioners should 
be able to have more confi dence in, and thus gain more 
advantage from, the results of research conducted with 
adequate attention paid to the nested nature of multilevel 
and grouped data where this is relevant. Furthermore, 
the use of multilevel analysis approaches in research can 
provide practitioners with a more accurate picture of what 
level of the organization they should directly target for any 
performance improvement efforts. By contrast, research 
that does not take into account multilevel structures where 
they are relevant is only able to give part of the picture to 
practitioners, forcing them to make assumptions about the 
direct role of other levels.

Results from the Monte Carlo simulation suggested 
that where medium to high levels of nonindependence 
exist, treating nested data as independent using standard 
OLS approaches may infl ate effect sizes, and that therefore 
multilevel methods may be considered more appropri-
ate. Of course, our simulation is not without limitations. 
In particular, our aim to clearly relate the simulation to 
a marketing-relevant context meant that we were bound 
by the characteristics of the particular study we chose to 
emulate. In the present case, this meant that our simula-
tion does not include any “intermediate” effect sizes (in the 
range of 0.1–0.25), which may have shown more marked 
differences in observed power across the study conditions. 
In addition, we were unable to simulate data with “known” 
population parameters, which did not allow us to determine 
which of the methods was most accurate at returning these 
parameters under different conditions. Although the latter 
design is common to most Monte Carlo studies, this was 
not our aim presently. Our aim was to show how parameter 
estimates and power can change with different analysis 
methods and conditions, in a highly marketing-relevant 
context. Even though we were able to show that the choice 
of analysis method was a key infl uence on the results, we 
were unable to objectively show which was the “best” 
method. Nevertheless, existing methodological research 
does shed light on this issue (e.g., Bleise and Hanges 2004), 
and can be consulted by the interested reader. Finally, we 
were, of course, unable to include either (1) all possible 
combinations of sample size, group size, and effect size as 
experimental conditions, or (2) model a number of other 
factors that may infl uence the choice of the most appropri-
ate methodology (such as measure reliability or population 

distribution). Despite the interesting and substantive differ-
ences we found, future research should look to investigate 
more potential factors that can infl uence the results of the 
analysis of multilevel and nested data.

As has become the norm in other disciplines of organi-
zational and behavioral science research, we expect HLM 
to become a standard procedure in marketing research, 
eventually becoming a method as commonly used as SEM. 
Nevertheless, as we have made clear, HLM is not a panacea, 
nor is it appropriate to all situations, and our twofold aim 
was to expand understanding of the HLM approach, as well 
as to clarify the most appropriate situations in which it 
should be used. Having said this, it is undoubtedly the case 
that increased familiarity with multilevel issues and pro-
cedures will be of use to most marketing scholars. Second, 
there may be huge potential in the reanalysis of existing 
data, to look for new answers to old questions by utilizing 
the power of multilevel tools. Third, although multilevel 
modeling is likely to be of signifi cant use to the marketing 
researcher, we would issue a word of caution about over-
enthusiastic application of multilevel techniques to new 
and existing marketing problems. As is the case with all 
analytic techniques, multilevel modeling should be con-
sidered an addition to, not a replacement for, our existing 
methodological repertoire.

We described here the basics of multilevel modeling and 
introduced some of the techniques that have become more 
and more common in the organizational fi elds in the recent 
past. Of course, this does not mean that methods will not 
progress, and we would like to conclude with an outlook on 
what the future may bring. The fi rst of these developments 
certainly will be the combination of multilevel modeling 
and SEM. For example, the most recent versions of both 
Mplus (Muthén and Muthén 2006) and EQS (version 6.1) 
(Bentler 2005) have started to build multilevel modeling 
functionality into their SEM systems and these will cer-
tainly infl uence the way we think about more complex 
models in the near future. The second development may 
enhance our ability to test multilevel models (which have 
heretofore solely been concerned with micro-level crite-
rion variables; Snijders and Bosker 1999), by incorporating 
techniques to predict macro-level criterion variables from 
variables measured at the individual level (e.g., Croon and 
van Veldhoven 2007).

NOTES

1. Marketing Science was considered for inclusion due to its high 
quality and quantitative emphasis, but it was decided not to in-
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clude this journal as its content was not as general or mainstream 
as the other included journals.

2. Note that we are not implying that the methods used by 
Atuahene-Gima and Li (2002) were incorrect, nor are we reana-
lyzing their data. Rather, we are using the structure of their data, 
and individual-level correlations, to represent those that might be 
found by marketing researchers.

3. It would also have been possible to use covariances to simu-
late the data, and no differences would have been observed in 
effect sizes or signifi cance/power levels.
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