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PREFAGE

The last time I wrote a preface, I killed a guy. Well, I didn’t actually kill him. I just said he was
dead even though he isn't. (Sorry Eno!) One of my major goals in writing this preface is not
to kill anyone who isn't already dead. My other major goal is to use the word “shenanigans”

Ilearned two things from my previous preface-writing experience. Lesson 1: Sometimes,
people read the preface. In this case, it was Gerard Kempen, who was kind enough to
interrogate me about my error while I was in the middle of hosting a major scientific
conference. Gerard, if you're reading this: I promise not to kill anyone this time. Lesson 2:
It stinks to screw up in a very public way. It’s much better to screw up in private.

In the light of lesson 2, my editors and I have taken special care to ensure that the contents
of this book are as accurate as possible at the time of printing. We have been assisted in this
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grateful. These reviewers include Chuck Clifton and several anonymous experts, all of
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conveys some of that excitement.
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An Introduction to

Language Science

The rules aren’t the ones we were taught in school.
IVAN SAG

One of my favorite language scientists is Daniel L. Everett, a former
evangelical Christian missionary who has spent more than 30 years living
among and studying the Pirahd (pronounced “pee-da-HAN”), a group
of about 300 hunter-gatherers, who live alongside a river in a largely
unspoiled and remote part of the Amazon rain forest. Everett went there
originally to learn the Piraha language so that he could translate the Bible
and spread the gospel to the Piraha. To do so, he had to overcome the heat,
tropical diseases, jaguars, hostile traders, gigantic anacondas,’ biting insects,
snakes that drop from the ceiling, electric eels, piranhas, caimans,? a tiny fish
that tries to swim up any unguarded body cavity,’ and much more. You can
read about his adventures in the autobiographical book Don’t Sleep, There
Are Snakes. More importantly, for our purposes, you can read about what he
discovered about the language that the Piraha speak, and the ways that it
differs from languages that citizens of industrialized nations are more
familiar with. It turns out that Everett’s research touches on some of the
biggest, most general, and most difficult questions that language scientists
have attempted to tackle. What does it mean to know a language? How do
languages work? Where do they come from? What made languages take their
current form(s)? How is language related to thought? Are thought and
language identical? This chapter examines these questions, too, not because
they have clear answers (most of them do not), but because taking a run at
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these questions can give us a deeper appreciation of what language is, how it got to be that
way, and how our language abilities fit in with other cognitive (thinking) skills.

Part of Everett’s research addresses one of the most fundamental questions in language
science: What is language? What does it mean to know a language? This is the kind of
essentialist question that psycholinguists (psychologists who study the mental and neural
processes as well as the behaviors associated with language) tend to avoid whenever possible
(Stanovich, 2009). However, the precise definition of language and a description of its
component features greatly concerns researchers who want to know what mental abilities
you need to use language, which of those abilities are used for language but not other
kinds of cognitive tasks, and whether non-human animals share some or all of our ability to
produce and understand language (Everett, 2005, 2007; Hauser, Chomsky, & Fitch, 2002;
Jackendoff & Pinker, 2005; Pinker, 1994; Pinker & Bloom, 1990; Pinker & Jackendoff, 2005;
Talmy, 2009).

Language Characteristics

Descriptions of language often appeal to Charles Hockett’s (1960) design features. Let’s
focus on a subset of these features, because some of his proposed design features are not
necessary for language (e.g., using the vocal channel for sending and receiving messages—
sign language users do just fine without it), while others are not specific to language (e.g.,
cultural transmission—learning to make perogies or knit sweaters is also culturally
transmitted). A set of central, possibly necessary, design features could include the following:
semanticity, arbitrariness, discreteness, displacement, duality of patterning, and generativity.
Let’s consider each of these in turn.

Semanticity refers to the idea that language can communicate meaning, and that specific
signals can be assigned specific meanings. This occurs at multiple levels in languages, as
individual words can be assigned particular meanings, and so can longer expressions that
contain more than one word.

Arbitrariness refers to the fact that there is no necessary relationship between actual
objects or events in the world and the symbols that a language uses to represent those
objects or events. For example, the word that goes with an object need not resemble the
real object in any way. One result of arbitrariness is that names for objects can be completely
different across languages (koshka, gato, chat, neko, and mao are all words for cat). The name
could be changed as long as everyone agreed, and the name change would not affect the
ability to express the concept in the language. Tomorrow, we English speakers could all start
calling cats “lerps,” and as long as everyone agreed, this would work just fine. Sometimes,
people point to onomatopoeia (words like “moo” and “oink”) in English as an example of a
non-arbitrary relationship between sound and meaning. Sometimes people argue that the
words for large objects have deep-sounding vowels made with the vocal cavity opened up to
be big (ocean, tower), while words for small objects have high-sounding vowels with the
vocal cavity closed down to be small (pin, bitsy). But onomatopoeia is not as systematic as
people assume (the Dutch equivalent of “oink” is “knorr-knorr”), and there are plenty of
counterexamples to the “big concept—big vowel” hypothesis (e.g., infinity).

Discreteness refers to the idea that components of the language are organized into a set
of distinct categories, with clear-cut boundaries between different categories. For
example, every speech sound in English is perceived as belonging to one of about
40 phoneme categories (e.g., a sound is either a /p/ or a /b/; it’s either a /t/ or a /d/). For
Piraha speakers, every speech sound made by another Piraha speaker will be recognized
as one of 11 phonemes.* Think of how many different speakers a language has, how



different all of their voices are, how their speech can vary from occasion to occasion in
how fast they talk, whether they speak clearly or not, and so on. Despite all of the vast
differences between speakers, and differences within speakers over time, people who
speak the same language will fit every sound made by every speaker into one of the
available categories.

Displacement refers to a language’s ability to convey information about events happening
out of sight of the speaker (spatial displacement), about events that happened before the
moment when the person speaks, and events that have not yet taken place as the person is
speaking (temporal displacement). Different languages accomplish displacement in different
ways. English has a system of auxiliary verbs (e.g., will, was, were, had) and affixes (e.g.,
pre- in predates; -ed in dated) to signal when an event occurred relative to the moment of
speaking or relative to other events. Other languages, such as Mandarin, lack these kinds of
tense markers, but use other means, such as adverbial expressions, to achieve the same
means (so you would say the equivalent of, “Yesterday, the man goes” rather than “The man
went”). Displacement is a ubiquitous feature of human languages, although the degree and
scope of displacement may be more limited in some languages than others (Everett, 2008),
but it is largely or completely absent in animal communication systems. Primates may call
to one another to signal the presence of predators or food, as will bees, but these behaviors
have more the flavor of a reflex, rather than being the result of a controlled, intentional
desire to convey information (Tomasello, 2007).

Duality of patterning refers to the fact that we simultaneously perceive language stimuli
in different ways; for example, as a collection of phonemes and as a set of words. The word
wasp consists of four basic speech sounds or phonemes — /wl/, /o/, /s/, and /p/. Normally, we
“see through” the phonemes and the individual word-sounds to the meaning that a speaker
is trying to convey, but each of these kinds of patterns, speech sounds (phonemes) and
words, can be detected if we decide to pay attention to the form of the speaker’s message,
rather than its meaning.

Finally, generativity refers to the fact that languages have a fixed number of symbols, but
a very large and potentially infinite number of messages that can be created by combining
those symbols in different patterns. English has about 40 phonemes, but those 40 phonemes
can be combined in an infinite number of ways. Similarly, the average high school graduate
knows the meanings of about 50,000 different words, but can combine those words in new
patterns to produce an unlimited number of meanings.

Language scientists agree that all of the preceding characterize human languages, but
they do not all agree on other aspects of language. Many of these disagreements revolve
around a component of language called grammar (or syntax by some theorists). At a very
basic level, languages provide us the means to associate sounds with meanings (Hauser
et al., 2002). Other animals are also able to associate arbitrary sounds with objects in the
environment, similar to the way people associate sounds and meanings. Vervet monkeys
make one kind of call when they see an airborne predator, and a different kind of call when
they see a predator on the ground; and they respond in the appropriate way depending on
which call they hear. If it’s an eagle call, they dive into the bushes. If it’s a leopard call, they
head up into the trees. Vervets lack the capacity to combine sets of calls into longer messages
(but see below for evidence that some apes have this ability). If vervets had a system of rules
that enabled them to combine calls into more complex messages (e.g., “look at the size of
that leopard!”), we would say that they have a grammar.

Grammar is one of the two chief components of a language. The other is the lexicon, the
part of long-term memory that stores information about words (Sag, Wasow, & Bender,
2003). Languages need both of these components so that speakers can formulate messages
that express propositions (statements of who did what to whom, roughly). To create such
messages, a speaker searches for symbols in the lexicon that match the concepts that she
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wishes to convey. The grammar tells her how to combine the symbols to create the
appropriate signals (speech sounds) that will transmit her message to a listener.

Before we go any further, we need to get straight a common misunderstanding of
the word grammar. When people hear “grammar,” they often think of “grammar school”
or the system of rules that your 8th grade English teacher tried to get you to memorize so
that you could speak and write standard English. Like me, you probably failed to internalize
many of your 8th grade English teacher’s lessons. This is partly because 8th grade English is
unbearably boring and partly because the principles that your 8th grade teacher was trying
to foist on you are completely arbitrary and artificial. For example, Mrs Heidemann tried to
get me to believe that you cannot end a sentence with a preposition.” But then, there’s this
kid whose dad always reads him the same story at bedtime. One night, when dad turned up
with the same old horrible book, the kid said, Hey, Dad! What did you bring that book that
I didn’t want to be read to out of up for? Five prepositions at the end, perfectly interpretable.®
Mrs Heidemann was trying to teach me prescriptive grammar. Prescriptive grammars are
collections of artificial rules. If you follow the grammar teacher’s prescription (like you
follow a doctor’s prescription), your language will sound like that used by members of the
upper class in England’s home counties.

The vast majority of language scientists are not interested in prescriptive grammar. The
kind of grammar we are interested in is descriptive grammar, which is the set of rules or
principles that governs the way people use language “in the wild” That is, how people
naturally and normally think and behave. Here is an example of a descriptive rule of
grammar: “Each clause can only have one main verb” You already know this rule, even
though nobody, not even Mrs Heidemann, ever tried to teach it to you. As a result, you
would never say, Mrs Heidemann brewed drank the coffee. Similarly, English descriptive
grammar says, “Put verbs in the middle, not at the beginning of sentences” Again, you
already know this rule, because you never say things like Drank the coffee Mrs Heidemann.
So when this book talks about grammar, remember that it is talking about descriptive
grammar (the natural kind) not prescriptive grammar, the Mrs Heidemann kind. Language
scientists who study grammar greatly prefer studying descriptive grammar because most of
us are interested in the human mind and, as Ivan Sag and colleagues noted (2003, p. 42),
“A theory of grammar is a theory about the mental representation of linguistic knowledge.”

Descriptive grammars explain why language takes the form that it does. Steven Pinker
and Ray Jackendoff (2005) suggest that grammars regulate the combination of symbols into
messages in three crucial ways. First, the grammar determines the order that symbols appear
in expressions. In English, adjectives come before nouns (red wine). In French, the adjectives
mostly come after the nouns (vin rouge), with a few exceptions (e.g., grand dame, “great
woman”). Second, the grammar dictates different kinds of agreement. Agreement means that
certain words in a sentence must appear in a specific form because of the presence of another
word in the sentence. In English, we have number agreement (girls like but not girls likes or
girl like, as in Girls like books but not Girls likes books). Other languages have other kinds of
agreement, such as Spanish gender agreement (el toro not la toro). Finally, the grammar
determines case marking, where words must appear in particular forms depending on what
grammatical functions they fulfill. English has lost most of its case marking, but it still has
some in its system of pronouns (He left not Him left; I like him but not I like he). Russian has
tons of case marking, as nouns and other words appear in different forms depending on
what role they play in the sentence (e.g., vodka changes to vodku as the noun moves from
subject to object; Bonka 3necy Vodka zdes’ “Here is the vodka,” but not Bogxy 3nece Vodku
zdes’; 51 mun Bopxy Ya pil vodku “T drank vodka,” but not 5 mun Bogxa Ya pil vodka).

To figure out what rules of grammar people actually carry around in their heads with
them, linguists spend a great deal of time and effort observing people speaking spontaneously
and recording the details of how they combine words into longer expressions. They then



take these records and try to determine why words appear in specific parts of phrases and
sentences, and why they appear in particular forms. This type of analysis allows them to
deduce the rules behind the patterns that appear in transcripts of speech. When this type of
analysis is done on English, it leads to a number of conclusions about English grammar. For
example, English is a subject-verb-objectlanguage. In declarative statements, the grammatical
subject of the sentence, which is normally the focus of attention or the topic of the discourse,
appears at the beginning of the sentence. The verb appears in the middle. The grammatical
object, which normally is the thing that is acted upon, comes last. Other languages order
these elements in different ways. Japanese, for example, puts its verbs at the end. Languages
like Russian have free word order and make much greater use than English of different
versions of nouns to express who is initiating the action and who is being acted upon. To
figure out which system a language has, you actually have to go out and watch people use
the language. Sometimes, doing that produces big surprises.

Based on observations of English and other languages, Chomsky and his colleagues have
proposed that recursion is a core property of the grammars of all languages (Fitch, Hauser, &
Chomsky, 2005; Hauser et al., 2002). Further, based on a detailed analysis of human
language and animal communication systems, they proposed that recursion is the only
property that is specific to human language. “The narrow language faculty includes
recursion and this is the only uniquely human component of the faculty of language”
(Hauser et al., 2002, p. 1569). Chomsky’s team proposes that all other properties of language
are either shared with non-language thought processes or with non-human communication
systems. What are they talking about and why does it matter? Recursion is defined as “the
ability to place one component inside another component of the same type” So, where
language is concerned, recursion could happen if you could place one phrase inside another
phrase of the same type or one sentence inside another sentence.”

English allows us to place one sentence inside another sentence. Here’s a sentence:

Tom likes beans.

We can place that sentence inside another sentence:
Susan thinks (X) (where X is a sentence)

The result would be:
Susan thinks Tom likes beans.

The degree to which this sort of recursion can go on is essentially infinite, and is limited
only by the speaker’s ability and willingness to continue:

John knows Dave believes Jenny hopes Carol recognizes Bob realizes ... Susan thinks
Tom likes beans.

Thus, recursion is one of the characteristics that gives language the property of discrete
infinity, the ability to generate infinite messages (even infinitely long messages) from finite
means.

Most of the languages that have been studied do have recursion, but there does appear to
be at least one exception: Piraha (Everett, 2005, 2008). In English, recursion is often used to
create expressions that modify or change the meaning of one of the elements of the sentence.
For example, to take the word nails and give it a more specific meaning, we could use an
object relative clause such as that Dan bought, as in

Hand me the nails that Dan bought.

Language Characteristics
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In this sentence, the relative clause that Dan bought (which could be glossed as “Dan bought
the nails”) is contained within a larger noun phrase: the nails (that Dan bought (the nails)).
So the relative clause is nested within a larger phrase, kind of like a stack of bowls. Piraha
expresses the same meaning in a much different form, one that does not involve recursion.
To express the meaning that goes with “Hand me the nails that Dan bought,” a Piraha
speaker would say the equivalent of:

Give me the nails. Dan bought those very nails. They are the same. (Everett, 2008, p. 227).

In this case, none of the expressions are contained within other expressions of the same
type. Pirahd even appears to lack a very simple form of recursion that happens when you
use a coordinate structure to put two noun phrases together, as in Dan and Ted went to Brazil
(E. Gibson, personal communication). In Dan and Ted, you have an overarching noun
phrase (of the form NP and NP) that contains two separate noun phrases (Dan, Ted). To
express a meaning like this, a Pirahd speaker would say the equivalent of, “Dan went to
Brazil. Ted went to Brazil” Instead of having a stack of bowls, Piraha has the linguistic
equivalent of a string of pearls. All of the statements are connected to each other in an
important way, but none of them is contained within any of the others. If recursion does not
occur in Piraha language, which is still definitely a language on a par with other languages
in its ability to convey meaning, then recursion is not a necessary characteristic of human
languages, despite the fact that most of them have it anyway.

Why does Piraha lack recursion? Everetts (2008) answer is that Piraha lacks recursion
because recursion introduces statements into a language that do not make direct assertions
about the world. When you say, Give me the nails that Dan bought, that statement presupposes
that it is true that Dan bought the nails, but it does not say so outright. In Piraha, each of the
individual sentences is a direct statement or assertion about the world. “Give me the nails”
is a command equivalent to “I want the nails” (an assertion about the speaker’s mental state).
“Dan bought the nails” is a direct assertion of fact, again expressing the speaker’s mental
state (“I know Dan bought those nails”). “They are the same” is a further statement of fact.
Everett describes the Pirahi as being a very literal-minded people. They have no creation
myths. They do not tell fictional stories. They do not believe assertions made by others
about past events unless the speaker has direct knowledge of the events, or knows someone
who does. As a result, they are very resistant to conversion to Christianity, or any other faith
that requires belief in things unseen. Everett argues that these cultural principles determine
the form of Piraha grammar. Specifically, because the Piraha place great store in first-hand
knowledge, sentences in the language must be assertions. Nested statements, like relative
clauses, require presuppositions (rather than assertions) and are therefore ruled out. If
Everett is right about this, then Pirahd grammar is shaped by Piraha culture. The form their
language takes is shaped by their cultural values and the way they relate to one another
socially. If this is so, then Everett’s study of Pirahd grammar would overturn much of the
received wisdom on where grammars come from and why they take the form they do.
Which leads us to ...

Grammar, Language Origins,
and Non-Human Communication Systems

Many language scientists are concerned with the precise definition of language and with
detailed descriptions of the grammars of different languages because having those two
things nailed down can help us understand how humans think and how we compare with



other living creatures around us. One of the most basic questions that we might like to
answer is: Why do humans have language? That question motivates research on the
emergence of language abilities in the human evolutionary line as well as research on
the language abilities of non-human animals. Figuring out how language abilities developed
in the human evolutionary line requires us to analyze the language abilities of ancestors
long dead. We need to understand how we are similar to and different from evolutionary
ancestors in terms of both language and non-language characteristics. The major obstacle
in this line of research is that we have no way of directly observing either the behavior of
these ancestors or their nervous systems. As a result, researchers are forced to draw
inferences from the fossil record and from artifacts found along with fossil remains.
Understanding how we relate to other living animals is potentially easier, because we have
living specimens to study. But there are complex issues here as well, some of which are
addressed below.

There are two main, overarching ideas about how modern human language abilities
emerged from evolutionary ancestors who lacked language, and the same ideas can be used
to describe our relationship to living, non-human close relatives (e.g., chimpanzees,
bonobos, gorillas, and other primates). These two ideas can be captured by the concepts
continuity and discontinuity (Lenneberg, 1967; Lieberman, 2000; Penn, Holyoak, & Povinelli,
2008). According to the continuity hypothesis, modern human language is quantitatively
different from precursor mental abilities, but it is not different in kind or in quality from
more basic communication systems. According to the continuity hypothesis, human
language abilities are closely related to pre-existing communicative abilities and represent a
relatively modest upgrade from those abilities. One advantage of this approach is that we
can apply general ideas about adaptation and natural selection to the development of
human language, the same way we apply those ideas to other characteristics of humans. The
discontinuity hypothesis, by contrast, proposes that some aspects of modern human
language abilities represent a clean break from the past, that our language abilities are
qualitatively different from more basic communication systems, either in our evolutionary
ancestors or in living, non-human animal communication systems. That is, humans possess
communication abilities that do not exist in other, more primitive systems. One of the
challenges for discontinuity theorists is to identify language abilities that exist in humans
but not other species (or in our ancestors), and to explain how the gap between human
language abilities and more primitive communication systems was crossed. Let’s consider
the evolution of human language abilities within our direct ancestors after considering the
language abilities of other living modern species (e.g., chimps, dolphins, monkeys).

Research on communication abilities in apes

There are no data which prove that other apes are unable to communicate linguistically.
E. SUE SAVAGE-RUMBAUGH

Studies of how animals communicate can help test ideas related to the continuity hypothesis.
As Lenneberg (1967, p. 228) puts it, “[If human] forms of communication ... descended
from primitive animal forms of communication, [then] a study of the latter is likely to
disclose that there is indeed a straight line of evolution of this feature” Apes and monkeys
provide useful comparisons to humans because some apes, such as chimpanzees, are closely
related biologically to humans. Monkeys and apes are also highly intelligent, which makes
them good candidates to share some of the complex abilities that are involved in producing
and understanding language. For example, understanding language requires a listener to
recognize the meaning or semantic force of an utterance. It turns out that analogous abilities
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are present in some species of monkeys. Diana monkeys make different calls for aerial
predators and ground predators, as do other species of monkeys (Zuberbiihler, 2003;
Zuberbiihler, Cheney, & Seyfarth, 1999). Are the calls just blindly, instinctively elicited by
the sight of the predator, or do monkeys actually assign some meaning to the different calls?
If you play to a Diana monkey a recording of another Diana monkey making an alarm call
that goes with an aerial predator, like an eagle, and then follow that up with the sound that
the eagle itself makes, the Diana monkeys are not surprised. At least, they don’t act surprised
when the “eagle” monkey call is followed by a stimulus associated with the actual eagle itself.
By contrast, if you play the Diana monkey alarm call for “eagle” and then play the sound of
a jaguar growling, the little guys go bonkers. It’s as if they know “the eagle monkey sound
means there’s an eagle around.” So, even though the sound of an eagle is much different than
the sound of the “eagle” warning call, behaviorally, Diana monkeys treat the two as equivalent.
This ability to treat an arbitrary sound as a “pointer” to an object in the environment is very
similar to what people do when they associate an arbitrary collection of sounds (a word)
with something else (a concept).

Apes may also make different vocalizations to point to different objects besides predators.
For instance, one captive ape (called Kanzi) produces slightly different vocalizations in
different contexts. When Kanzi’s trainers commented on or asked about bananas, grapes, or
juice, Kanzi would often include some kind of vocalization in his response. When those
vocal responses were subjected to an acoustic analysis, the vocal response in each context
was slightly different (Tagliatela, Savage-Rumbaugh, & Baker, 2003). While it would be
premature to say that Kanzi has his own spoken “words” for grape, banana, and juice, the
ability to produce different vocal responses in different circumstances is a necessary
precursor to spoken language, because spoken language requires us to make different
sounds when referring to different concepts.

A number of researchers have attempted to teach language to chimpanzees. The idea was
to find out whether human language ability was determined by genetics, or whether it was
the result of immersion in cultures where language use was constantly present. If chimps
could learn to use language, then human language abilities could not be solely caused by
human genetics. In the early days, a chimp named Vicki was trained to make vocal responses
to receive rewards. Vicki was never very good at this, primarily because the chimp vocal
apparatus is not well configured to make speech sounds, and because chimps do not have
good voluntary control over vocalizations (Gardner & Gardner, 1969; Lieberman, 2000).
After they figured this out, researchers began to train chimps to use gestures to communicate.
Two of the most famous of these animals were Nim Chimpsky and Washoe. Because
chimps have much greater voluntary control over gesturing than vocalization, chimps have
been much more successful mastering aspects of gestural communication. Members of
other species, such as the mountain gorilla Koko, have also learned to communicate in this
way (Gardner & Gardner, 1975; Jensvold & Gardner, 2000).

It turns out that when apes learn to sign, they talk mostly about food (see Table 1.1). This
makes sense, as chimps like Nim and Washoe were taught to sign using operant conditioning
techniques, according to which the chimps were given treats when they produced target
behaviors (Premack, 1990). However, according to their human companions, Washoe and
Nim’s signing went beyond the boundaries of their operant training and showed some of
the characteristics of human languages. In one famous example, Washoe was said to make
the signs “water” and “bird” to describe a duck that had landed on a pond in her enclosure
(Fouts, 1975). This could reflect a generative use of previously learned symbols. That is,
Washoe could have been combining signs that were learned to label other concepts in order
to label a new concept, the same way you could combine old words to create a new meaning.
Similar claims are made regarding bonobos (a species closely related to chimps). Kanzi was
credited by his trainers with rudimentary grammatical knowledge on the basis of producing



Table 1.1 The ten most frequent three-sign sequences by Nim Chimpsky (adapted from

Terrace et al., 1979, p. 894)
Signs Frequency

play me Nim 81
eat me Nim 48
eat Nim eat 46
tickle me Nim 44
grape eat Nim 37
banana Nim eat 33
Nim me eat 22
banana eat Nim 26
eat me eat 22
me Nim eat 21

two-symbol strings such as “M&M grape” and “potato oil.” However, it is also possible that
apes just make signs in a sequence, and are not making the monkey equivalent of compound
words. An ape could sign “water” and “bird” in succession, without necessarily intending to
apply the combination to refer to the duck.

Chimps were also claimed to have mastered some aspects of grammar, including the
ability to interpret wh-questions (e.g., Who is that? What is that?; Gardner & Gardner, 1975).
They are also claimed to observe the basics of word order by producing signs that express
specific kinds of meanings in specific places in multi-sign sequences (Terrace, Pettitto,
Sanders, & Bever, 1979).2 For example, when Nim the chimp produced the sign “more” in
combination with any other sign, he was much more likely to place the sign “more” first (as
in more banana) than to use the reverse order (banana more). Terrace and colleagues
concluded that Nim must have had an internal rule that he applied when constructing
sequences of signs containing “more” (“more X” roughly, where X could be replaced by any
sign for an object). Similarly, give X appeared far more frequently than X give. This kind of
grammatical knowledge is a vital component of some human languages, including English.

It is sometimes difficult to decide what caused an ape to produce a particular sequence
of signs. If you wish to believe that apes have language abilities similar to human children
(and for similar reasons), then you would view the following conversation as being highly
coherent (from Jensvold & Gardner, 2000):

Washoe: fruit gimme
Trainer: Who funny?
Washoe: Roger
Trainer: Where cat?
Washoe: Roger gimme.
Trainer: Where cat?

Washoe: Gimme

Grammar and Language Origins n
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Figure 1.1 Nim Chimpsky signs “me,” “hug,” and “cat” to his trainer as an increasingly
worried tabby (Felis catus) looks on (from Terrace et al., 1979, p. 892)

The response to the trainer’s first question (Who funny?) could express the idea that the
chimp has heard and understood the question, thought about possible answers, and selected
Roger as an appropriate funny person. But a skeptical observer might argue that the rest of
the exchange casts doubt on this interpretation of Washoe’s behavior. Washoe seems to be
focused on fruit throughout (perhaps because Washoe has received fruit on previous
occasions after producing similar behavior). So the sign “Roger” after “who funny” could
just be a false start for the expression “Roger gimme,” which could be paraphrased as “Roger
give me fruit” In which case, the whole exchange appears to take the form of two ships
passing in the night, rather than a coherent conversation.

Operant conditioning techniques succeeded in getting chimps to produce signs, and
other training techniques have also been successful in both chimps and the closely related
species, bonobo. Sue Savage-Rumbaugh and her colleagues pioneered observational
learning techniques as an alternative to operant conditioning (Brakke & Savage-Rumbaugh,
1996a, b; Lyn, Greenfield, & Savage-Rumbaugh, 2006; Lyn & Savage-Rumbaugh, 2000;
Savage-Rumbaugh & Fields, 2000; Sevcik & Savage-Rumbaugh, 1994; Shanker, Savage-
Rumbaugh, & Taylor, 1999; Tagliatela et al., 2003; Williams & Savage-Rumbaugh, 1997). In
observational learning contexts, an animal is exposed to humans who are modeling
language behaviors, such as gesturing. The animal may choose to repeat or imitate some of
these behaviors, but is not rewarded with food for doing so.

Savage-Rumbaugh adopted a framework that appeals to three main factors to
explain why animals (including humans) have whatever communicative abilities they
enjoy: biological characteristics of the species (phylogeny), maturational characteristics of



the individual (ontogeny), and culture or environment. Any, or more likely all, of these
features can determine how much skill an individual will have producing and understanding
language (e.g., humans are better than fish at using language, 12-year-old humans are better
than 12-month-olds, and children in highly interactive households are likely to have greater
language abilities than children from less interactive households). Savage-Rumbaugh
proposed that some of the limitations in chimp language abilities observed in early studies
of non-human communication could have resulted from the fact that training in language
started relatively late in the life of individual chimps, the kind of language environment that
the chimps were exposed to, and/or the chimp’s genetic or biological characteristics.

In an attempt to gather further evidence regarding these possibilities, Savage-Rumbaugh
raised a chimp named Panpanzee and a bonobo named Panbanisha, starting when they
were infants, in a language-rich environment. Chimpanzees are the closest species to
humans. The last common ancestor of humans and chimpanzees lived between about
5 million and 8 million years ago. Bonobos are physically similar to chimpanzees, although
bonobos are a bit smaller on average. Bonobos as a group also have social characteristics
that distinguish them from chimpanzees. They tend to show less intra-species aggression
and are less dominated by male members of the species.” Despite the physical similarities,
the two species are biologically distinct. By testing both a chimpanzee and a bonobo, Savage-
Rumbaugh could hold environmental factors constant while observing change over time
(ontogeny) and differences across the two species (phylogeny). If the two animals acquired
the same degree of language skill, this would suggest that cultural or environmental factors
have the greatest influence on their language development. Differences between them
would most likely reflect phylogenetic biological differences between the two species.
Differences in skill over time would most likely reflect ontogenetic or maturational factors.

Rather than reward the developing apes with food in return for signing, adult caregivers
modeled language behaviors for the apes.

Caregivers communicated to [the apes] with spoken English and visuographic symbols
called “lexigrams.” The visual symbols were printed on a card, and the animals could point
to various symbols that were associated with different concepts. During their training, the
apes were exposed to spoken English (which they were not able to emulate), gestures (which
they could copy), and lexigrams (which they were also able to use). Because the rearing
paradigm stressed observational learning [learning by watching] and emphasized the
young apes’ language comprehension, [apes] were encouraged to attend to these
communications but were not required to produce the symbols themselves in order to
receive food or other reward. (Brakke & Savage-Rumbaugh, 1996b, p. 363)

By comparing how much her chimp and her bonobo learned to how much operant-trained
chimps learned in previous studies, Savage-Rumbaugh could estimate the effects of cultural/
environmental factors on language learning in apes.

Over the course of the study, which lasted for just under four years, the apes developed
communication skills using both gesture and the lexigrams (Brakke & Savage-Rumbaugh,
1996a, b). Communication via gesture developed before attempts to use lexigrams in both
apes, and the chimpanzee continued to rely exclusively on gesture for a whole year after the
bonobo had started to use lexigrams. Panpanzee the chimp did appear to imitate her
trainers’ use of the lexigrams, but she did not use them spontaneously. Panpanzee appeared
more likely than Panbanisha the bonobo to combine using the lexigrams with gesturing
throughout the study period, and the chimp was about 50% more likely to combine
gesturing and pointing to lexigrams when she interacted with her trainers. Overall, the
chimp produced fewer “words” during the study period. Because the chimp and the bonobo
were both reared using the same methods, under essentially identical environmental
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conditions, differences between the chimp and the bonobo are not likely to result from
differences in the environment, but could be caused by biological/genetic differences
between the species.!’

Savage-Rumbaugh reports that, among the animals exposed to enriched language
environments from infancy, four have acquired receptive vocabularies of 500 words or
more, with productive vocabularies of 150 words or more. Further, she reports that bonobos
raised in a language-enriched environment (including Kanzi and his half-sister Mulika)
appear to use symbols more spontaneously than chimps raised under operant-learning
conditions (who tend to sign mostly in human-initiated exchanges). If so, the immersion
methods that Savage-Rumbaugh used to teach her animals may be responsible for the
greater spontaneity of their signing behavior.

“Monkeys don’t talk”

Chimpanzee signing should not be labeled linguistic.
ESTEBAN RIVAS

Keep your stinking paws off me, you damned, dirty ape.
CHARLTON HESTON, PLANET OF THE APES

Some researchers interpret ape signing behavior as being highly consistent with the
linguistic behavior of young children, but in some ways, the behavior of signing apes differs
greatly from the language-related behavior of young children. First and foremost, the
acquisition of language-related (or language-like) behaviors in apes varies widely from one
animal to the next. In contrast to children, who universally acquire a native language given
normal brain function, a stable environment, and exposure to a model, some apes acquire
the ability to interpret symbols and use them to communicate, and some do not, even when
they are exposed to the same models (see, e.g., the difference between Kanzi and Matata;
Sevcik & Savage-Rumbaugh, 1994). This fact, by itself, could indicate that apes are using
different mechanisms than humans to acquire language skills. Furthermore, children do
much more than copy the behaviors of their adult caregivers. Children actively experiment
with the language (as when infants babble) and develop knowledge of the sound system of
language before they begin to produce their first words (analogous to ape signs or lexigrams).
Such prelinguistic babbling behavior has not been reported in apes, suggesting that the
mechanisms of acquisition and development are different in humans than in apes.

The acquisition and use of grammar also appears to work differently in children than in
apes. When children produce multi-word utterances, their longer utterances contain
elements of their shorter utterances, but they also contain new elements. Repetition of
elements within utterances is almost unheard of in child language, but it is common in the
signing of apes. For example, some of Nim’s sign sequences include expressions like “eat
Nim eat Nim,” and “banana me eat banana” (Terrace et al., 1979, p. 894). In fact, repetition
appears to be a major mechanism contributing to Nims (and other chimps’) longer
utterances (e.g., “give orange me give eat orange me eat orange give me eat orange give me
you,” Terrace et al., 1979, p. 895; Rivas, 2005). Repetition occurs in over 90% of some apes’
(e.g., Kokos) signing behavior. These repetitious sequences resemble the “superstitious”
behaviors produced by pigeons, dogs, and college undergraduates when there is a
contingency between behavior and reward, but when the delivery of a reward is delayed
(Bruner & Revusky, 1961). Imagine that Washoe gets rewarded for producing signs. Imagine
that some time elapses between the time when Washoe makes a sign and the time when
he gets his reward. During that interval, additional signs may be produced. Washoe may



come to “believe” that a sequence, rather than a particular sign, caused the reward to appear.
Alternatively, intermittent reinforcement increases the rate of behaviors in animals
generally, so if apes are reinforced on a variable schedule, they will tend to produce longer
and longer sets of signs, not because they have acquired more complex grammatical rules,
but simply because external rewards delivered on variable schedules draw more behaviors
out of animals."!

Critical observers of ape language studies have also suggested that the way apes use signs
is different from the way humans use words (Rivas, 2005; Seidenberg & Pettito, 1987;
Tomasello, 2007). Humans use words to express intentions (ideas behind or motivations for
speaking), while apes’ use of symbols seems much shallower and less intentional. Humans
also commonly use words to draw attention to objects or events in the environment, or to
comment on those objects and events. Apes most commonly make signs in order to get
something. To put it in more neutral terms, most ape signs are associated with objects (fruit,
juice, M&Ms) and actions (tickling, chasing) that are rewarding to apes. As Tomasello (2007,
p- 152) notes, “Most if not all ape gestures are imperative, intended to influence the behavior
of others directly, whereas many human gestures are used for declarative or informative
purposes.” It is difficult, therefore, to determine the extent to which apes’ signing behavior is
maintained by extrinsic reward, and how much reflects an intention to communicate
particular thoughts. This orientation toward reward appears to be present even in apes who
were trained using observational methods. For example, although Kanzi the bonobo was
trained using observational learning methods, rather than direct operant reward, his pattern
of sign use closely matches that of apes that were trained using more traditional operant
conditioning techniques. As many as 96% of Kanzi’s signs can be interpreted as requests
(Greenfield & Savage-Rumbaugh, 1990), consistent with the idea that much of his signing
behavior is maintained by reward or the prospect of reward. Brakke and Savage-Rumbaugh
(1996b, p. 365) report similar patterns of request-like behavior for the chimp Panpanzee and
the bonobo Panbanisha, who were reared in a similar fashion to Kanzi.?

Apes also appear to apply such grammatical rules as they may have much less consistently
than humans. For example, although Washoe signs “more X” far more often than he signs
“X more,” the difference is not as high as it should be if he were truly applying a grammatical
rule. In languages like English, when a grammatical rule is in place, the related behavior is
almost 100% consistent. An English-speaking child would always say, I want more juice, and
would never say, I want juice more. There are limited exceptions to consistent application of
grammatical rules, but these typically occur when the grammar offers two or more ways to
express the same idea. For example, you can say, Give Mary more juice (which is called a
ditransitive sentence) or you could say the equivalent Give more juice to Mary (which is
called a dative sentence). An individual speaker may flip back and forth between these two
options, but that is because that individual has two grammatical rules for how to form
sentences involving the transfer of objects from one person to another (X verb Y to Z, and X
verb Z Y, roughly). Different rules get triggered on different occasions, but once a rule gets
triggered, it is followed to the letter (so you would never get a sentence like Give to more
juice Mary or John Mary give more juice)."> More recent research shows that, although non-
human primates can learn some of the patterns characteristic of human language grammars,
other patterns appear to be beyond their grasp (Hauser, Newport, & Aslin, 2001; Newport,
Hauser, Spaepen, & Aslin, 2004; Ramus, Hauser, Miller, Morris, & Mehler, 2000).

Apes and people also differ greatly in the way they take turns during interactions. In
dialogue, different cultures differ somewhat in the degree to which one speaker’s utterances
will overlap with another’s, but interruptions are relatively infrequent (they certainly do
happen, but the interruption is often marked as such by the interrupter). Apes interrupt
people all of the time, usually to ask them for food (Terrace et al., 1979). This ubiquity of
interruptions suggests that one of the prerequisites for full-blown language to emerge is the
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ability of individuals to engage in impulse control. If individuals in a communicative
exchange are not able to control the impulse to vocalize, that is to coordinate their verbal
behavior with other members of the group, the result is a cacophony of overlapping sounds,
making it difficult or impossible for any individual to be heard over the general din (think
of a seal colony, or the internet).

To summarize, although apes display some behaviors that humans do, including
producing signs to refer to specific objects and events, there are substantial differences
between the ways humans and apes use language (although see Lieberman, 2000, for a
vigorous defense of similarities between ape and human language abilities). Whether you
view these differences as being fatal to the continuity hypothesis depends on how
you view the relationship between ape language abilities and human language abilities.
If you view the ape abilities as being more primitive versions of the human abilities, then the
continuity hypothesis wins. If you view the differences between humans and apes as being
so great that human behaviors must be generated by an entirely different set of mental
processes, then the discontinuity hypothesis wins.

Language origins

Studying ape communication is a way to investigate why humans have the language abilities
that they enjoy. Abilities that apes demonstrate are likely to have been present in the last
common ancestor of apes and humans. It is possible, but less likely, that shared abilities of
humans and apes developed independently after the two species split between 5 and
8 million years ago. Other means to study language origins involve comparing modern
humans to our evolutionary ancestors. By assessing human ancestors’ physical features and
artifacts, theorists can develop ideas about how and when modern language abilities
emerged. Much of this work is speculative, because the critical evidence needed to
discriminate between different theories is unavailable. As with research that compares
living humans and living apes, much of the theorizing in the evolutionary approach to
language origins revolves around the concepts of continuity and discontinuity. Continuity
theory views modern humans’ language abilities as reflecting modifications of abilities that
existed in our ancestors. Discontinuity theory views modern humans’ language abilities as
being distinct and separate from our ancestors’ abilities.

One thing that all language scientists agree on is that the human capacity for speech is an
adaptation, in the Darwinian sense. An adaptation is a characteristic of a species that has
been selected for and maintained by environmental factors. That is, at some point in the
past, there was variability within the species such that some individuals had more of the
relevant characteristic than others did. Those individuals who had more of the characteristic
were more likely to survive and reproduce (they were biologically more fit), and so
individuals without the characteristic in question became scarcer and scarcer in the
population until their numbers declined to zero. Speech is viewed as an adaptation in part
because of its obvious advantages—it allows for the near instantaneous sharing of complex
knowledge across individuals and the coordination of joint activities—but also in part
because of its less obvious disadvantages (Aitchison, 2000; Darwin, 1859/1979). To produce
a wide range of speech sounds, the larynx needs to be deeper in the throat in humans than
itis in other species (including in our close relatives, chimpanzees and bonobos). As a result
of its position deep in the throat, humans are not able to close off their airway when they
eat. That makes it more likely that humans will choke to death accidentally. According to
the Centers for Disease Control, about 150 children in the United States die each year from
foreign objects lodging in their windpipes. Other animals do not choke as frequently as
people do, because they can close off their airways when they eat. The fact that the descended



larynx persists is evidence that this characteristic is maintained because of its selective
advantages, in spite of its potential drawbacks.

It is generally agreed that modern language abilities, most specifically the ability to
produce spoken language, would not have been possible without two modern human
characteristics: (a) A vocal apparatus that allows for the production of a variety of distinct
speech sounds (phonemes); and (b) The ability to exert a high degree of very fine control
over that vocal apparatus (Lieberman, 2000; MacLarnon & Hewitt, 1999).

When, exactly, did modern language emerge? We can only speculate. Because our
ancestors lacked the kind of control necessary for speech (and if we discount the possibility
that language was developed as a gestural system before it was developed as a vocal system;
see Falk 2004, and replies therein; Hewes, 1973), it is likely that complex, modern language
emerged some time during the last 200,000 to 70,000 years. While it is possible that the
same processes caused language to appear at the same time as other features of Homo
sapiens, itis also possible that the cultural and artistic revolution that occurred approximately
50,000 years ago coincided with the emergence of fully modern languages.

Philip Lieberman (2000) argues that human ancestors (e.g., Homo erectus) had the ability
to speak, although their speech would not have been as refined as modern humans’ speech.
This conclusion is based on reasoning about why the human vocal tract has the shape it
does. Lieberman notes that to produce vowel sounds such as /i/ (as in meet) and /u/ (as in
you), the space above the larynx in the throat has to be about the same length as the
horizontal space between the top of the throat and the mouth opening. For natural selection
to produce and maintain this configuration, Lieberman argues, some rudimentary speech
abilities must have been present beforehand. Natural selection could then have favored
individuals who had physical characteristics that allowed them to produce a wider range of
vowel sounds. Unless some rudimentary speech abilities were present prior to the advent of
Homo sapiens, a lowered larynx, and the accompanying ability to produce more vowel
sounds, would have to be the result of a massive and incredibly lucky mutation, rather than
gradual evolution by natural selection.

Other researchers view speech as being absent until the advent of Homo sapiens. Speaking
is an exercise in controlled exhalation. Rather than breathing out smoothly in one continuous
motion, speaking requires us to rapidly change the flow of air out of the lungs in order to
control fine aspects of speech, such as how much emphasis or stress (accent) we place on
each word and syllable."* MacLarnon and Hewitt argue that speech could not have been
present in our ancestors, because, like modern apes, our evolutionary ancestors lacked the
ability to exert this fine degree of control, as evidenced by the relatively small diameter of
the nerves that lead from the brain to the relevant upper-torso and throat muscles
(MacLarnon & Hewitt, 1999). When early Homo sapiens fossils were compared to
Australopithecus afarensis, Homo erectus, and Neanderthal specimens, only early Homo
sapiens had the kinds of nerve tracts that are associated with modern humans. This
enhancement of breathing control not only increases the range of speech sounds that people
can produce, it also increases the absolute amount of time they can speak without stopping
to catch their breath. Non-human vocalizations in primates are limited to about 5 seconds.
Humans can go on for upwards of 10 seconds without stopping for breath.'®

The fossil record shows that human ancestors before Homo sapiens emerged, between
about 70,000 and 200,000 years ago, had some of the cultural and physical characteristics of
modern humans, including making tools and cooking food. If we assume that modern
language emerged sometime during the Homo sapiens era, then it would be nice to know
why it emerged then, and not before. One possibility is that a general increase in brain size
relative to body weight in Homo sapiens led to an increase in general intelligence, and this
increase in general intelligence triggered a language revolution. On this account, big brain
comes first and language emerges later. This hypothesis leaves a number of questions
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unanswered, however, such as, what was that big brain doing before language emerged? If
the answer is “not that much,” then why was large brain size maintained in the species
(especially when you consider that the brain demands a huge proportion of the body’s
resources)? And if language is an optional feature of big, sapiens brains, why is it a universal
characteristic among all living humans? Also, why do some groups of humans who have
smaller sized brains nonetheless have fully developed language abilities?

Another line of thought starts with the idea that word-like units had to be present before
more complex sequences of words emerged (Aitchison, 2000). Before you begin to use
words, you have to appreciate the idea that sounds can be associated with objects, the
naming insight. But where did that naming insight develop? One possibility is that it was an
extension of more primitive verbal systems. Non-human primates already have some
aspects of semantics (meaning) in their call systems, using alarm calls to activate knowledge
of particular kinds of animals, rather than treating them as mere noise. Candidates for the
first word-like units in human languages include noises imitating predators or prey, grunting
noises made in concert with physical exertion, or the equivalents of lip-smacks and hooting
that apes make as greetings. The theory is that you would need some number of such proto-
words before the language could develop a system of speech sounds, and you need a system
of speech sounds before you could synthesize a larger set of words to express a wider range
of concepts. Unfortunately, no existing data indicate which, if any, of these candidates gave
rise to the first words. It is likely, however, that once the naming insight took hold, that the
stock of words would have expanded rapidly.

The next step in language evolution could have been the development of something
approximating a modern pidgin. Pidgins develop when adult speakers of different languages
are placed in circumstances that require them to communicate (Bickerton, 1988). Pidgins
are generally simpler than full-blown languages, with a restricted vocabulary and
rudimentary grammar. For example, the following expressions are used in Tok Pisin, a
pidgin used in Papua New Guinea (Aitchison, 2000, p. 124):

han bilong diwai ~ “branch of a tree”
han bilong pik “front legs of a pig”
han bilong pisin “bird’s wing”

In a creole (a language that emerges from the combination of two or more pre-existing
languages) or another kind of full-blown language, we would expect concepts such as
branch, legs, and wings to have shorter names; and the language would not depend upon the
extension of one term hand to cover a wide variety of objects (although there may be
advantages to making the similarity between hands, branches, legs, and wings explicit).
Pidgins tend to lack the grammatical features of true languages, including markers for past
and present tense on verbs, number agreement between subjects and verbs, sets of distinct
prepositions (on, of, below, etc.), and case marking (e.g., changes in the form of nouns
depending on their position within a sentence or their semantic role). Thus, pidgins
represent an intermediate form between having no grammar at all, and having the kind of
complex grammar that is characteristic of all true languages.

Some theorists suggest that grammar is the only thing that distinguishes human language
abilities from those of our ancestors and those of our living relatives (e.g., the apes). If so,
where did grammar come from? One possibility is suggested by the language bioprogram
hypothesis (Bickerton, 1988; Lenneberg, 1967; Pinker, 1994). According to the language
bioprogram hypothesis, human genetics creates the mental equivalent of the heart, stomach,
lungs, or other organ. Like the heart, which depends on other organs for support, the
language organ relies on other mental abilities for support. But also like the heart, which
specializes in taking deoxygenated blood from the body, passing it to the lungs, and



recirculating oxygenated blood back to the body, the language organ also specializes. In
particular, it specializes in building the hierarchical, symbolic representations that underlie
the ability to speak and the ability to understand speech. Is there any evidence that genetics
contributes to human language abilities, and grammar in particular? (And remember, we're
talking about real, descriptive grammar, not Mrs Heidemann’s prescriptive grammar.)

Evidence for a genetic origin of grammar comes from two chief sources:'* Studies of
creoles (full-blown languages that develop out of pidgins) and studies of genetic anomalies
that are associated with language disorders. If genetics contributes to our language abilities,
then we would expect fully grammatical language to develop in children, whether they are
exposed to a fully grammatical model language or not. Some studies have detected just such
a pattern (Bickerton, 1988). In these studies, children who grow up listening to their parents
speak pidgin appear to spontaneously add grammatical markers, such as case, tense, and
agreement features, and wind up speaking a version of the language that is qualitatively
different from the pidgin that their parents speak. Some of this research has been criticized
because it relied on retrospective (historical) reports of elderly people talking about events
from their childhood and because the individuals in question were being exposed to fully
grammatical languages when their parents spoke their native language at home. However,
more recent work on Nicaraguan Sign Language (LSN) is less subject to these criticisms
(Emmorey, 2002; Senghas & Coppola, 2001).

In Nicaragua before the Sandinista revolution, children who were deaf tended to grow
up isolated from one another and the vast majority were born to parents who could hear
and speak, but could not sign. Thus, deaf children did not have a sign language model to
follow. Most of them developed systems of “home sign,” idiosyncratic systems of gesture
that allowed them to communicate with their caregivers and families. Starting in 1977, a
central school for the deaf was established, which brought together deaf children from all
over the country for the first time in Nicaragua. Children were taught officially using oral
methods (speaking and lip-reading training), but they communicated with each other in
their spare time using gestures. Early on, the deaf children’s system of gestures developed a
standard, shared vocabulary, but the system lacked many of the grammatical features of
full-blown sign languages. However, as younger children were added to the mix, they
spontaneously added grammatical features found in other sign languages. This was
accomplished even though the deaf children were not exposed to an adult language model.
One way to explain this phenomenon is to propose that children’s genetic heritage provides
them with the mental tools they need to “invent” a grammatical system, as well as the drive
to implement such a system if it is not already present in their environment.

Studies of individuals with selective language impairment (SLI) also suggest a genetic
contribution to language abilities (Enard et al., 2002; Gopnik, 1990; 1994; Gopnik & Crago,
1991). One set of studies focused on a particular family living in England (the KE family).
Half of the members of this family appear to be entirely normal in their general intelligence
and their language abilities. The other half of the family also appear to have essentially
normal intellectual abilities, but they have a number of problems producing and
understanding language. For example, the affected members of the family have difficulty
with past tense endings on verbs. They are likely to speak sentences such as “Yesterday he
walks,” or “After thinking about it for a while, she finally jump and fell” In writing sentences,
the affected individuals do produce the correct tense endings some of the time, but generally
this happens in response to explicit instruction on individual verbs. That is, they do not
appear to apply the general rule “To make the past tense, add -ed to the end” Other verb-
related markers are also not applied, or applied incorrectly (as in “Carol is cry in the
church”). Affected individuals also have problems making plural nouns out of singular
nouns. In the wug test, people are given nonsense words, like wug, and zat, and are asked to
make them plural. “Here is one zat. Now there are two ” When asked to fill in the
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blank, one family member said, “zacko.” Genetic testing revealed that the affected members
of the family all have an unusual form of the FOXP2 gene, while the unaffected members
have the more common form (Lai, Fisher, Hurst, Vargha-Khadem, & Monaco, 2001).

Although the deficit shown in the KE family has been attributed to grammar, specifically,
some researchers favor an explanation under which the family suffers from a more general
problem planning and executing sequences of behaviors (Vargha-Khadem et al., 1998;
Watkins, Dronkers, & Vargha-Khadem, 2002). This latter interpretation helps explain why
affected family members have difficulty moving facial muscles on command as well as
problems repeating single words clearly. So, either the gene is directly responsible for
instilling some aspects of grammar as an innate feature of human cognitive abilities (as per
the genetic bioprogram hypothesis; Bickerton, 1988; Pinker, 1994) or the gene affects those
parts of the brain which normally are involved in planning sequences of behavior, and our
language production and comprehension processes normally tap into those resources as we
speak and interpret language.

Language and Thought

The throat motor segment thus becomes the controlling segment of the body.
J. B. WATSON

You may have had the experience that when you are thinking about something or planning
some kind of activity that you have a voice in your head, probably sounding much like your
own voice, that is talking to you about whatever it is you are thinking about. This inner
monologue is such a common experience when you are thinking that you might believe that
“talking to yourself” and thinking are one and the same thing. You would be in good
company if you thought this was how cognition worked, as the famed behaviorists J. B.
Watson and B. E. Skinner both advocated versions of this idea (Skinner, 1957; Watson, 1924).
Watson asked and answered the question in this way (1924, pp. 341, 347): “Do we think only
in words, that is, in verbal motor contractions? My own answer has been: Yes ... ‘thinking’ is
largely sub-vocal talking” However, since Watson’s time, plenty of evidence has accumulated
to show that thinking and language are separate, though linked, abilities.

The beginning of the end for Watson’s theory of language and thought came in 1947,
when medical doctors strapped a healthy 34-year-old research volunteer to a gurney in Salt
Lake City and injected him with curare (Smith, Brown, Toman, & Goodman, 1947; see Table
1.2). Curare paralyzes the muscles of the body completely, including the pharyngeal (throat)
muscles that Watson believed were critical for thought processes. About four minutes after
the curare injection was completed, the research volunteer lost the ability to speak because
his throat muscles could no longer move. Despite the loss of speech, the volunteer could still
perceive everything that was happening around him. After he recovered, the volunteer
reported that he was “clear as a bell” during the entire time he was paralyzed. In addition,
during the time that he could not speak, the volunteer answered yes-or-no questions by
moving muscles that had not yet become completely paralyzed, including his eyebrow and
eyelid muscles. His answers to these questions were “entirely correct” Based on the events
during the experiment, and on the volunteer’s subsequent description of his experience,
Smith’s research team concluded that de-activating the speech muscles had no effect on the
volunteer’s ability to perceive, think about, or remember, the events that occurred during
total muscular paralysis.

The curare results are fatal for Watson’s idea that thinking and moving the throat muscles,
whether overtly or covertly, are the same thing, but he could still be right if “talking to



Table 1.2 Some of the events reported during muscular paralysis caused by curare injection
(from Smith et al., 1947, pp. 1-14)

2:11 PM: Curare injection administered over 15 minutes.*

2:20: Speech no longer possible. Can hear distinctly. Still able to nod head and
move hands.

Bk Subject reports by movement of head that the experience is not unpleasant.

2:26: Ability to comprehend and answer questions accurately is indicated by

correctness of replies when inquiries are restated in the negative or double

negative.
2:45: Subject now unable to signal response to inquiries due to complete paralysis.
2:48: Eyelids manually opened. Subject stated upon recovery that he was “clear as a

bell” all this period.

4:50 Subject is able to sit up on edge of bed. Complete subjective report dictated.

yourself” (without moving any muscles) is the same thing as thinking. But this alternative
hypothesis also has major problems. First, individuals who have lost the ability to speak or
understand language are nonetheless able to think. In these cases, the problem is not
paralyzed muscles, it is the inability to produce the inner monologue at all. One such case
involved a French-speaking monk, “Brother John,” who experienced periodic failures to
speak or to understand spoken or written language as the result of epileptic seizures
(Lecours & Joanette, 1980). Brother John’s epileptic episodes could last as little as a few
minutes or as long as several hours. During the worst parts of these episodes, Brother John
was incapable of speaking coherently and often of writing as well, but that did not destroy
his ability to think. Subjectively, Brother John reported that his ability to produce inner
monologue was also incapacitated during his seizures. However, during his episodes, he
continued to recognize familiar objects, he was capable of handling complex tools, carrying
out instructions that he had received before the epileptic seizure began (including
instructions to alert researchers that he was having a major spell and to record his speech
during the spell on a tape recorder), and performing short and long multiplication and
division. During longer episodes, Brother John would sometimes sleep, but he often times
stayed fully conscious (although feeling poorly) throughout these spells. Further, like the
curare volunteer, Brother John could remember events that happened while his language
abilities were incapacitated and talk about them afterwards in detail. During one major
episode that happened while he was traveling across Europe by train, Brother John got off
at the correct stop, found a hotel, checked in, and ordered a meal (he just pointed to the
menu to order). As Brother John himself reported, “I could think clearly within my inner
self but, when it came to [silently] talking to myself, I experienced difficulty finding my
words” (Lecours & Joanette, 1980, p. 10).

Cases such as Brother John’s show that you do not need language in order to think
(where thinking is defined as the ability to reason, plan, make decisions, and respond
appropriately to complex environmental stimuli). Other cases show that you do not need
to think particularly well in order to use language. Two such examples are found in

*All events are direct
quotes or paraphrases
of the original report.
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individuals with Williams syndrome and in “Christopher,” an autistic person who has
a remarkable capacity to learn foreign languages.

Williams syndrome is a disorder that results in abnormal brain structure and functioning
as well as mental retardation (Lightwood, 1952; Williams, Barratt-Boyes, & Lowe, 1961).
Severe mental limitations do not cripple the ability to use language among people who have
Williams syndrome. One woman with Williams syndrome is unable to do basic arithmetic
calculations or retrieve a small set of objects on request. She can, however, talk up a storm,
as in the following:

I love listening to music. I like a little bit of Beethoven, but I especially like Mozart and
Chopin and Bach. I like the way they develop their music—it’s very light, it’s very airy, and
it’s very cheerful music. I find Beethoven depressing. (Finn, 1991, p. 54)

As Karmiloft-Smith and colleagues (1998, p. 343) note, “Some aspects of language seem
relatively spared, whereas many non-linguistic functions, such as spatial cognition, number
planning, and problem solving are severely impaired.” This does not mean that the language
abilities of people with Williams syndrome are normal. They appear to respond differently
to some aspects of meaning (semantics) and language structure (syntax) than normal
individuals. However, the important thing is that the language abilities of people with
Williams syndrome are more sophisticated than you would expect based on their overall
levels of intelligence and based on comparisons to other kinds of mentally retarded people,
including those with Down syndrome whose language abilities are highly impaired (Reilly,
Klima, & Bellugi, 1990; Thomas et al., 2001; Tyler et al., 1997; but see Tomasello, 1995).
Ursula Bellugi, who has contributed greatly to the study of both Williams syndrome and
sign language, summarizes the situation like this (Losh, Bellugi, Reilly, & Anderson, 2000,
Pp. 268-269):

adolescents with Williams syndrome perform far better than age and IQ-matched children
with Down syndrome on a wide variety of language tasks ... The spontaneous language of
adults and adolescents with WMS has been characterized as fluent and generally
grammatically well formed, although not without occasional errors.

“Christopher” is the pseudonym for an autistic person who, despite being unable to look
after himself, has managed to learn 13 foreign languages (Smith & Tsimpli, 1995; Tsimpli &
Smith, 1999). However, as with Williams syndrome, Christopher’s language abilities are not
entirely normal. He has difficulty understanding non-literal language, including metaphors
(e.g., The race horse flew around the track) and irony (e.g., saying That felt good! after you
stub your toe), as well as jokes and rhetorical questions. But that’s not important right now.
What is important is that Christopher’s language skills overall are far beyond what one
would expect based on his general level of cognitive function. In fact, his ability to learn
foreign languages is far beyond what one would expect even if he were highly intelligent.

These examples show that you do not need language to think (Brother John); and that
you can have sophisticated language skills despite poor functioning in non-language
thought domains (Christopher, Williams syndrome). This pattern is what scientists call a
double dissociation, which happens when you can fill in all four cells of a two-by-two matrix.
In our matrix, we have (non-language) thought processes on one side and language ability
on the other. If you could only have good language and good thought at the same time, and
poor language and poor thought at the same time, that would strongly suggest that language
and thought depend on one another, and could even be the same thing. But because you can
have one without the other, this means that they are at least partially separate and are not
the same thing. Thus, the weaker version of Watson’s “speech is thought” hypothesis, that
inner monologue and thinking are the same, is falsified as well.



Whorf, linguistic determinism, and linguistic relativity

Although language and thought are not identical, that does not mean that they cannot
influence each other. One of language’s chief purposes is to express our thoughts; and the
language we speak may also affect the way we think about and perceive the world. Before we
had Commander Worf from Star Trek, psycholinguists, linguists, and philosophers looked
to Benjamin Lee Whorf for inspiration. Whorf and his linguistics advisor, Edward Sapir,
developed the idea that the language we speak influences the way we think. Their theory
goes by different names, but let’s call it linguistic determinism, which helps to highlight the
idea that language drives thought, that the way we think is determined by the language we
speak. This attitude is exhibited in social norms against using racist or sexist terms or
expressions, the idea being that eliminating such expressions from the language will make
the accompanying thoughts less likely to occur in people who hear the language. If a
language lacks terms that refer in a derogatory way to classes of people, it will be difficult for
speakers of that language to express those thoughts, so they will express other, more
acceptable thoughts instead.

One of Whorf’s chief motivations in proposing linguistic determinism was an analysis of
Eskimo-language vocabulary."” Possibly based on Franz Boas’ (1911) analysis of Eskimo,
Whorf concluded that, where English has a single word snow, Eskimo languages have
multiple words. Why does Eskimo have multiple words, where English has one? Whorf
argued that Eskimos had more words for snow because they carved up the concept “snow”
into multiple, distinct subconcepts, assigning a different word to each different subconcept.
They would do this for the same reason that, if you have more than one child, you give them
each a different name. You conceive of them as being separate individuals, and it would be
unthinkable to call them all by the same name. But linguistic determinism really says more
than this. It says that if your language has many words for snow, you will be able to perceive
differences between different kinds of snow that people whose language lacks those
distinctions will not be able to see. That is, because you speak Eskimo, you see more different
kinds of snow. Because I speak English, I cannot see the differences that you can.

In a devastating'® critique, Geoffrey Pullum, a linguist from Edinburgh, Scotland,
knocked down two pillars of linguistic determinism: the contents of Eskimo vocabulary
and the relationship between vocabulary and perception (Pullum, 1989; see also Martin,
1986). First, Eskimo languages do not appear to have more words for snow than English
does.”” As Martin (p. 422) notes, “Eskimo has about as much differentiation as English does
for ‘snow’ at the mono-lexemic [single-word] level: snow and flake. That these roots and
others may be modified to reflect semantic distinctions not present in English is a result of
gross features of Eskimo morphology [word form] and syntax [language structure] and not
of lexicon [vocabulary].” Pullum’s analysis agrees with Martins. He notes, “C. W. Schultz-
Lorentzens Dictionary of the West Greenlandic Eskimo Language (1927) gives just two
possibly relevant roots: qanik, meaning ‘snow in the air’ or ‘snowflake, and aput, meaning
‘snow on the ground’” (Pullum, 1989, p. 280). If Eskimo and English carve up the universe
of snow into roughly the same number and kinds of categories, then language cannot be the
source of any differences in the way speakers of Eskimo languages (Aleuts, Inuits, and
Yupik) and speakers of other languages perceive the world. But even more seriously for
linguistic determinism, there is no actual evidence one way or the other regarding the
abilities of Eskimo-speakers and members of other language groups to perceive differences
between different kinds of snow. We don’t know for a fact that Aleuts, Inuits, and Yupik
people have better or more sophisticated snow perception than the average New Yorker.
Even if we assume that Eskimos have more words for snow, this language difference has not
been shown to lead to a difference in perception. Both parts of linguistic determinism are
in trouble.

Language and Thought



dl

An Introduction to Language Science

Whorf provided no evidence that different groups of people perceive the world
differently. Subsequent to Whorf, a number of researchers looked for evidence that speakers
of different languages perceive the world in similar ways. They found some degree of
success in the areas of emotion and color perception (Berlin & Kay, 1969; Ekman, Sorenson,
& Friesen, 1969; Hardin & Mafti, 1997; Huang et al., 2009; Kay & Mafti, 2000; Lenneberg &
Roberts, 1956). In studies of emotion perception, people all over the world, from both
industrialized and primitive cultures, recognize the same basic emotions in pictures that
show happiness, anger, and disgust. Different languages also characterize emotion using
similar terminology, organized in analogous ways. Languages can have as few as two terms
for emotions, and if they have only two, they will be the equivalents of anger and guilt
(Hupka, Lenton, & Hutchison, 1999). The next terms that will appear will be amusement,
alarm, adoration, and depression. Languages that have more terms than these six will have
all six. That is, no language has a word for lonely but not a word for guilt. Similar perception
of emotional expressions (in pictures) and a consistent organization of emotional vocabulary
across languages both point toward a shared conceptualization of human emotion across
cultures, despite vast differences in both language and culture across speakers of different
languages.

Color perception and color words work similarly to emotion. Most languages have
seven or fewer basic color terms (Kay & Maffi, 1999). Languages that have only two color
terms will have rough equivalents to the English words black and white.® The next term to
appear will be red, followed by yellow, green, or both yellow and green. After that group,
blue, brown, purple, pink, orange, and gray show up. No language has a term for orange that
does not also have a term for red, just as no language has a term for confused unless it also
has a word for happy. These similarities in color classification may reflect the fact that all
people (minus the color-blind) have the same underlying physical mechanisms and
processes for color perception. We all have three cone types that react to light, and these
three cone types are connected into neural systems that place dark in opposition to light,
yellow in opposition to blue, and green in opposition to red (Goldstein, 2006). Given
identical anatomy and physiology across language groups, it is not surprising that we all
perceive color in similar, if not identical, ways. Thus, in at least two areas of perception,
the language a person speaks does not appear to dictate the way that person perceives
the world.

As a result of concerns like those raised by Pullum, as well as studies showing that
speakers of different languages perceive the world similarly, many language scientists have
viewed linguistic determinism as being dead on arrival (see, e.g., Pinker, 1994). Many of
them would argue that language serves thought, rather than dictating to it. If we ask the
question, what is language good for? one of the most obvious answers is that language
allows us to communicate our thoughts to other people. That being the case, we would
expect language to adapt to the needs of thought, rather than the other way around. If an
individual or a culture discovers something new to say, the language will expand to fit the
new idea (as opposed to preventing the new idea from being hatched, as the Whorfian
hypothesis suggests). This anti-Whorfian position does enjoy a certain degree of support
from the vocabularies of different languages, and different subcultures within individual
languages. For example, the class of words that refer to objects and events (open class)
changes rapidly in cultures where there is rapid technological or social changes (such as
most Western cultures). The word internet did not exist when I was in college, mumble
mumble years ago. The word Google did not exist 10 years ago. When it first came into the
language, it was a noun referring to a particular web-browser. Soon after, it became a verb
that meant “to search the internet for information.” In this case, technological, cultural, and
social developments caused the language to change. Thought drove language. But did
language also drive thought? Certainly. If you hear people saying “Google;” you are going to



want to know what they mean. You are likely to engage with other speakers of your language
until this new concept becomes clear to you. Members of subcultures, such as birdwatchers
or dog breeders, have many specialist terms that make their communication more efficient,
but there is no reason to believe that you need to know the names for different types of birds
before you can perceive the differences between them—a bufflehead looks different than a
pintail no matter what they’re called.

Whorf makes a comeback

The claim that the language or languages we learn determine the ways we think is clearly
untenable. But it does not necessarily follow that language is merely a code system which
neither affects the process by which thinking proceeds nor the nature of the thoughts
manipulated in that process.

ALFRED BLOOM

On the other hand, having the term bufflehead in your vocabulary certainly makes
communication more efficient. I can say, “Today, I am hunting the wily bufflehead,” rather
than saying, “Today, I am hunting a small, mostly black waterfowl, with yellow eyes and a
crest” If my language does not have a ready-made word for a concept, perhaps my thought
processes will be channeled toward concepts that are easily expressible (Hunt & Agnoli,
1991). Alternatively, if my language has a ready-made word for a concept, I am more likely
to be reminded of that concept as it appears in conversation. I am also less likely to be
distracted or otherwise prevented from attending to a particular concept when my language
has a ready-made label for that concept, compared to when reference to the concept has to
be built up from other concepts that my language has labels for. Or, as Alfred Bloom puts it
(1984, p. 276), “Indirect elicitation is likely to leave the hearer or reader more vulnerable
to the effects of distracting complexities which may simply interfere with his/her ability to
arrive at the intended concept.”

Linguistic determinism—the idea that the language you speak strongly limits the
thoughts you are capable of thinking—has fallen out of favor in psychology and linguistics,
but the idea that language affects thinking in less drastic ways has actually gained traction
in the last decade or so. Many theorists now believe that language can affect non-linguistic
(non-language) perceptual and thought processes, so that speakers of one language may
perform differently than speakers of other languages on a variety of perceptual and cognitive
tasks. Chinese offers two such examples: counting skill and counterfactual reasoning.?'
Consider counting skill first.

Different languages express numbers in different ways, so language could influence the
way children in a given culture acquire number concepts (Hunt & Agnoli, 1991; Miller &
Stigler, 1987). Chinese number words differ from English and some other languages (e.g.,
Russian) because the number words for 11-19 are more transparent in Chinese than in
English. In particular, Chinese number words for the teens are the equivalent of “ten-one,”
“ten-two,” “ten-three” and so forth. This makes the relationship between the teens and the
single digits more obvious than equivalent English terms, such as twelve. As a result, children
who speak Chinese learn to count through the teens faster than children who speak English.
This greater accuracy at producing number words leads to greater accuracy when children
are given sets of objects and are asked to say how many objects are in the set. Chinese-
speaking children performed this task more accurately than their English-speaking peers,
largely because they made very few errors in producing number words while counting up
the objects. One way to interpret these results is to propose that the Chinese language makes
certain relationships more obvious (that numbers come in groups of ten; that theres a
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relationship between different numbers that end in the word “one”), and making those
relationships more obvious makes the counting system easier to learn.*

Pirahi offers a potentially more dramatic case of number terminology affecting cognitive
abilities (Everett, 2008; Frank, Everett, Fedorenko, & Gibson, 2008; Gelman & Gallistel,
2004; Gordon, 2004). Piraha has no words that correspond to Arabic numerals (one, two,
three, etc.). The terms that they do have for quantifying objects (héi, hof, and badgiso; the
little accent marks indicate vowels pronounced with a high tone) appear to be relational
terms along the lines of “fewer” and “more”* The lack of number words in the language
does not prevent Piraha speakers from perceiving that different sets of objects have different
quantities of individual objects. Piraha are able to match sets of different objects, such as
spools of thread and balloons, based on the number of objects in each set. However, the lack
of number terms does appear to affect Pirahd speakers’ ability to remember the exact
quantity of different sets of items. If, for example, a number of objects is placed in a can, and
objects are drawn from the can one at a time, Piraha speakers are likely to make errors when
they are asked to indicate when the can is empty. The likelihood of these errors increases as
the number of objects in the can increases. So, when the task involves the direct perception
of the objects involved, and does not require any type of memory, Piraha do as well as
anyone else. But when memory for objects is required, Piraha speakers are at a disadvantage.
Results like these may favor a “weak” form of linguistic determinism. Language does not
affect perception directly, but language allows speakers to encode knowledge in a form that
is relatively easy to maintain (it’s easier to remember the sound “eight” than it is to maintain
a picture in your head of exactly eight objects).

Despite their superior arithmetic abilities, it’s not all sunshine and light for speakers of
Chinese. They may have more difficulty than English speakers with counterfactual
statements, again potentially because of characteristics of the Chinese language.
Counterfactual statements are ways to express things that might have been, but did not
happen. Chen, Chiu, Roese, Tam, and Lau (2006) define them this way, “Counterfactuals are
thoughts of what might have been, of how the past might have turned out differently”
Counterfactual reasoning is a useful tool in reasoning about events. Considering what
might have happened had we acted differently is an important aspect of avoiding similar
mistakes in the future (as in Scary Movie III, when the character Sayaman says, “I'm sorry
about that night. If I hadn’t fallen asleep for that exact 20 minutes. If I hadn’t drank that
exact whole bottle of Jaegermeister ...”). English has direct means of expressing
counterfactuals (If x, ... would y ...), but Chinese does not. According to Bloom, Chinese
counterfactuals are expressed using less direct means (1984, p. 276):

A Chinese speaker might state explicitly “John did not take linguistics” and then follow that
statement by the past implicational statement “If he did, then he was excited about it” and
the remark would again be accorded a counterfactual interpretation—i.e., be interpreted as
roughly equivalent to the English, "“If he had taken linguistics, he would have been excited
about it”

In tests of counterfactual reasoning on English-speakers and (Taiwanese) Chinese-
speakers, Bloom showed that, while about three quarters of the English-speakers were
willing to accept a counterfactual statement, only about one quarter of the Chinese-speakers
were willing to do so. Bloom attributed these results to the way counterfactual statements
need to be expressed in Chinese (as in “If all circles are large and if this small triangle ‘A’ is
a circle, is the triangle large?” instead of “If all circles are large, and if this small triangle
were a circle, would it be large?”) Bloom reports that Chinese-speakers were somewhat
perturbed by his questions, “Chinese speakers tended to wonder, ‘How can all circles be
large? How can a triangle be a circle? What are you talking about?”” Thus, the forms that the



two languages provide appear to make some aspects of reasoning more straightforward for
speakers of English compared to speakers of Chinese. Other cross-cultural differences may
influence the kind of alternative scenarios that Chinese-speaking individuals think of when
they reason counterfactually. Chen and colleagues’ (2006) research suggests that cultures
influence the kind of counterfactual scenarios individuals build. For example, Chinese-
speakers who are unlucky in love may be more likely to think up counterfactuals that
involve deleting something they did (negative counterfactual), rather than adding something
more to what they did (positive counterfactual).*

More recent research provides evidence that some aspects of color perception may not be
present universally in the human species, contrary to claims made by members of the
universalist school, such as Berlin and Kay. One recent study tested the ability of different
groups of speakers to discriminate (notice the difference between) different shades of the
color blue (Winawer et al., 2007). Why blue? Because Russian, but not English, draws a
mandatory distinction between different shades of blue. In English, we can call royal blue,
robin’s egg blue, powder blue, sky blue, and midnight blue all “blue” While plain old “blue” is
less specific than any of these other terms, it is not wrong to call any of them blue. Russian
works differently. Russian draws a mandatory distinction between light shades of blue, such
as robin’s egg blue and true blue (a tip of the cap to my Scottish friends), and dark shades of
blue, such as royal blue. Lighter shades of blue are called rony6oit (“goluboy”). Darker shades
of blue are called cuamit (“siniy”). It is wrong if you are speaking Russian to call powder blue
“siniy” or to call royal blue “goluboy” As a result, when a Russian-speaker wishes to
communicate about a blue-colored object, she must decide before she speaks whether the
object falls into the light blue or dark blue category. Because color (hue) is a continuously
varying characteristic, Russian speakers must impose a categorical organization on the world
of blue things in order to talk about them. Different Russian speakers have slightly different
boundaries between the “goluboy” and “siniy” categories, but they all make the distinction.

Does this language-imposed need to carve up blue into subcategories affect the way
Russian speakers perceive the color blue? Some recent data suggest that it does (Winawer
etal.,2007). In a set of experiments, two groups of speakers were tested. One group consisted
of Russian speakers, while the other group consisted of English speakers. Russian and
English speakers were given a card that had three colored squares printed on it, with one
square on top, and two squares next to one another below that. The speakers’ task was
simply to say which of the two bottom squares was the same color as the top square.
Sometimes, all three squares came from the same side of the “goluboy”/“siniy” border—all
were light blue or all were dark blue. Sometimes, two squares came from the same side of
the border, while the third square came from the opposite side. If language has no effect on
perception, then Russian speakers should function just like English speakers on the
judgment task. If everyone sees blue the same way, then everyone should respond the same
way on the task. But if language imposes organization on the way we perceive the world,
then Russian speakers should behave differently than English speakers. More specifically,
Russian speakers should find the task easier when one of the squares is light blue and the
others are dark blue, or when one of the squares is dark blue and the others are light blue. It
should be harder for Russians to do the task if all of the squares come from the same side of
the border. Why? The idea is that language forces Russians to categorize all of the shades of
blue that they see. Because this categorization is automatic, it happens very quickly, and
automatically categorizing one thing as “siniy” and another thing as “goluboy” should help
you decide very quickly that the two things are different. By contrast, English speakers
should not care what shades of blue they have, because they are all categorized as “blue”
Consistent with the linguistic determinism hypothesis, Russians were faster and more
accurate judging the squares in the case where some of the colors were on opposite sides
of the “siniy”/“goluboy” boundary. Russians had a harder time judging the squares when all
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of the colors were “siniy” or when all of the colors were “goluboy.” For the English speakers,
it didn’t matter. They were just as fast and just as accurate no matter what assortment of
colors appeared on the cards.”

In previous experiments, researchers had shown that people can remember a particular
color better if their language has a specific term for that color. These experiments were
intended to show an effect of language on color perception and categorization, as per the
Whorfian hypothesis. However, Pinker (1994) and others have criticized these experiments
on the following grounds: They do not show that different languages cause people to
perceive or categorize the world differently. Instead, they show that, if your language has a
word for a color, you remember the word rather than the color, because verbal information
is more stable and durable than visual information. However, Winawer and colleagues’
study is not vulnerable to this kind of criticism, because it involved a direct perception task
with little or no memory involved. Thus, the most likely explanation for the Russian
speakers’ performance is that a lifetime of using Russian to talk about blue things has caused
them to develop a habit of noticing the difference between lighter blue and darker blue
objects—their language has compelled them to attend to an aspect of the environment that
speakers of other languages tend to ignore most of the time. So, it is not that Russians enjoy
super-human vision or super-human judgment abilities. Instead, years of practice have
sharpened their skills at classifying one segment of the color spectrum.

Similar kinds of effects can be found in individuals who use sign language (Emmorey,
2002; see also Chapter 12). Karen Emmorey notes that fluent signers perform better on a
variety of visuospatial tasks than individuals who communicate via spoken language.
Visuospatial tasks involve using your visual abilities to construct a representation of objects
in space, their movement trajectories, and their positions relative to one another. Examples
of such tasks include apparent motion perception, face recognition and discrimination,
mental imagery, and mental rotation. Apparent motion happens when stationary objects,
such as lights on a theater sign (or marquee), come on in a sequence that makes it appear as
though they are moving. (Movies, too, are made up of a series of still pictures which, when
shown at a high rate, produce the illusion of smooth movement.) If non-signers see static
pictures of an individual in two different poses, and they perceive apparent motion, they
perceive that body parts move in straight lines from one position to the next, no matter
what. However, if the apparent body motion mimics a sign-language expression involving
motion along a curved path, deaf signers will perceive that body parts moved along a curved
path, as opposed to a straight one. Thus, knowledge from the sign language appears to
influence visual perception, at least when the visual information by itself does not
unambiguously indicate how the body actually moved.

Signed languages use facial expressions to convey certain aspects of meaning, so signers
must pay careful attention to each other’s faces to accurately interpret their conversational
partners intended meanings. As with Russians paying attention to shades of blue,
interpreting sign languages makes signers more sensitive to slight differences in facial
expressions. In one kind of face-perception test, the Benton Test of Face Recognition, people
look at a face head on, and they also look at pictures of the same person taken from other
angles. The task is to decide which of the alternative pictures matches the head-on picture.
Signing children and adults are better at this task than age-matched non-signing children
and adults. Other tasks involving face perception and memory also show an advantage for
signers over non-signers.

Mental rotation tasks have a long and glorious history as the metaphorical equivalent of
shock troops in the Cognitive Revolution.” In such tasks, participants look at two complex
geometric figures and decide as quickly as possible whether the two figures are identical, or
whether they are mirror images of one another. Non-signing, hearing participants take
longer to do the task as the degree of rotation of the two figures increases. Two figures



shown at the same orientation are judged most quickly. Two figures shown rotated
180 degrees relative to one another are judged more slowly. Signers, by contrast, respond to
the figures at about the same speed no matter how they are oriented to one another, and
they are faster overall than non-signers. Emmorey suggests that the superior spatial abilities
of signers are the result of the need to mentally re-orient signs during comprehension in
order to keep track of who did what to whom.

To summarize, research on the relationship between language and thought shows that
the way your language works does not change the way you perceive the world—that is, it
does not give you super-human perceptual abilities that other people can not have unless
they speak your language—but it may make some cognitive tasks easier. Tasks can be made
easier if your language motivates you to pay attention to particular perceptual features of
the world (as in color naming) or gives you practice performing specific kinds of mental
processes (like mental rotation or facial expression recognition).

A Description of the
Language-Processing System

The rest of the book discusses mental processes that are involved in producing and
understanding language. In the following chapters, language is treated as a set of mental
mechanisms and processes operating largely independently of other cognitive systems.
That is, the book seeks to explain how and why language is produced and understood. To
do so, it breaks language abilities down into major subcomponents and examines each
subcomponent individually. This treatment of language follows from the modularity
tradition (Fodor, 1983). Fodor proposed that language was a mental module, which he
defined as a mental ability that is domain specific, genetically determined, with a distinct
neural structure, and computationally autonomous (Fodor, 1983, p. 21). Let’s not worry about
genetically determined for now. Domain-specific means that a mental processing unit deals
with some kinds of information, but not others. For example, the visual system responds to
light but not to sound. Distinct neural structure means that particular brain regions are
associated with specific computations. For example, basic visual processing takes place in
the visual cortex; more complicated visual processing takes place in other brain areas.
Computationally autonomous means that a mental processing mechanism does its job
independent of what is happening simultaneously in other processing mechanisms (this
feature sometimes goes by the name encapsulation). While there are substantial
disagreements about the extent to which language processing satisfies Fodor’s conditions,
treating different aspects of language processing as though they were independent, modular
processes helps break down a hugely complex system into more manageable chunks (just
keep in mind that the whole system needs to work together in a coordinated fashion to
produce and understand language). So what modules or subcomponents might the language
system have? It is easier to deal with this question by describing production and
comprehension separately, starting with production.

The production system starts with conceptual knowledge and ends with a set of speech
sounds. The first potential subcomponent of the production system is a set of processes that
takes activated conceptual knowledge and uses it to activate related word knowledge in the
mental lexicon (see Chapter 2). Once a set of candidate word representations has been
activated, they need to be placed in a specific order—conceptual knowledge is not linear,
but speech is, because you can only pronounce one word at a time. Once words have been
placed in a particular order, they need to be inflected. That is, they need to be given the
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appropriate phonological form. For example, an English speaker would use a different form
of the verb kick depending on whether the event took place before or after the utterance. So,
part of the production mechanism has to keep track of what the ordering conventions of
the language are, and how the morphological (word form) system works, so that the right
word appears in the right form in the right place. Once the details of the utterance have been
worked out, the speech production system has to work out a plan to move the actual vocal
apparatus, including a plan that will make some of the elements of the utterance louder than
others (accent) as well as modulating the tone and tempo of the utterance (prosody). Each of
these subcomponent processes (conceptual-lexical mapping, ordering and inflection, and
articulation) could be controlled by a different module, although this is not logically
necessary, and some evidence suggests that processes taking place within the speech
production system do not meet Fodor’s criteria for modular processes (a fuller discussion
awaits in Chapter 2). Nonetheless, to understand how speech production works, it is helpful
to consider different subparts of the system separately, so that is how we will proceed.

The comprehension system starts with a set of speech sounds (phonemes, syllables, and
words) and maps them to a set of concepts or meanings. As with production, it is useful to
chop the comprehension process into bits and consider each separately, as though each one
was a module (even the components of comprehension may not match Fodor’s definition of
modules). Speech perception kicks off the comprehension process, and it is considered as a
separate stage in Chapter 2. The first goal of speech perception is to identify the words that
appear in the input. This process of lexical access is considered in Chapter 3. Once you have
identified a set of words, you need to figure out how they are organized and how they relate to
one another. This parsing process is considered as a separate set of mental events in Chapter 4.
Once you have more than one sentence to work with, you need to figure out how those
sentences relate to one another. Processes at this level are considered in Chapters 5 and 6. Often
times, speakers express themselves using metaphors or other forms of non-literal language.
The processes you use to interpret these kinds of expression are taken up in Chapter 7.

Although comprehension and production are normally treated as independent topics,
much of the time when we are engaged in language processing, we are simultaneously
trying to understand what someone is saying and planning what we are going to say next.
In fact, most of our language input comes during dialogue. Issues that arise when speakers
and listeners interact in dialogue are taken up in Chapter 8.

Chapter 9 considers how language abilities develop in individual children, with a special
emphasis on word learning.

Chapters 1-9 represent the “core” topics in the study of language, but there is truly
outstanding research going on in other areas as well. These “supplemental” areas are tackled
in chapters 10-14. Many teachers and researchers consider some or all of the topics covered
in these latter chapters as belonging at the center of the study of language, and there is really
nothing wrong with that.

Summary and Conclusions

This chapter has introduced some of the fundamental properties of language and attempted
to address where language comes from. Language is a form of communication that is used to
transfer information between individuals who speak the language, as well as serving other
functions, such as social bonding. While language is a form of communication, it has special
properties that are not present in other forms of communication, including semanticity,
arbitrariness, discreteness, displacement, generativity, and duality of patterning. Languages
are also distinguished from other communication systems by grammar, the set of rules or



principles that determines how the symbols of the language can be combined, and how
meanings are assigned to combinations of symbols. Grammar is a powerful device that allows
language users to generate an infinite number of messages from a finite number of symbols.

Much of the research in language science attempts to answer questions relating to how
modern languages came to take their current form. On the one hand, some theories propose
that grammar and language are the product of gradual evolution from closely related
communication systems (the continuity hypothesis). Other theories propose that modern
human language represents a clean break from ancestral communication systems and the
communication systems of our closest living relatives, the great apes. Continuity proponents
point toward the sophisticated communication skills of apes, like Kanzi and Nim Chimpsky,
and conclude that complex speech skills were present in human ancestors, such as Homo
erectus. Discontinuity proponents argue that ape language skills are qualitatively different
from and inferior to human language abilities. Although they are in the odd position of
arguing simultaneously that grammar is genetically determined but that it is not the result of
natural selection, and although it is not currently clear how genes could install components
of grammar in the human mind, discontinuity proponents can point to evidence from creoles
and individuals with specific language impairment to bolster their claims about a genetic
contribution to modern language abilities. Finally, research on the relationship between
language and thought paints a somewhat complicated picture. Whorf appears to be wrong in
his claim that language dictates perception, and that individuals who speak different languages
have qualitatively different perceptual abilities; but he does appear to be right in claiming that
the language you speak can influence how easy it is for you to accomplish certain cognitive
tasks, such as discriminating different colors or keeping track of large sets of objects.

DI
TEST YOURSELF

1. What are the main characteristics that all languages have in common?

2. Give an example of a descriptive rule of grammar. Give an example of a prescriptive
rule.

3. Describe three aspects of form that grammars govern. Give an example of each.

4. Give an example of recursion. Describe evidence suggesting that some languages
lack recursion.

5. How do the continuity and discontinuity hypotheses differ? What evidence can you
present for each hypothesis? Is there any evidence that calls either of them into
question? Which hypothesis do you favor and why?

6. What kind of linguistic skills do non-human primates have? Should we think of
them as “knowing language”?

7. What evidence do we have that modern human languages resulted from adaptation
and natural selection? When did modern languages first appear? What are the major
factors that caused human language abilities to diverge from non-human primates?

8. What is the relationship between language and thought? Describe evidence
suggesting that general thinking abilities and language involve distinct sets of mental
skills. Describe evidence suggesting that language influences the way humans think.
Are there some things that you can’t do if your language lacks the proper vocabulary?

Test Yourself
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THINK ABOUT IT

1. The chapter presented some of the characteristics that all natural languages have.
(What are they?) Can you think of any other characteristics that should be added
to the list?

2. Imagine you are observing a new species of primate in the wild. What behaviors
would you have to observe to conclude that the new species was using a language?

3. Some languages (e.g., Spanish, Russian) require speakers to decide the gender of a
noun (masculine, feminine, and neuter) before they speak. Other languages (e.g.,
English, Persian) do not. Do you think cultures whose languages have a
grammatical gender system are likely to be more sexist than languages that do not?
Why or why not?

Notes

O

o)}

10

12

A kind of snake that crushes its prey to death.

Similar to alligators and crocodiles.

Especially those ones.

Ten if it's a female speaker. You might think that Piraha is inferior to English because it has fewer phonemes, and
more is better. If so, Hmong, with its 80 phonemes would be twice as good as English. But drawing that sort of
conclusion would be a mistake. Having more phonemes has some advantages. For example, languages with
more phonemes can have shorter words, because a larger inventory of phonemes makes it easier to distinguish
one word from another. Buta simplified inventory of speech sounds allows for greater flexibility in pronunciation,
especially when tones (pitch) are used to discriminate different words. As a result of having a relatively small
phoneme inventory, Pirahd can be hummed, sung, whistled, and shouted over distances that normally cause
phonological information to be severely degraded (Everett, 2008). Silbo-Gomero is another whistled language,
but its scope appears to be more limited than Piraha (Carreiras, Lopez, Rivero, & Corina, 2005).

With apologies to Mrs Heidemann, who was doing her best to help us learn stuff.

A better joke, whose punch line is “Where’s the library at ” is, sadly, unprintable.

It would also happen if you could place one phoneme within another phoneme, one syllable inside another
syllable, or one word inside another word, but none of these are possible. You can put one story inside another
story, as in flashbacks in narratives.

Some studies of bottlenose dolphins have produced evidence that the animals pay attention to symbol order
when interpreting multi-symbol statements (Herman, Richards, & Wolz, 1984). However, Premack’s analysis of
these studies suggests that the dolphins’ behavior reflects general-purpose cognition, rather than any language-
specific process (Premack, 1985).

And they have a lot more sex than chimps do—or people, for that matter.

Although idiosyncratic characteristics of the individual animals cannot be ruled out. Such differences have
been observed between animals of the same species. Kanzi’s mother was largely unsuccessful learning to
communicate using lexigrams. Kanzi, her offspring, learned spontaneously by watching his mother interact
with her trainers. Of course, similar differences in verbal ability are widespread within groups of humans.
While every normal individual learns his or her native language to a degree that allows him or her to
communicate effectively with others, some people have larger vocabularies than others, some speak more
fluently than others, and some are better at learning second or third languages than others.

Recent reports of chimps signing for non-food items (Russell et al., 2005), tools specifically, could simply
reflect an instance of chaining. The apes need the tool to get the food reward. Similarly, reports of intentional
communication based on chimps’ perseverative signing after being given half a banana (Leavens, Russell, &
Hopkins, 2005) could represent a kind of discriminative learning. If the chimps in question are rewarded for
signing on a schedule with intervals between successive rewards, then both maintaining signing prior to
reward and cessation of signing immediately after reward could be driven by the schedule, rather than the apes’
internal intentional state.

Although they did occasionally produce signs for objects that they did not want. For example, they would make
the sign for “dog” when a dog was barking in the distance.



13 As with some of the other effects reported in Terrace et al. (1979) a more recent corpus analysis of chimp
signing failed to find any consistency at all in the way chimps order signs in multi-sign utterances (Rivas, 2005).

14 “The subtlety of control required of the intercostal muscles during human speech makes demands of the same
order as those that are made on the small muscles of the hand” (MacLarnon and Hewitt, 1999, p. 350).

15 By contrast, tongue enervation is fairly similar between modern humans and our ancestors from as long as
300,000 years ago (MacLarnon & Hewitt, 1999).

16 The study of neglected and “feral” children, such as Genie (Curtiss, 1977), constitutes a third line.

17 Ignore for the moment that Eskimo is an umbrella term that covers distinct language groups, Aleut, Inuit, and
Yupik, with different dialects spoken within the language groups.

18 And very funny.

19 Where “word” is defined as root morphemes; see Chapter 3.

20 See Saunders and van Brakel (1997) and Saunders (2000) for an opposing view.

21 Conceptualizing time may be a third (Boroditsky, 2001), although the underlying mental processes mapping
space and time may be fundamentally non-linguistic (Cassanto & Boroditsky, 2008).

22 Other interpretations are possible, such as that Chinese culture places greater emphasis on arithmetic earlier in
life, and so children in that culture practice those skills more. Such an interpretation is supported by research
showing that older Americans and older Chinese-speakers have comparable arithmetic and mathematical
skills (Geary, Salthouse, Chen, & Fan, 1996). If language alone drove differences between Chinese and English
speakers, those advantages should have been just as apparent in older speakers as in younger ones.

23 Some people are worried that the Piraha lose track of their children because their language does not offer a
means of counting heads. But the Pirah, like people everywhere, recognize their children as individuals rather
than objects to be counted.

24 See Au, 1983, 1992, for a vigorously argued dissent, although the disagreement may hinge on whether Au’s
subjects were monolingual enough in Chinese (see also Gilovich et al., 2003).

25 Both groups had an easier time when the wavelength difference between the comparisons was large than when
it was smaller; and the beneficial effects of the linguistic distinction between “siniy” and “goluboy” were greatest
for the Russian speakers when the discrimination task was at its most difficult, that is, when the wavelength
difference between the squares was smallest.

26 Viva la revolucion
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People don't just turn into a Scotsman for no reason at all. ~ Speech Production

GRAHAM CHAPMAN Speech errors
Access interruptus

Picture naming and picture-word

In the Monty Python television series, one episode presented a sketch in interference studies

which the entire population of England, women and children included, The spreading activation model
turned into Scotsmen. (“The over-crowding was pitiful. Three men to a of speech production

caber”)! In the skit, space aliens from the planet Skyron did the dirty work. Potential limitations of lemma theory

Strangely, in the real world, there is a neurological syndrome that can turn Self-monitoring and self-repair

you into a Scotsman. Well, you don't literally turn into a Scotsman, but you
do end up talking like a Scotsman. That is, you can acquire an accent that
sounds Scottish as the result of experiencing brain damage. One such adult  Foreign Accent Syndrome Revisited
patient spoke English with a London accent (southern English) before her

injury, but after suffering a stroke “three native Scottish speakers reported ~ Speech Perception

Articulation

that her post-stroke accent did sound Scottish to them” (Dankovicova et al., Coarticulation effects on speech
2001, p. 213). Other kinds of accent changes have also been reported: English perception

to Spanish or Norwegian; Belgian Dutch to French and Moroccan; Norwegian The motor theory of speech

to German (caused, ironically, by injury from German shrapnel; Moen, perception

2000). This neurological condition is called, appropriately, foreign accent The McGurk effect

Mirror neurons

The mirror neuron theory of speech
perception jumps the shark

Other problems for mirror neuron/

syndrome. It is rare, but dozens of cases have been documented starting in the
early 1900s. Why do people acquire foreign-sounding accents? It has to do
with the way brain injury changes the mental and motor processes that are
involved in speech production (talking). One of the chief goals of this chapter motor theory

is to describe these planning and output processes. (The other is to describe The general auditory approach to
how speech sounds are perceived.) Let’s return to foreign accent syndrome speech perception

Summary and Conclusions

Introduction to Psycholinguistics: Understanding Language Science, First Edition. Test Yourself
Matthew J. Traxler.
© 2012 Matthew J. Traxler. Published 2012 by Blackwell Publishing Ltd.




Speech Production and Comprehension

and its causes once you have a bit of speech production theory under your belt. Then we’ll
tackle how a brain injury can turn you into a Scotsman, or at least make you sound like one.

Human communication occurs most frequently via speech, so understanding speech
production (talking) and comprehension lays the foundation for an understanding of
human language abilities. Contemporary theories of speech production take as their
starting point the moment in time where the speaker has an idea she wishes to convey.
Thus, they focus primarily on how speakers convert ideas into a form that can be expressed
in speech, and take for granted that speakers have ideas to convey. (A separate branch of
cognitive psychology focuses on how people come up with ideas, and how people select
ideas to express; see, e.g., Goldstein, 2007). While the basic process of speech planning
seems simple—you have an idea, you pick words to express the idea, you say the words—
research on speech planning and production shows that the mental processes that intervene
between thinking of an idea and producing the physical movements that create speech are
quite complex. One of the main goals of this chapter is to describe some of the hidden
complexity of the speech production system.

Once a speaker has decided what to say and how to say it, she produces a set of behaviors
that change her immediate physical environment, chiefly by creating a pattern of sound
waves—an acoustic signal—that is available to listeners. The listener’s chief task is to
somehow analyze the acoustic signal so that the speaker’s intended meaning can be
recovered. This, too, seems like a simple task. The listener recognizes the words that the
speaker produced, matches those words to concepts, and, hey presto! understands what
the speaker meant to say. However, acoustic analysis of speech shows that the sound waves
that speakers produce are wickedly complex and that, just as in speech production, there is
a great deal of mental work that needs to be done after sound waves hit the ear drum before
the listener can recover the speakers intended meaning. This chapter will explain why
analyzing the physical properties of speech is tricky and review current theories that try to
explain how listeners overcome obstacles created by the peculiar acoustic properties
of speech.

Speech Production

To explain how speech is produced, a theory must describe the mental representations that
support the translation between ideas, which are mentally represented in a non-language
form, and the mental plans that cause muscles to move.? After all, speech requires physical
action—a process called articulation. In fact, speech is more complicated than many other
physical actions that we perform, because speech requires exquisitely tight control over
more than 100 muscles moving simultaneously (Meister, Wilson, Deblieck, Wu, & Iacoboni,
2007). Theories of speech production try to answer questions like: Once you have an idea
that you wish to convey, what steps must you take to retrieve the linguistic representations
you need to express your idea? How do you organize those representations? How do you
translate those representations into a form that the motor system can use to generate the
actual, physical gestures that create speech sounds?

Speech production requires at least three kinds of mental operations (Griffin & Ferreira,
2006). First, you have to think of something to say. The processes that accomplish that are
called conceptualization. Once you have something to say, you must figure out a good way
to express that idea given the tools that your language provides. This type of processing is
called formulation. Finally, you need to actually move your muscles to make a sound wave
that a listener can perceive. These processes are called articulation.
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Figure 2.1 A schematic of Levelt and colleagues’ speech production model (Levelt et al.,
1999, p. 3)

One influential approach to speech production is Willem Levelt’s production theory,
which has been adapted as a mathematical model called WEAVER++ (Jescheniak & Levelt,
1994; Levelt, 1989; Levelt, Roelofs, & Meyer, 1999; Roelofs, Ozdemir, & Levelt, 2007). An
overview of the WEAVER production system appears in Figure 2.1. Take a moment to have
alook at it, but don’t panic! Let’s break it down, step by step. The first really important thing
to realize about speech production is that activating an idea does not automatically lead
to activation of the speech sounds you need to express the idea. That is, thinking of the
concept “cat” does not automatically lead to activation of the speech sounds /k/, /a/, and /t/.
One of the goals of WEAVER++ is to describe the intermediate steps between activating an
idea and activating the sounds that you need to express the idea. Speech production is
viewed as involving a sequence of mental processes. Each mental process accomplishes a
subgoal, and the output of one mental process provides the information needed for the
next mental process.

Each box in the model in Figure 2.1 indicates a kind of mental process. For example,
“conceptual preparation in terms of lexical concepts” boils down to this: Choose the idea(s)
that you want to express, but make sure that your idea lines up with words that you have in
your language. The output of this process, a lexical concept, is an idea for which your

Speech Production
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language has a label (Levelt et al., 1999). You may have had the experience where you have
an idea, but you have trouble putting your idea into words. That could happen because your
(non-linguistic) idea does not neatly line up with any of the ideas for which your language
has a pre-existing word. In that case, you need to come up with some combination of lexical
concepts to express the idea for which your language does not have a single term. Here is an
example: English has a word that expresses the concept female horse. That word is mare. If
you want to express the concept female horse, you can activate the lexical concept mare. But
English does not have a single word that can express the concept fernale elephant. To express
that idea, you need to select and combine two different lexical concepts (female, elephant).
Because ideas do not always line up neatly with individual words, we need a stage of
processing that takes our (non-linguistic) ideas and finds the lexical (linguistic) forms that
we can use to express those ideas. The lexicalization process therefore serves as the interface
between non-language thought processes and the linguistic systems that produce verbal
expressions that convey those thoughts.

When your language does have a word for the idea you wish to express, the activation of
a lexical concept, an idea that the language can express in a word, will lead to lexical selection.
Often times, a language will have a number of different words that are close in meaning to
the idea that you wish to express. In that case, a number of different representations in
memory will become activated, and you must have some means to choose which
representation will be selected for production. That process is lexical selection, and the
outcome of lexical selection is the activation of a lemma. A lemma is a mental representation
that reflects an intermediate stage between activating an idea and activating the speech
sounds that you need to express the idea (Kempen & Huijbers, 1983). The lemma
incorporates information about what the word means and syntactic information that you
need to combine that word with other words to express more complex ideas. Most of the
time, we speak in sentences, rather than single words. Lemmas provide the information that
we need to speak a sequence of words in a grammatically acceptable way.

Once we have activated a set of lemmas, we can begin the process of activating the sound
codes that we need to speak. First, we undertake a process called morphological encoding.
Morphemes are basic units of language representation. They are the language equivalent of
atoms in physics. Atoms are basic units and building blocks of matter; morphemes are basic
units and building blocks of meaning in a language. Morphological processing is important
because words appear in different forms depending on aspects of their meanings as well as
grammatical aspects of the sentences in which they appear. Levelt (1989, p. 182) provides a
good example. He notes that each word we know has a morphological specification that tells
us how the word behaves when it is placed in a sentence. The morphological specification
for the word eat includes, “that it is a root form (i.e., it is not further analyzable into
constituent morphemes), that its third-person present tense inflection is eats, and that its
past-tense inflection is ate” So, if we are talking about an event in the past, we will use a
past-tense form of the verb eat (ie., ate, was eating, or had eaten). If two people are
performing an action at the moment you are speaking, you say eat, but if only one person is
performing the action, you say eats (They eat; He eats). The form of the word, its
morphological specification (ate vs. was eating vs. eat vs. eats), changes depending on what
precise role the lemma is playing in the sentence.

Having selected a set of morphemes to produce, morphological encoding activates the
speech sounds (phonemes) we need to plan the articulatory movements that will create the
speech signal. The speech sounds you produce depend on the morphemes that you activate,
so you have to have the right set of morphemes activated, and you have to arrange them in
the right sequence, before you can activate the speech sounds.

To sketch the production process so far: Concepts point you to lemmas. Lemmas point
you to the morphological information you need to combine lemmas into larger phrases.



Morphological encoding points you to the speech sounds (phonemes) you need to
express specific sets of lemmas in specific forms.

Having the right set of morphemes activated in the right sequence gets us a step closer
to moving our speech muscles, but it does not get us all the way home. Once you have the
morphemes slotted into the right positions you can activate the individual speech sounds
(phonemes), but speaking involves more than just saying a sequence of phonemes. In
contemporary speech production theory, the lemma represents abstract information about
a word, such as its grammatical class, its meaning, and the way it may combine with other
lemmas; while what we normally think of as a word (the collection of sounds) is referred to
as a lexeme. To produce the lexeme, we need to activate a set of phonemes (speech sounds)
and organize them into groups for production.

Evidence for the lexeme as a psychologically real level of representation comes from
studies involving the production of homophones (Jescheniak & Levelt, 1994; Jescheniak,
Meyer, & Levelt, 2003). A homophone is a word that has more than one meaning. A lexeme
like /but/ has two spellings (butt and but) and more than one distinct meaning. In English,
the but version of the lexeme occurs very frequently, whereas the butt version (as in I was
often the butt of her sick practical jokes) occurs very rarely. According to current production
models (Dell, 1986; Levelt et al., 1999), both the but version and the butt version activate the
same lexeme, because the lexeme represents how the word is pronounced, and both versions
of /but/ are pronounced the same way. If so, lexemes should experience the frequency
inheritance effect. That is, if a word has a high-frequency twin (but is the high-frequency
twin of butt), you should produce the low-frequency version (butt) about as fast as you
produce the high-frequency version (but), because the overall lexeme frequency is high. By
contrast, if a word has two versions, but both are low frequency, then it should take a
relatively long time to respond to the word (flecks and flex for example, are both low-
frequency forms). Experiments involving picture naming provide evidence for frequency
inheritance, as do experiments involving translation from one language to another. In both
cases, low-frequency versions of words are produced quickly if they have a higher-frequency
twin (i.e., if the frequency of their lexeme is high). Thus, the time it takes you to produce a
word is not based solely on how frequently that word’s meaning is used. Instead, it depends
partly on how often you use a particular collection of sounds (a lexeme).

When we speak, we do not simply emit a string of phonemes. Those phonemes need to
be organized into larger units, because, when we speak, we speak in syllables. Producing
each syllable requires a coordinated set of actions, and each set of coordinated actions needs
to be planned. Before we start to speak, we need to figure out which speech sounds
(phonemes) we need, but we also need to figure out how to map the set of activated
phonemes onto a set of syllables. This latter process is called syllabification.* Syllabification
involves two subcomponent processes: activating a metrical structure and inserting
individual speech sounds (phonemes) into positions in the metrical structure. The metrical
structure consists of a set of syllable-sized units. In addition to specifying the number of
syllables that you need, the metrical structure indicates the relative emphasis or loudness
(accent) that each syllable should receive. The word banana, for example, has an accent on
the second syllable. The word Panama has accent on the first syllable. So, the metrical
structure for banana would be represented as “G 6° 6, and the metrical structure for
Panama would be represented as “c” 6 6" Each 6 symbol stands for a syllable, and the " mark
indicates which syllable in the string should be accented. Once the metrical structure has
been laid down, individual phonemes can be inserted into positions within each syllable.

Evidence that syllabification is a real mental process that intervenes between
morphological processing and articulation can be found in studies of the way people speak.
For example, consider the word escorting (Levelt et al., 1999, p. 5). It has two morphemes,
the root escort, and the suffix -ing. When people actually speak the word escorting, they
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usually produce it in three segments, which sound something like, “ess,” “core;” and “ting”
(ess-core-ting, rather than ess-cort-ing). That means that the syllabification processes in
production have placed the /t/ phoneme together with the -ing morpheme, rather than with
the root morpheme escort. So, we do not simply activate morphemes, activate the phonemes
that go with each morpheme, and produce them in sequence. Instead, after the morphemes
are activated, we calculate the best way to organize the sequence of phonemes into syllables,
and it is the syllables that actually serve as the basis of production. That is true, even when
the processes responsible for calculating syllables lump together phonemes from different
words. If you were going to speak a sentence that included the phrase He will escort us,
you would most likely take the /t/ phoneme from the word escort and stick it into a
syllable along with the word us. So, you would actually say something that sounds like
“es-core-tuss” (rather than “es-cort-us”). So, while we need morphemes and words to plan
what to say, speech does not simply involve activating the speech sounds in individual
words. Instead, the speech planning system activates a set of morphemes or words, and then
it figures out the best way to organize those morphemes and words into a set of syllables.
Sometimes the syllables respect morpheme and word boundaries, but often times they do
not. In Levelt and Wheeldon’s words (1994, p. 243), “Speakers do not concatenate citation
forms of words, but create rhythmic, pronounceable metrical structures that largely ignore
lexical word boundaries™

The output of the syllabification process is a set of phonological words. In the WEAVER++
model, a phonological word is a set of syllables that is produced as a single unit. So, while
“escort” and “us” are two different lemmas and two different words, when they are actually
spoken, they come out as a single phonological word, /ess-core-tuss/. According to the
WEAVER++ model, you can begin to speak as soon as you have activated all of the syllables
in a given phonological word. Further evidence that we speak in phonological words, rather
than in morphemes and (lexical) words, comes from colloquial (informal) speech and
dialects. If you live in America, you probably find the comedian Jeff Foxworthy endlessly
entertaining. One of Foxworthy’s comedy bits involves an utterance that is pronounced
wichadidja. Wichadidja is a phonological word that is composed of four lexical words, With,
you, did, and you, as in You didn’t bring your varmint gun wichadidja? If people spoke
in lexical words (“dictionary” words or citation forms), expressions like wichadidja would
not exist.

While you may plan each utterance by activating a number of lemmas and morphemes
simultaneously, you plan the actual speech movements (articulation) one phonological
word at a time. And you plan the movements you need to produce each phonological word
one syllable at a time, in a “left-to-right” fashion. That is, you activate the phonemes for the
syllable that you will need first (e.g., “ess” in escort us) before you activate phonemes for
syllables that you will need later on. Evidence for left-to-right activation of phonemes in
phonological words comes from studies involving phoneme monitoring in picture-naming
experiments. In these experiments, people look at a picture and try to say a word that
describes the picture as quickly as possible. So, if you were looking at a picture of a floppy,
furry animal, you should say rabbit as quickly as possible. In a secondary task, you would be
given a target phoneme and would be asked to press a button as quickly as possible if the
target phoneme occurred in the picture’s name. So, if you were asked to monitor the target
phonemes /r/ or /b/, you should press the button when you see the picture of the floppy-
eared animal. If you were asked to monitor the target phoneme /k/, you should refrain from
responding. People can do this phoneme-monitoring task very accurately, and they respond
a little bit faster if the target phoneme comes from the beginning of the word than if the
target phoneme comes from the middle or the end of the word (Wheeldon & Levelt, 1995).

To summarize how the WEAVER++ model works, production begins with a set of ideas
that the speaker wishes to express. In the next step, those ideas are tied to lexical concepts,



because the language may have specific words for some of the ideas, but may require
combinations of words to express other ideas. After a set of lexical concepts has been
activated, lemmas that correspond to those lexical concepts become activated. Activating
lemmas provides information about the morphological properties of words, including
information about how words can be combined. After a set of morphemes has been
activated and organized into a sequence, the speech sounds (phonemes) that are required
can be activated and placed in a sequence. Phonological encoding involves the activation of
a metrical structure and syllabification (organizing a set of phonemes into syllable-sized
groups, whether the specific phonemes come from the same morpheme and word, or not).
The outcome of this process is a set of phonological words consisting of a sequence of
syllable-sized frames. During phonetic encoding, the speech production system consults a
set of stored representations of specific syllables. The system activates the appropriate
syllable representations and places them in the appropriate positions in the frame. This
representation is used by the motor system to create a phonetic gestural score, which is the
representation used by the motor system to plan the actual muscle movements (articulation)
that will create sounds that the listener will perceive as speech.

Evidence supporting models of speech production like the WEAVER++ model can be
found in three kinds of studies: Speech errors, tip-of-the-tongue experiences, and reaction
time studies involving picture naming, which often use a version of the picture-
word interference task. Mathematical modeling using computer programs to simulate
what happens in speech errors, tip-of-the-tongue experiences and picture-naming
experiments is also used to test ideas about how information flows through the speech
production system.

Speech errors

The analysis of speech errors has a long and glorious history in psychology in general and
psycholinguistics in particular. Sigmund Freud viewed speech errors as a window into the
unconscious mind. He believed that speech errors revealed our true inner thoughts—
thoughts that we suppressed in order to be polite. Modern psycholinguistic theories view
speech errors as reflecting breakdowns in various components of the speech production
process (Dell, 1986; Garrett, 1975; 1980; Levelt, 1983; Levelt et al., 1999; Postma, 2000). We
can use speech errors to inform our understanding of speech production processes because
speech errors are not random. In particular, slips of the tongue occur in systematic patterns,
and those patterns can be related back to aspects of the speech production process. As Dell
(1986, p. 286) notes, “Slips of the tongue can be seen as products of the productivity of
language. A slip is an unintended novelty. Word errors create syntactic novelties; morphemic
errors create novel words; and sound errors create novel, but phonologically legal,
combinations of sounds.”

Each of these different kinds of errors provides information about how different
components of the production system work. For instance, people sometimes substitute one
word for another when they are speaking. If people are placed under time pressure, and
they are asked to name a picture of a cat, they will sometimes say rat or dog. This type of
semantic substitution error likely reflects the conceptual preparation or lexical selection
component of the speech production process. Semantic substitutions could reflect
conceptual preparation if an individual mistakenly focuses on the wrong (non-linguistic)
concept. Alternatively, semantic substitutions can reflect the way (non-linguistic) concepts
are related to one another, and how the activation of (non-linguistic) concepts is tied to
activation of lemmas (Dell, Schwartz, Martin, Saffran, & Gagnon, 1997; Levelt et al., 1999;
Nooteboom, 1973). According to WEAVER+, concepts are stored in long-term memory in
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networks or collections of concepts. Within these networks, concepts that have similar
meanings are connected to one another. As a result, when you think of the concept “cat,”
activation will spread to, or spill over onto, closely related concepts, such as “rat” and “dog”
In order to select the correct lemma, you need to ignore related concepts in order to focus
on the target concept (e.g., “cat”). Semantic substitutions can also reflect lemma-selection
errors (rather than concept selection errors), because activating a (non-linguistic) concept
will feed activation to lemmas that are associated with that concept. So, activating the “cat”
concept will activate associated concepts (“rat” and “dog”), and those associated concepts
will activate associated lemmas. When it comes time for the speaker to choose a lemma for
further processing, she will choose the target lemma (cat) most of the time, but every once
in a while, she may be fooled because alternative lemmas for rat and dog will also be
activated. These kinds of behaviors are classified as speech errors, or “slips of the tongue,”
because people clearly did not use the commonly accepted term for the picture, even though
they do know the appropriate term (as evidenced by frequent self-corrections in this kind
of study).

Other types of speech errors may reflect breakdowns in other components of the speech
production system. Sometimes, the correct set of phonemes is produced, but some
phonemes appear in the wrong positions in the utterance. These sound exchanges are
thought to reflect a stage of processing after a set of lemmas and morphemes has been
activated, but before an articulatory plan (plan to move the speech muscles) has been
compiled. In a sound exchange, you might be hoping to say, big feet, but instead you say fig
beet. These kind of errors can be elicited in the lab by putting experimental subjects under
time pressure. Researchers set up the experiment so that subjects get used to producing a
specific pattern of sounds, and then they switch the pattern (Baars & Motley, 1974). Subjects
might be asked to say, bid meek, bud muck, and big men, all of which have a /b/ in the first
position in the first syllable and an /m/ in the first position in the second syllable. Then,
right after that, subjects might have to say, mad back. About 10% of the time, subjects make
an error and say, bad mack or bad back.® (Try this with your friends! See whether you can
make them produce sound exchange errors.)

Sound exchange errors almost always occur when sounds are exchanged between
words in the same phrase, and the vast majority involve movement of only a single
phoneme from each word (Nooteboom, 1969). So, you are more likely to say That guy has
fig beet, where the two target words are in the same noun phrase, than you are to say, These
beet are really fig (Target: These feet are really big), where one word appears in a subject
noun phrase and the other appears as part of the following verb phrase. In addition, sound
exchanges almost always respect the positional constraint. That is, when sounds trade
places, they almost always come from the same part of the word, usually the first phoneme.
You would almost never say tig feeb by mistake, as this error would violate the positional
constraint.

In Dell’s (1986) production model, the positional constraint reflects the way individual
phonemes are activated and inserted into frames (syllable-length mental representations,
possibly, as in Levelt’s model). According to the model, a number of frames can be activated
simultaneously, so when you are planning for big feet, you activate two syllable frames, and
you activate the phonemes you need to fill in those frames. Each of those phonemes is
marked with an order tag, which tells the production system which phoneme comes first,
which comes second, and so on. Because two syllable frames are activated simultaneously,
and two phonemes that have “first” order tags are also activated simultaneously, sometimes
the production system will confuse the two, and select the wrong phoneme for each of the
two available “first” phoneme slots. Normally, the activation levels of the two “first”
phonemes will differ at different points in time (generally, the /b/ phoneme will have more
activation early in the planning process and the /f/ phoneme will have more activation



later), and so mistakes will be relatively rare. But sometimes, if the activation levels of the
two “first” phonemes are close enough, they will get reversed. Most errors respect the
positional constraint, because the production system will not jam a phoneme with a “first”
positional tag into the slot labeled “last,” and vice versa. Further, most sound exchanges
involve two phonemes from the same phrase. This suggests that the articulatory plan is
built for no more than one phrase at a time.

A similar set of assumptions, that the production process generates a set of labeled
slots and that activated units have tags that match available slots, also explains why people
sometimes produce word exchange errors. A word exchange happens when a word that
should have appeared in one position is produced in a different position. You might want
to say, My girlfriend plays the piano, but say, My piano plays the girlfriend by mistake. In
that case, girlfriend and piano participated in a word exchange. The majority of word
exchange errors respect the category constraint (Dell, 1986; Postma, 2000). Category
refers approximately to parts of speech, such as noun, verb, adjective, and so on. Most of
the time, when two words participate in an exchange, they come from the same category
(hence, category constraint). According to frame-and-slot models (e.g., Garrett, 1975;
Mackay, 1972), speech involves a degree of advance planning. Rather than planning a
word at a time, we can lay out the frame for an entire clause or sentence as we are looking
for a particular set of words and the precise forms we need to produce those words. This
frame consists of a set of slots (places for individual words to go), and each slot is labeled
for the kind of word that has to appear there (noun, verb, adjective, and so on). As with
sound exchange errors, word exchanges happen when more than one candidate is
activated simultaneously, more than one candidate has the same tag (e.g., noun), and the
production system assigns the wrong candidate to an open slot. Because the slots are
labeled, however, the production system does not get the categories wrong. Verbs do not
appear in noun slots; nouns do not appear in preposition slots; prepositions do not appear
in verb slots.

Access interruptus: Tip-of-the-tongue experiences

Overt speech errors provide us with insights into the way the speech production system
operates, but they are not the only game in town. Tip-of-the-tongue experiences also provide
us with evidence about speech production. A tip-of-the-tongue experience (TOT for short)
happens when you are trying to retrieve a word, you have a strong subjective impression
that you know the word, but you are temporarily unable to consciously recall and pronounce
the word. According to contemporary production theories (e.g., Dell, 1986; Levelt et al.,
1999; Roelofs et al., 2007), TOT states occur when you have accessed the correct lemma, but
you have been unable to fully activate the phonological information that goes along with
that lemma. TOT experiences are taken as evidence for the distinction between semantic
(meaning) activation and phonological (sound) activation that plays a role in all current
accounts of speech production.® But why not simply view TOT experiences as evidence for
the failure of meaning-related semantic processes? Why view TOT experiences as reflecting
the temporary failure of phonological processes? A variety of results point to phonological
encoding, rather than semantic processes, as being the culprit (Brown, 1991; Brown &
McNeill, 1966; Rubin, 1975).

But first, how do language scientists study the TOT? There are a number of ways to do
this (Brown, 1991). Sometimes, researchers ask people to carry around a diary and record
all of their TOT experiences in a given time period (a few weeks or months, usually). Those
kinds of studies indicate that people experience TOTs about once or twice a week, with the
frequency of TOT experiences increasing as people get older. Another way to induce TOT
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experiences is to provide people with the definitions of rare, but familiar, words. For
example, can you think of the words that go with the following definitions?

1. The first name of the character “Scrooge” in Charles Dickens’ A Christmas Carol.

2. A small boat of the Far East, propelled by a single oar over the stern and provided with a
roofing of mats.

3. A secretion of the sperm whale intestine used to make perfume; an ingredient in the
perfume sent by Dr Hannibal Lecter to FBI agent Clarice Starling in the movie Hannibal.

4. A one-word name for a person who collects stamps. (Spoiler Alert: The answers appear
in note 7.7)

For fun, see how many of your friends can come up with the appropriate terms, and find out
whether any of them experience a TOT. The interesting question is not whether they know
the word. The interesting question is, if they know the word, are they able to access the
appropriate sounds straight away, or do they experience a TOT? This method of measuring
TOT experiences is called prospecting. If you test a large enough group of people, many of
them will report having a TOT experience when they try to think of the words that go with
the preceding definitions. By asking about detailed aspects of the experience, researchers
can figure out how much information people have about the target word (Do they really
know it? Can they think of any of the sounds in the word? How many syllables does it
have?), they can determine whether the retrieval failure is temporary, and they can pinpoint
the source of the problem.

TOT experiences do not reflect failures of semantic activation or lemma retrieval
because people who are experiencing a TOT are able to predict accurately how likely it is
that they will be able to come up with the correct word in the near future (Nelson, 1984). If
the correct meaning were not activated much of the time during the TOT experience, then
people would not be able to predict their own future successful retrieval of the target word.
People can activate the correct lemma during a TOT experience, but do they activate any
phonological (sound) information at all? The evidence suggests that they do. People who
are experiencing a TOT state are likely to report the correct number of syllables in the
(temporarily inaccessible) word, they are likely to correctly report the first phoneme in
the word, and when asked to produce similar words to the target, they mostly come up with
words that sound like the target word (Lovelace, 1987). People experiencing a TOT are
more likely to accurately report the first and last letters in the target word, and less likely to
accurately report letters from the middle, suggesting that substantial information about the
overall form of the word as well as its component sounds are activated during the TOT
experience. The likelihood of a TOT experience may reflect the strength of the relationship
between the conceptual, lemma, and phonological levels of representation. Words that we
encounter infrequently are more likely to produce TOT experiences than words that
we encounter more frequently, so we will have associated sound and meaning less often for
words that produce TOTs. About 40% of laboratory-induced TOTs are resolved within a
few seconds or a few minutes of the onset of the TOT, which further supports the idea that
TOTs reflect temporary failure of phonological activation, rather than some other aspect of
the production process.

Picture naming and picture-word interference studies

Picture-naming studies provide evidence about speech production because they offer a
window into a very basic aspect of speech: How do you find the word you need to express a
concept, and how do you activate the sounds that make up the word? Early studies in picture



Figure 2.2 An example stimulus from a picture-word interference experiment (from
Arieh & Algom, 2002, p. 222)

recognition and picture naming showed that people activate different concepts at about the
same speed, but concepts that were used less frequently in speech or writing led to longer
response times (Oldfield & Wingfield 1965; Wingfield, 1968). In these experiments,
participants looked at pictures and performed one of two tasks. In one task, they simply
stated whether they had seen the object before (recognition test). In the other, they named
the object in the picture. There were very small differences in the amount of time it took
people to recognize less familiar versus more familiar objects. There were much larger
differences in the amount of time it took people to name less familiar versus more familiar
objects. Thus, the amount of time it takes people to plan a spoken response appears to be
affected more by how often they produce the collection of sounds that labels a concept, and
less by how often they think about a specific concept.

Additional research addresses how concepts are organized and how they are related to
one another in long-term memory. The way concepts are organized can affect how easy it
is to retrieve the specific concept you need in a particular situation. Do you activate just
the concept you need right when you need it? Or do you need to sift through a set of
activated concepts before you can select the one you need? Picture-naming research
suggests that concepts do compete with one another for selection during the process
of speech production (Dell et al., 1997; Garrett, 1975; Griffin & Ferreira, 2006).® In
experiments that use the picture-word interference task, participants look at pictures that
have words printed on top of them (see Figure 2.2). Experimenters can manipulate the
relationship between the picture and the word. Sometimes, the word refers to the object
in the picture (the identity condition). The identity condition leads to faster naming
responses, most likely because both the word and the picture stimulus point toward the
same lexeme. So the target sounds are activated by two different sources. Sometimes, the
word refers to an object related to the object in the picture (the semantic condition).
Other times, the word refers to an object whose name is similar to the object in the picture
(the phonological condition). For instance, if the picture were of a house, the word might
be mouse in the phonological condition. The question these kinds of experiments address
is: How will presentation of a potentially competing stimulus affect access to and
production of the picture name? In general, the semantic condition produces interference
effects: People are slower to name pictures when the overlapping word has a meaning
similar to the object in the picture (Cutting & Ferreira, 1999).” However, when the
overlapping word has a similar-sounding name to the picture, people name the object in
the picture faster. Because the semantic (meaning) relationship between the word and the
picture produces one pattern (it slows people down), while the phonological (sound)
relationship between the word and the picture produces another pattern (it speeds people
up), picture-word interference experiments reinforce the distinction between conceptual/
semantic activation processes and phonological encoding processes in speech production.
These two aspects of speech production appear to be controlled by semi-independent
processors (semi-independent because the sounds you activate depend on the concepts
you activate).'
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The spreading activation model of speech production

Production models like WEAVER++ describe a set of mental representations that is
involved in speaking—concepts, lemmas, lexemes, syllabified metrical representations,
gestural scores—and many researchers in production agree that those representations, or a
similar collection, underlie spoken language. However, WEAVER++ also assumes a specific
kind of information flow as people go from activated concepts to activated lemmas to
activated sets of syllabified phonemes. In particular, the model assumes a strict feed forward
pattern of activation and no mutually inhibitory links between representations at a given
level of representation (mutual inhibition means that as one mental representation gains
activation it sends signals that reduce the activation of other representations). According to
WEAVER++, production begins with a set of activated concepts, which leads to activation
of a set of lemmas. Before phonological (sound) information can be activated, one of those
lemmas must be selected for further processing. No matter how many lemmas are activated,
and no matter how much activation any alternative lemmas enjoy, the phonological
encoding system only works on the one lemma that gets selected. WEAVER++ falls within
the feed forward class of processing models because information only moves in one direction
in the system, from concepts to lemmas to lexemes to phonemes. But the system does not
allow activation to feed back in the opposite direction. Lexemes may not feed back and
influence the activation of lemmas, and lemmas may not feed back and influence the
activation of concepts. According to this account, the occasional semantic substitution
error happens because a target concept activates related concepts, which activate their
associated lemmas, so sometimes the wrong lemma gets selected.

But this is not the only explanation for semantic substitution errors. Accounts like Gary
Dell’s spreading activation model of speech production differ from the WEAVER++ model
primarily in proposing a different kind of information flow throughout the speech
production system (Dell, 1986; Dell et al., 1997). According to Dell, information is allowed
to flow both in a feed forward direction (as in WEAVER++) and in a feedback direction
(opposite to WEAVER++). However, unlike WEAVER++, in the spreading activation
account, activation is allowed to cascade through the system. In WEAVER, selection has to
take place at one level of the system before activation starts to build up at the next. No
phonemes get activated until lemma selection is complete. In the spreading activation
account, by contrast, as soon as activity begins at one level, activation spreads to the next
level. Thus, selection does not necessarily occur at one level before activity is seen at the
next. The spreading activation model also assumes feedback between levels of representation.
So, if the lemma for cat gains some activation, it will feed back to the concept layer and
reinforce activation of the “cat” conceptual representation. If the phonological information
associated with the pronunciation /kat/ begins to be activated, it will feed back and reinforce
the activation of the “cat” lemma.

Proposing that information flows both forwards and backwards through the language
production system in a cascade helps to explain a number of things that happen when
people speak. For example, feedback connections from the phonological (sound) processors
to the lemma (abstract word form) level help explain the lexical bias effect. The lexical bias
effect refers to the fact that, when people produce sound exchange errors, more often than
not, the thing that they actually produce is a real word. If speech errors simply reflected
random errors in the phonological units, there is no reason why sound exchange errors
would result in an actual word being produced. If errors were purely based on hiccups in
phonological output processes, then you would be just as likely to get an error such as bnip
or tlip or just random gibberish as any other kind of error. However, real speech errors
almost never violate phonotactic constraints (rules about how phonemes can be combined)
and they create real words more often than they should purely by chance (an error such as
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Figure 2.3 Representation of an interactive, spreading activation model for speech
production (from Dell et al., 1997, p. 805)

slip in place of the target blip is far more likely than tlip or blep). Likewise, a speaker is more
likely to make an error by reversing the beginnings of big feet than big horse. In the former
case, fig and beet are both words. In the latter case, neither hig nor borse is a word.
Interactive spreading activation accounts (e.g., Dell, 1986; Dell et al., 1997) explain the
lexical bias effect by appealing to feed-forward and feedback links between lemmas and
phonological output mechanisms. Figure 2.3 shows how these two subprocessors might be
connected (Dell et al., 1997, p. 805). In this kind of model, phonological activation begins
as soon as lemmas (“words” in this diagram) begin to be activated, but before a final
candidate has been chosen. As individual phonemes begin to be activated, they send
feedback to the lemmas that they are connected to, increasing the activation of the lemmas.
Because real words have representations at the lemma level, and non-words do not, it is
likely that mistaken activation among the phonemes will reinforce the activation of a word
that sounds like the intended target word. It is less likely that a non-word error will result,
because any set of phonemes that would lead to a non-word being produced will not enjoy
any reinforcing activation from the lemma level. Thus, on average, sets of phonemes that
produce non-words will be less activated than sets of phonemes that produce real words.
Interactive activation accounts also help to explain mixed errors. In a mixed error, the
word that a person produces by mistake is related in both meaning and sound to the
intended word. So, a person is more likely to say lobster by mistake when they mean to say
oyster than they are to say octopus, because lobster both sounds like and has a similar
meaning to the target. Further, these types of mixed errors occur more frequently than they
should if errors were purely random (Baars, Motley, & MacKay, 1975; Dell & Reich, 1981;
Levelt et al., 1991). Spreading activation accounts of speech production view the relatively
high likelihood of mixed errors as resulting from cascading activation and feedback
processes between levels. Thinking about oysters will activate semantically related items,
such as lobsters and octopi, which will lead to activation of the oyster lemma, but also
lobster and octopus lemmas. Activating the oyster, lobster, and octopus lemmas will cause
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feed-forward activation of the sounds that make up those words. Because the ster set of
phonemes is being driven by both the target and an active competitor lemma, those sounds
are highly likely to be selected for eventual output. Sounds that occur only in the target, or
only in a competitor, are less likely to be selected. If there were no cascading activation, then
either octopus or lobster would have about an equal chance of out-competing the target
(oyster) at the conceptual and lemma layers, and there is no reason why mixed errors should
be more common than any other kind of error. Thus, Dell and colleagues interpret the
relatively high frequency of mixed errors as being evidence for cascading activation."

Potential limitations of lemma theory

Both WEAVER++and spreading activation style models propose that language production
processes tap into a level of representation equivalent to the lemma. The lemma is viewed
as a pre-phonological (pre-sound) mental representation that captures information about
a word’s meaning and the way it can interact with other words in an expression. This
theory accounts for a variety of phenomena, including picture-naming behavior, speech
errors, and tip-of-the-tongue experiences. However, not everyone is a big fan of lemma
theory as it is currently described. For instance, Alfonso Caramazza argues that lemma
theory does not do a very good job dealing with evidence from patients with brain
damage.

Brain damage can lead to language production difficulties, and different types of damage
can lead to different patterns of difficulties (Caramazza, 1997). Caramazza begins with the
observation that if the lemma is a necessary level of representation in production, then
brain damage that affects the set of lemma representations should have consistent effects on
people’s ability to produce language, whether they are speaking or writing. Lemmas are
thought to represent grammatical information associated with specific words. So if the
lemmas are damaged, grammatical aspects of production should be affected. In fact, there
are patients who have difficulty with just some types of words. Some patients have difficulty
with content words (semantically rich words like cat, table, and Hannibal Lecter) but little
difficulty with function words (semantically “light” grammatical markers like the, of, and
was). Lemma theory would explain a patient like that by proposing that the lemmas for
content words are selectively damaged, while lemmas representing function words are
intact. But, as Caramazza notes, there are patients who have the opposite pattern of deficits,
depending on how they are producing a given word. One pattern of problems can occur in
speech, while the opposite pattern can occur in written language production, within the
same patient. A given patient could have trouble with function words (but not content
words) in writing, and trouble with content words (but not function words) while speaking.
If both processes tap into the same set of lemmas, it should not be possible for this pattern
of problems to appear. If the spoken production problem for content words is based on
broken content-word lemmas, then the same problem should occur in written language
production.

Further evidence against the lemma hypothesis comes from semantic substitution
errors in brain-damaged patients. Some patients when asked to name pictures out loud
will consistently use the wrong word. For example, one patient consistently said the word
dish when asked to name a picture of a cook. When the same patient was asked to write
(rather than say) the name of the picture, she wrote forks. These errors were not random,
as the patient consistently produced one word (dish) while speaking, and the other (forks)
while writing. Caramazza proposes that the solution to the problem lies in having two
separate sources of word-form information, one for spoken language and one for written
language. He proposes further that grammatical information is stored separately from



lemma representations, as this can account for different patterns of function-word and
content-word deficits within the same patient that depend on whether the patient is
speaking or writing.

Self-monitoring and self-repair

Speakers make errors sometimes when they talk, but they also succeed in expressing their
meaning much of the time, despite the complexity that speech production involves. Speakers
can monitor their own output to fix mistakes after they happen (self-repair), but they also
deploy mental machinery internal to the speech production system to prevent internal,
temporary problems from creating overt errors in the output. Evidence for internal,
pre-output monitoring comes from studies showing that when speakers make an error, they
can replace the incorrect word with the correct one with almost no time elapsing between
the error and the correction. Because it takes upwards of half a second to prepare a spoken
response for a concept, “instant repair” means that both the monitoring and the repair
planning must take place as the error-ful response is being produced. As Postma (2000,
p- 105), notes, “There is ample evidence that speakers are capable of anticipating forthcoming
mistakes, i.e., that they can inspect their speech programs prior to articulation ... Speakers in
anumber of cases react without delay to an overt error. In addition, the correction is executed
without further waiting (suggesting it must have been ready before the interruption was
made.” Incredibly, these internal monitoring processes are able to assess whether an error will
lead to an embarrassing result, and both the galvanic skin response (a measure of how much
resistance the skin offers to electrical current) and the likelihood of particular kinds of errors
both reflect the operations of an internal monitoring system (Hartsuiker & Kolk, 2001;
Levelt, 1983; Motley, Baars, & Camden, 1983; Motley, Camden, & Baars, 1982; Wheeldon &
Levelt, 1995). If you were asked to produce the phrase tool kits, and you committed a sound
exchange error, the result could be embarrassing. (Think what would happen if you went to
the hardware store and tried to say, Could I grab one of your tool kits? and made a sound
exchange error.) Sound exchange errors under those circumstances are less likely than sound
exchanges that do not produce taboo words. Also, when participants are placed under time
pressure, their galvanic skin response is higher for stimuli such as tool kits than pairs of words
that do not produce taboo words when the initial sounds are exchanged, such as pool kits.?

Although some aspects of self-monitoring are carried out before overt production, they
do not come for free. The ability to self-monitor depends on there being sufficient mental
resources available to carry out both speech planning processes and the monitoring
itself. Further, there is a trade-off between speech planning and speech monitoring. The
more mental resources you dedicate to speech planning, the less there is left over for
self-monitoring. Error detection is more robust at the ends of phrases and clauses, because
the great majority of the utterance has already been planned and the planning load is at its
lowest level (Blackmer & Mitton, 1991; Postma, 2000).

Articulation

The ultimate goal of speech planning as laid out in accounts like WEAVER++ and Dell’s
spreading activation model is to make the speech muscles move to produce sound. This
process is called articulation. To speak, we configure our vocal tract, which consists of
everything from the vocal folds upwards and outwards to our lips and noses. Articulation
is both the end-point of speech planning and production and the starting point for speech
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comprehension. Some accounts of articulation in production classify speech sounds
(phonemes) according to the way the articulators move (Browman & Goldstein, 1989, 1990,
1991). The articulators include the lips, the tongue tip, tongue body, the velum (the part of
the soft palate toward the back of your mouth), and the glottis (a structure in your throat
that houses the vocal folds). These different articulators can be moved semi-independently
to perturb or stop the flow of air coming out of your lungs. These disturbances of the
smooth flow of air set up vibrations which are modified by the movement of the articulators
and create the sound waves that characterize human speech.

According to the articulatory phonology theory, the outcome of the speech planning
process is a gestural score, which creates a contrastive gesture—a gesture that creates a
noticeable difference between the current speech signal (sound) and other signals that the
language employs. The gestural score tells the articulators how to move. More specifically, it
tells the motor system to “(1) [move] a particular set of articulators; (2) toward a location in
the vocal tract where a constriction occurs; (3) with a specific degree of constriction; and
(4) ... in a characteristic dynamic manner” (Pardo & Remez, 2006, p. 217). The movement of
the articulators produces a set of speech sounds (phonemes) that can be classified according
to their place of articulation, manner of articulation, and voicing. English, for instance, has six
stop consonants (/k/, /g/, /t/, /d/, Ip/, /b/) that differ in place of articulation. /p/ and /b/ are
labial because they are made by pressing the lips together. /t/ and /d/ are dental or alveolar
stops because they involve stopping the flow of air behind the teeth (rather than behind the
lips or elsewhere). /k/ and /g/ are velar because they involve stopping the flow of air with the
back of the tongue pressed up against the velum. Each of the three gestures (lips together,
tongue against teeth, tongue against velum) can be accompanied by vibration of the vocal
folds or not. Simultaneous release of air with vocal fold vibration leads to a voiced stop (as in
/b/, /d/, and /g/). A delay between releasing the pent-up air and the beginning (onset) of
vocal fold vibration leads to an unvoiced stop (as in /p/, /t/, and /k/). Manner of articulation
refers to how much the flow of air is disturbed. Maximum blockage of the air flow leads to a
stop consonant, squeezing the air flow without stopping it leads to a fricative (as in /z/ and /
sh/ sounds), while keeping the air flowing relatively freely creates vowel sounds.

Savvy observers of language will have noticed that we do not produce isolated phonemes.
We produce whole gangs of them when we talk, with an average of about one phoneme
every 100 milliseconds in conversational speech. (Much higher rates can be obtained if you
really try.) Because we produce many phonemes in a short period of time, we have to figure
out ways to transition from producing one to the next smoothly and efficiently. To do that,
we coarticulate. That is, the gestures for one phoneme overlap in time with the gestures for
the preceding and following phoneme."* Coarticulation affects both the production and the
perception of speech. For example, the way you move your articulators for the phoneme /p/
changes depending on which phoneme needs to come next. Say the word pool. Now say the
word pan. Think about how your lips are placed just before you say the word. (Repeat as
necessary until you notice the difference between how your lips are positioned before each
word. Use a mirror or, better still, ask a friend to help.)

Intermission while you practice pool and pan.

Seriously. Try it.



You should notice that, before you start to say the word pool, your lips are in a rounded
shape and they stick out a little bit. Before you say pan, your lips are drawn slightly back and
are not rounded. Why the difference? It’s a function of what phoneme comes next. The “00”
sound in pool is a rounded vowel. It’s also a vowel that has a relatively low tone. When you
round your lips, that matches the rounded nature of the vowel. Poking your lips out
lengthens the resonant chamber formed by your vocal tract, which lowers the fundamental
frequency (the lowest of the steady-state vibrations that makes up the sound wave), and
makes the “00” have a nice, deep tone. The rounded, poking-out characteristics of the “00”
vowel are anticipated by the speech planning process, and so they assign some aspects of the
vowel (roundness, poking-out-ness) to the preceding consonant gesture. The “a” sound in
pan is a back vowel, because it is formed by a constriction of the air toward the back of your
mouth. To anticipate that movement, the speech planning system programs a flattened out,
slightly drawn back version of the preceding /p/ phoneme.

Coarticulation not only affects the way you shape your articulators when you speak
different combinations of phonemes, it also affects the sound waves that are produced as
you speak them (Liberman & Mattingly, 1985). Before we explore the effects of coarticulation
on the sound waves that occur when you speak, let’s take a brief detour into the physical,
acoustic characteristics of speech sounds.

Moving the articulators is a physical event that, like many other physical events, creates
sound waves that travel through the air. Therefore speech, like other forms of sound, can be
treated as a physical, acoustic signal. Acoustic signals, however complex, can be analyzed
with respect to two properties: frequency and amplitude (Goldstein, 2006). All acoustic
signals are created when an acoustic medium (air, normally, but wood, water, steel, and
other substances can also be used) is subjected to physical forces that alternately compress
it (make it more dense) and rarify it (make it less dense). One episode of compression and
rarefaction is referred to as a cycle, and the amount of time it takes to complete a cycle
determines the frequency of the sound wave. More cycles in a given period means higher
frequency; fewer cycles means a lower frequency. The standard measure of frequency in
acoustics is Hertz (Hz), which is the number of cycles per second. We subjectively experience
differences in frequency as differences in pitch. High-pitched sounds (Minnie Mouse’s
voice, tea kettles whistling) result from high-frequency vibrations. Low-pitched sounds
(foghorns, the roar of the surf) result from low-frequency vibrations. Amplitude refers to
the change in pressure between the peak and the minimum pressures in the sound wave.
We experience increases in amplitude as increases in volume or loudness. The standard
measure of amplitude is Decibels (dB). High-amplitude sounds are loud; low-amplitude
sounds are quiet.

Foreign Accent Syndrome Revisited

It’s time to cash in your newly acquired knowledge of speech production. Foreign accent
syndrome (FAS) occurs when “speech takes on characteristics normally associated with a
dialect that is not [one’s] own, or it resembles the performance of a non-native speaker of
the language” (Moen, 2000, p. 5). Standard explanations of FAS appeal to theoretical models
like Pim Levelts and Gary Dells to explain why people can develop foreign-sounding
accents after brain injury (Blumstein, Alexander, Ryalls, Katz, & Dworetzky, 1987; Kurowski,
Blumstein, & Alexander, 1996; Marién, Verhoeven, Wackenier, Engelborghs, & De Deyn,
2009). Speech sounds are created when articulators are moved toward specific targets at
specific velocities creating specific degrees of closure with specific timing of voicing. Before
these motor movements begin, there has to be a gestural score that specifies how and when
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the articulators are going to move. To create this gestural score, speakers have to undertake
syllabification to divide the planned output into syllable-sized chunks. Once the output is
syllabified, speakers have to craft a prosodic contour that extends over multiple syllables.
A foreign-sounding accent can arise because the prosodic contour is disrupted, because the
process of syllabification is disrupted, or if the articulation of individual phonemes is
disrupted. For example, some patients with FAS show smaller than normal changes in pitch
when they ask questions, abnormal patterns of accents (LOUDER vs. softer words and
syllables), abnormal lengthening of vowels, and abnormal pausing. All of these could result
from problems computing a prosodic contour. In addition, the long pauses between
utterances suggest that patients are having some difficulty coming up with an articulatory
plan or gestural score. Problems articulating individual phonemes may also contribute to
the foreign flavor of the patient’s speech. In some cases, speech sounds that should be
articulated toward the back of the mouth are produced by closing off the air flow at more
anterior (forward) locations. Patients may add or delete phonemes, especially from
consonant clusters (e.g., spl, rtr) because they have difficulty making individual gestures.
Syllabification may also be affected, as some patients produce syllables more like isolated
units. Escort us might be produced more like “Ess,” “cort,” “us,” than the usual way with the “t”
syllabified with the “us”” So, different aspects of speech planning (syllabification, prosody)
and the (mis)execution of specific speech gestures can turn you into a Scotsman.

Speech Perception

I can’t understand a word you've said the whole time.
RICKY BOBBY

Take a moment to look at Figure 2.4, which provides a visual representation of the sound
waves produced when someone says, to catch pink salmon (Cooper, Delattre, Liberman,
Borst, & Gerstman, 1952; Liberman, Delattre, & Cooper, 1952). The name for graphs like
those shown in Figure 2.4 is sound spectrogram.'* Frequency (in Hz) is represented on the
y-axis, and time is represented on the x-axis. Consider first the top half of the figure, which
represents real speech. The dark areas of the graph represent frequencies at which sound
energy is present in the signal. Going vertically, there are alternating bands of sound energy
(represented as dark patches) and bands where no sound energy is present (represented as
light patches). Over time, the pattern of energy changes. For instance, there is a lot of
activity in the low-frequency part of the spectrum when someone is saying the /a/ in catch,
and again when the /a/ sound in salmon is produced. But when the /ch/ sound in catch and
the /s/ sound in salmon are produced, there is very little energy in the low-frequency range,
and much more energy at higher frequencies.

Now have a look a the bottom half of Figure 2.4. You will notice that the range of
frequencies is the same as in the top half. But you will also notice that the pattern of dark
and light patches is much simpler. Liberman and colleagues (1952) painted the pattern in
the bottom of Figure 2.4 by hand and ran it through a machine they called the pattern
playback machine (see Figure 2.5). The pattern playback machine converted the pattern of
light and dark in the artificial, hand-painted spectrogram into a set of sound waves.
Liberman and colleagues discovered that they could greatly simplify the pattern of energy
in the sound wave without destroying the perceiver’s ability to recognize the phonological
content of the stimulus. That is, when they pushed the pattern in the bottom of Figure 2.5
through the pattern playback machine, their subjects reported that it sounded like fo catch
pink salmon. Thus, while the full pattern of energy represented in the top of Figure 2.4 may
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Figure 2.4 Sound spectrograms of the phrase fo catch pink salmon created from real (top)
and simplified, artificial speech (bottom) (from Liberman etal., 1952, p. 498)

be necessary for the speech to sound fully natural, or for the listener to recognize whose
voice created the signal, the stripped-down, simplified version at the bottom of Figure 2.4
carried all of the information necessary for people to perceive the phonemes that the signal
was meant to convey (see also Remez, Rubin, Berns, Pardo, & Lang, 1994).

Liberman and colleagues (1952; Cooper et al., 1952) proposed that the phonological
content of speech could be described in terms of formants and formant transitions. Formants
are steady-state, stable patterns of vibrations, as in the /a/ and /u/ sounds in to catch pink
salmon, and in fact formants are associated with vowel sounds in general. Formant
transitions consist of short bursts of sounds, which often coincide with rapid increases or
decreases in frequency. Fricatives, such as the /s/ in salmon appear as random patterns of
energy spread across a broad frequency range (a bit like the white noise that you hear when
you are between radio stations). Each speech sound is made up of a set of formants and/or
formant transitions. The formants and transitions are classified according to their average
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Figure 2.5 The pattern playback machine (from Liberman, Delattre, & Cooper, 1952,
p-501)

frequency. The lowest frequency component of a phoneme is the first formant (for vowels)
or first formant transition (for consonants). The next highest component is the second
formant, or formant transition, and so on. Initially, speech researchers believed that they
would be able to find a unique acoustic pattern for each phoneme, but they rapidly
discovered that reality is more complicated than that. Which brings us back to coarticulation.

Coarticulation effects on speech perception

As noted previously, the way you move your articulators when you produce a given phoneme
changes depending on the context in which the phoneme occurs. Figure 2.6 (from Liberman,
Cooper, Shankweiler, & Studdert-Kennedy, 1967) shows simplified spectrograms for two
syllables, /di/ (pronounced “dee”) and /du/ (pronounced “doo”). Each syllable consists of two
formants (the horizontal bars) and two formant transitions (the slanty bars representing
rapid changes in frequency). Notice what would happen if you split off the /d/ part of the
signal from the /i/ part (on the left) and the /u/ part (on the right). Although the two /d/ parts
of the syllables sound exactly the same when they are followed by two different vowels (/i/
and /u/) the actual physical signals that correspond to the /d/ phonemes are very different. In
the /di/ syllable, the /d/ part of the signal consists of two formant transitions, and both of
them are characterized by rapid increases in frequency over time (the bars for the two
formant transitions both slant upwards to the right). Now notice the pattern for the /d/ sound
in the /du/ syllable. Not only is the frequency of the second formant transition much lower
for /du/ when compared to /di/, but instead of increasing in frequency over time (slanting up
and to the right) it decreases in frequency over time (slanting down and to the right). Despite
large differences in the actual, acoustic signal, when the two patterns are played in the context
of a following vowel sound, both acoustic signals are perceived as being the same—they both
sound like /d/. But something different happens if you play just the formant transitions,
without the rest of the syllable—without the formants that make up the vowel sounds. When
the two formant transitions are played separately from the rest of the syllable, and separately
from each other, people hear them as being different sounds. They both sound like whistles
or chirps, but the /d/ sound from the /di/ syllable sounds like a rising whistle, and the /d/
sound from the /du/ syllable sounds like a lower-pitched falling whistle. Liberman and
colleagues (1967, p. 435) summarize these findings thus: “What is perceived as the same
phoneme is cued, in different contexts, by features that are vastly different in acoustic terms.”
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Figure 2.6 Artificial spectrogram for the syllables /di/ and /du/ (from Liberman et al.,
1967, p. 79)

A couple of important things are happening here. First, when you produce a /d/ sound,
the way you make the /d/ sound and its physical form is different when the /d/ sound is
followed by different vowels (that’s coarticulation). Second, despite the differences in the
way you make the /d/ sound and the actual physical properties of the sound waves, you
perceive the two signals as being the same phoneme (this is a form of perceptual constancy—
different physical patterns are perceived as being the same). Finally, your perceiving the two
signals as being the same does not reflect insensitivity or inability to detect a difference
between the formant transitions. When the two transitions are presented in isolation, you
hear them as being different sounds.

Another aspect of coarticulation concerns the way speech sounds are spread out over
time. When we write down speech, one letter occupies one position, the next letter occupies
a separate, following position, and so on. But in speech, there are no clean breaks between
phonemes, and the acoustic parts of one phoneme may overlap partially or entirely with
other phonemes. Carol Fowler likens phonemes to Easter eggs, and describes speech
production as being like pushing Easter eggs through a set of rollers that squish them all
together. As Liberman and Mattingly note (1985, p. 4), “the movements for gestures implied
by a single symbol (phoneme) are typically not simultaneous, and the movements implied
by successive symbols often overlap extensively” The listener is therefore faced with the task
of going through the mass of squished-up eggs and rebuilding the original set of Easter eggs.

In one way, though, this “smearing” of information about a phoneme throughout an
extended period of time can be beneficial, as demonstrated by the perception of silent center
vowels (Liberman & Whalen, 2000). Silent center vowels are perceived when researchers
edit a recording to remove part of the acoustic signal for an utterance. For example, they
might erase the middle portion of the acoustic signal for bag. When you say the word bag,
coarticulation means that information about the vowel starts to show up as you are
pronouncing the /b/, and continues through production of the /g/ sound. When the middle
part is erased, the word does not sound entirely normal, but people still correctly identify
which phoneme was present in the original utterance (i.e., they hear something that sounds
like bag, rather than something that sounds like big, bug, or bog). So, as long as the preceding
and the following consonants carry information that results from coarticulation, listeners
can accurately identify the missing vowel sound.

Evidence for coarticulation effects on speech perception also comes from studies
involving cross-spliced stimuli. These are kind of like “Franken-stimuli,” where parts of one
spoken word have been chopped off and bolted onto a different word (like parts of different
bodies were put together to make Frankenstein’s monster). More specifically, single-syllable
words can be divided into onsets (the “burst” of sound that starts the syllable, like the /p/ in
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pink or the /pr/ in press) and codas (the end of the syllable). The coda includes the vowel and
the final consonant or consonant cluster. Coarticulation means that the way the burst is
pronounced depends on the coda, and the way the coda is pronounced depends on the
burst. The two place constraints on each other, but the way the burst is perceived has
stronger effects on the way the coda is perceived than vice versa (i.e., the information that
arrives first has a greater effect on perception than the information that arrives later;
Gaskell & Marslen-Wilson, 1997; Marslen-Wilson & Warren, 1994; Martin & Brunell, 1982;
Streeter & Nigro, 1979; Warren & Marslen-Wilson, 1987, 1988). If two syllables are recorded,
and the end of one is spliced onto the beginning of the other, people are more likely to
misperceive the coda as matching the original unspliced version that the burst came from.
That is, the word job is likely to be misperceived as jog if the jo part came from a recording
of the word jog. Also, if the /g/ and /b/ phonemes are presented without their initial bursts,
people are likely to mistake them for one another. Thus, eliminating information that comes
from coarticulation makes the perceiver’s job harder, suggesting that listeners routinely use
information that appears “early” or “late” (where “early” means that the information appears
during the articulation of a preceding phoneme, and “late” means that the information
spills over into articulation of a following phoneme) to help identify which phoneme the
speaker actually intended to produce.

Paradoxically, while coarticulated signals help the listener identify the phonemes that
the speaker intended to produce, coarticulation is a major factor that makes it difficult to
formally analyze the acoustic properties of speech. Ideally, we would like to know how
acoustic signals line up with phonemes. In a simple world, there would be a one-to-one
relationship between acoustic signals and phonemes. That way, if you had a phoneme, you
would know what acoustic signal to produce. Likewise, if you had an acoustic signal,
you would know what phoneme to look up (because there would only be one matching
candidate in your long-term memory). Unfortunately, coarticulation as well as intra- and
inter-speaker variability renders this simple system unworkable. As Liberman and Mattingly
(1985 p. 12) note, “There is simply no way to define a phonetic category in purely acoustic
terms.” But if the speech signal can be decoded and its component phonemes identified
(it can be and they are), there must be some way to untie the knot. The next sections will
summarize the chief contenders for explaining how acoustic signals are analyzed so that
people can recover the sets of phonemes they express. The motor theory of speech perception
and the general acoustic approach represent two viable alternatives that are the focus of
speech perception research today (Diehl, Lotto, & Holt, 2004; Kluender & Kiefte, 2006;
Pardo & Remez, 2006).

The motor theory of speech perception

The motor theory of speech perception proposes that gestures, rather than sounds, represent
the fundamental unit of mental representation in speech (Cooper et al., 1952; Liberman
et al, 1952; Liberman, Delattre, Cooper, & Gerstman, 1954; Liberman et al.,, 1967;
Liberman & Mattingly, 1985; Liberman & Whalen, 2000; see also Fowler, 1986, 2008;
Galantucci, Fowler, & Turvey, 2006)."” That is, when you speak, you attempt to move your
articulators to particular places in specific ways. Each of these movements constitutes a
gesture. The motor part of the speech production system takes the sequence of words you
want to say and comes up with a gestural score (movement plan) that tells your articulators
how to move. According to the theory, if you can figure out what gestures created a speech
signal, you can figure out what the gestural plan was, which takes you back to the sequence
of syllables or words that went into the gestural plan in the first place. So by knowing what
the gestures are, you can tell what the set of words was that produced that set of gestures.



Going back to the /di/ versus /du/ example of coarticulation, the “core” part of that gesture
is tapping the tip of your tongue against the back of your teeth (or your alveolar ridge,
possibly). Other parts of the gesture, lip position for example, are affected by coarticulation
(flat lips for /di/, poking-out, rounded lips for /du/), but the core component of the gesture
is the same regardless of the phonological context. Thus, rather than trying to map acoustic
signals directly to phonemes, Alvin Liberman and his colleagues proposed that we map
acoustic signals to the gestures that produced them, because there is a closer relationship
between gestures and phonemes than there is between acoustic signals and phonemes. In
their words (Liberman etal., 1952, p. 513), “The relation between perception and articulation
will be considerably simpler (more nearly direct) than the relation between perception and
acoustic stimulus.” Further, “Perceived similarities (and differences) will correspond more
closely to the articulatory than the acoustic similarities among the sounds.” Thus, differences
between two acoustic signals will not cause you to perceive two different phonemes as long
as the gestures that created those two different acoustic signals are the same.

Motor theory also seeks to explain how a person can perceive an acoustic stimulus as a
phoneme in one context (e.g., the formant transitions in Figure 2.6) but as a chirp or a buzz
in another context. To explain that, motor theory proposes that speech perception is
accomplished by a naturally selected module (Fodor, 1983). This speech perception module
monitors incoming acoustic stimulation and reacts strongly when the signal contains the
characteristic complex patterns that make up speech. When the speech module recognizes
an incoming stimulus as speech, it preempts other auditory processing systems, preventing
their output from entering consciousness. So, while non-speech sounds are analyzed
according to basic properties of frequency, amplitude, and timbre, and while we are able to
perceive those characteristics of non-speech sounds accurately, when the speech module
latches onto an acoustic stimulus, it prevents the kind of spectral analysis (figuring out the
pattern of frequencies and amplitudes in a stimulus) that general auditory processing
mechanisms normally carry out for non-speech auditory stimuli (Liberman & Mattingly,
1985, 1989; Liberman & Whalen, 2000). This principle of preemption explains why formant
transitions are perceived as chirps or high-pitched whistles when played in isolation, but as
phonemes when played in the context of other speech sounds. When transitions are played
in isolation, they are not recognized as speech, so the spectral analysis dominates perception,
and they sound like chirps. “When transitions of the second formant ... are presented in
isolation, we hear them as we should expect to—that is, as pitch glides or as differently
pitched ‘chirps? But when they are embedded in synthetic syllables, we hear unique linguistic
events, [be], [dee], [ge], which cannot be analyzed in auditory terms” (Mattingly, Liberman,
Syrdal, & Halwes, 1971, p. 132).

This preemption of normal auditory perceptual processes for speech stimuli can lead to
duplex perception under special, controlled laboratory conditions (Liberman & Mattingly,
1989; Whalen & Liberman, 1987). To create their experimental stimuli, researchers
constructed artificial speech stimuli that sounded like /da/ or /ga/ depending on whether
the second formant transition decreased in frequency over time (/da/) or increased (/ga/).
Next, they edited the stimuli to create separate signals for the transition and the rest of the
syllable, which they called the base (see Figure 2.7). They played the two parts of the
stimulus over headphones, with the transition going in one ear and the base going in
the other. The question was, how would people perceive the stimulus? Would chopping up
the stimulus make it sound like gibberish? Or would it still be perceived as speech? It turned
out that people perceived two different things at the same time. At the ear that the transition
was played into, people perceived a high-pitched chirp or whistle. But at the same time, they
perceived the original syllable, just as if the entire, intact stimulus had been presented.'®

Liberman and colleagues argued that simultaneously perceiving the transition in two
ways—as a chirp and as a phoneme—reflected the simultaneous operation of the speech
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Figure 2.7 Simplified acoustic stimuli that are perceived as /da/ or /ga/ (from Whalen &
Liberman, 1987). Researchers edited the stimuli so that a formant transition would
be played to one ear, while the “base” (the rest of the signal) was played to the other ear.
People perceived the stimulus as consisting of a “whistle” or a “chirp” at one ear and the
complete syllable (/da/ or /ga/, depending on which formant transition was played) at the
other ear.

perception module and general-purpose auditory processing mechanisms. Duplex
perception happened because the auditory system could not treat the transition and base as
coming from the same source (because two different sounds were played into two different
ears). Because the auditory system recognized two different sources, it had to do something
with the transition that it would not normally do. That is, it had to analyze it for the
frequencies it contained, and the result was hearing it as a “chirp.” But simultaneously, the
speech processing module recognized a familiar pattern of transitions and formants. As a
result, the auditory system reflexively integrated the transition and base, and produced the
experience of hearing a unified syllable, despite the fact that it was working with two
spatially distinct stimuli. In the early days of duplex perception research, speech was the
only kind of stimulus known to produce such effects, which was taken as evidence
that speech was “special” and subject to its own principles, separate from other kinds of
auditory stimuli.

According to the motor theory, categorical perception is another product of the speech
perception module. Categorical perception happens when a wide variety of physically
distinct stimuli are perceived as belonging to one of a fixed (usually fairly small) set of
categories. For example, every vocal tract is different from every other vocal tract. As a
result, the sound waves that come out of your mouth when you say pink are different than
the sound waves that come out of my mouth when I say pink, and those two stimuli are
different than the sound waves that come out of Arnold Schwarzenegger’s mouth when he
says pink. Nonetheless, your phonological perception system is blind to the physical



differences, and perceives all of those signals as containing an instance of the category /p/.
You may notice that your voice has slightly (or greatly) different qualities than Arnold
Schwarzenegger’s, but you categorize the speech sounds he makes the same way you
categorize your own or anybody else’s. All of those different noises map to the same set of
about 40 phonemes (in English). In addition, although the acoustic properties of speech
stimuli can vary across a wide range, your perception does not change in little bitty steps,
with each little bitty change in the acoustic signal. You are insensitive to some kinds of
variation in the speech signal, but when the speech signal changes enough, you perceive
that change as the difference between one phoneme and another (Liberman, Harris,
Hoffman, & Griffith, 1957). An example may help to illustrate.

Recall that the difference between some stop consonants and others is whether they are
voiced or not. The difference between /b/ and /p/ for example, is that the /b/ is voiced while
the /p/ is not. Other than voicing, the two phonemes are essentially identical. They are both
labial plosives, meaning that you make them by closing your lips, allowing air pressure to
build up behind your lip-dam, and then releasing that pressure suddenly, creating a burst of
air that rushes out of your mouth. The difference between the two phonemes has to do with
the timing of the burst and the vocal fold vibrations that create voicing. For the /b/ sound,
the vocal folds begin vibrating while your lips are closed or just after. (Thats for English
speakers. Spanish speakers actually start their vocal folds vibrating before the burst for
voiced stop consonants.) For the /p/ sound, there is a delay between the burst and the point
in time when the vocal folds begin to vibrate. The amount of time that elapses between the
burst and vocal fold vibration is called voice onset time. Voice onset time is a variable that can
take any value whatsoever, so it is said to be a continuous variable."” You could have a voice
onset time of 0 milliseconds (or ms; which is one thousandth of a second), 0.5 ms, 1.895ms,
20ms, 50.22293 ms, or any other value you can think of. But even though voice onset time
can vary continuously in this way, we do not perceive much of that variation. For example,
you cannot generally hear the difference between a voice onset time of 2ms and 7ms, or
between 7ms and 15ms. Instead, you map a range of voice onset times onto the same
percept. Those different acoustic signals are treated as allophones—different signals that are
perceived as being the same phoneme. You experience a range of short voice onset times as
the /b/ phoneme; and you perceive a range of long voice onset times as the /p/ phoneme.
However, something interesting happens at around 20 ms voice onset time. At values less
than that, you perceive the acoustic signal as being the /b/ phoneme; at longer values than
that, you perceive the signal as being the /p/ phoneme. (And so do babies! Eimas, Siqueland,
Jusczyk, & Vigorito, 1971). Further, your ability to discriminate between different acoustic
signals depends on whether two signals come from the same side of the voice onset time
“border” or whether they come from opposite sides. If two stimuli come from the same side
of the border (with voice onset times of, say, 10 and 17 ms), you have a lot of trouble hearing
the difference. But if two stimuli having the same absolute difference in voice onset time
come from opposite sides of the border (17 and 24 ms, say), you have a much greater chance
of hearing the difference. Liberman argued that this categorical perception of speech sounds
provided further evidence that the speech perception system was special and different from
the auditory perception processes that dealt with non-speech sounds.

The McGurk effect: Visual gestures affect speech perception

According to the motor theory of speech perception, understanding speech requires you to
figure out which gestures created a given acoustic signal. Because figuring out the gestures
is the primary goal of the speech perception system, you might expect that system to use
any sort of information that could help identify the gestures. While acoustic stimuli offer
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cues to what those gestures are, other perceptual systems could possibly help out, and if
they can, motor theory says that the speech perception system will take advantage of them.
In fact, two non-auditory perceptual systems—vision and touch—have been shown to
affect speech perception. The most famous demonstration of multi-modal speech perception
is the McGurk effect (Kerzel & Bekkering, 2000; McGurk & MacDonald, 1976). The
McGurk effect happens when people watch a video of a person talking, but the audio
portion of the tape has been altered. For example, the video might show a person saying ga,
but the audio signal is of a person saying ba. What people actually perceive is someone
saying, da. If the visual information is removed (when an individual shuts his eyes, for
example), the auditory information is accurately perceived and the person hears ba. (You
can experience the McGurk effect yourself by typing “McGurk effect” into your favorite
web-browser and following the links to any of several demonstrations of the effect.) The
McGurk effect is incredibly robust: It happens even when people are fully warned that the
auditory and visual information do not match; and it happens even if you try to pay close
attention to the auditory information and ignore the visual (unless you look away or close
your eyes). It happens when real words are used rather than nonsense syllables (Dekle,
Fowler, & Funnell, 1992). It happens even if the auditory and visual information is processed
only by one of the brain’s two hemispheres (Baynes, Funnell, & Fowler, 1994).

The McGurk effect happens because your speech perception system combines visual
and auditory information when perceiving speech, rather than relying on auditory
information alone. Of course, the auditory information by itself is sufficient for perception
to occur (otherwise, we would not be able to communicate over the phone), but the McGurk
effect shows that visual information influences speech perception when that visual
information is available. The McGurk effect is an example of multi-modal perception
because two sensory modalities, hearing and vision, contribute to the subjective experience
of the stimulus (two modes of perception, therefore multi-modal perception).

The vision-hearing combination is not the only way to alter speech perception. There is
a more “icky” (Carol Fowler’s term; Fowler, 2008) way to create another variant of the
standard McGurk effect. In this alternative method, information from touch (haptic
perception) is combined with auditory information to change the way people perceive a
spoken syllable (Fowler & Dekle, 1991). This kind of speech perception occurs outside the
laboratory from time to time in a specialized mode called tadoma. Helen Keller and other
hearing- and vision-impaired individuals have learned to speak by using their sense of
touch to feel the articulatory movements involved in speech. In the lab, haptic perception
has been used to investigate the limits of multi-modal speech perception. According to the
motor theory, information about speech gestures should be useful, regardless of the source,
auditory or otherwise. That being the case, information about articulatory gestures that is
gathered via the perceiver’s sense of touch should affect speech perception, similar to the
way visual information does. To find out whether that happens, Carol Fowler had
experimental participants feel her lips while they listened to a recording of a female speaker
(also CF) speaking a variety of syllables. Blindfolded and gloved,'® experimental participants
heard the syllable /ga/ over a speaker (or over headphones in a separate experiment) while
CF simultaneously (silently) mouthed the syllable /ba/. As a result, the experimental
participant felt the articulatory gestures appropriate to one syllable, but heard the acoustic
signal appropriate to a different syllable. As in the visual version of the McGurk effect, what
participants actually perceived was a compromise between the auditory signal and the
haptic (touch) signal. Instead of perceiving the spoken syllable /ga/, or the felt syllable /ba/,
they heard the “hybrid” syllable /da/. Just as in the visual McGurk effect, speech perception
was influenced by input from two perceptual modalities.

Motor theory explains both versions of the McGurk effect, the visual one and the haptic
one, as stemming from the same basic process. The goal of the speech perception system is



not a spectral analysis of the auditory input. Rather, it is figuring out what set of gestures
created the auditory signal in the first place. Motor theory straightforwardly handles visual
and haptic effects on speech perception by arguing that both vision and touch can contribute
information that helps the perceiver figure out what gesture the speaker made. Under
natural conditions, the visual, touch, and auditory information will all line up perfectly,
meaning that secondary sources of information (non-auditory sources, that is) will be
perfectly valid cues. While speech perception does not absolutely require visual or haptic
input, those sources can certainly be useful. Think about what you do in a noisy bar when
the background noise makes it hard to hear your conversational partner. Odds are, you look
at her mouth. Why? Because the visual information helps to supplement the noisy and
degraded auditory input. Why is that useful? According to motor theory, the visual
information is useful because what you are really trying to do is figure out what speech
gestures your partner is making. That’s useful, because figuring out the gestures leads you
back to the gestural score, figuring out the gestural score leads you back to the phonemes,
and figuring out the phonemes gets you back to the message.

Mirror neurons: The motor theory enjoys a renaissance

Motor theory has been enjoying a renaissance recently sparked off by new evidence about
monkey neurons (Gallese, Fadiga, Fogassi, & Rizzolatti, 1996; Gentilucci & Corballis, 2006;
Kohler et al., 2002; Rizzolatti & Arbib, 1998). More specifically, researchers working on
Macaque monkeys (Macaca nemestina) discovered neurons in a part of the monkey’s frontal
lobes that responded when a monkey performed a particular action, when the monkey
watched someone else perform that action, or when the monkey heard a sound associated
with that action. These neurons were called mirror neurons. The existence of mirror neurons
in monkeys was established by invasive single-cell recording techniques. Similar experiments
in humans are ethically impossible, and so the existence of the human equivalent of Macaca
mirror neurons remains a hypothesis, rather than an established fact.

The part of the brain where mirror neurons were found in monkeys is called area F5,
which bears some resemblance to a part of the human brain that is important for language
processing, Brocas area (see Chapter 13). Neuroimaging and research involving direct
recording from neurons in Broca’s area (part of the frontal lobes of the brain in the left
hemisphere) both show that it participates in speech perception (Sahin, Pinker, Cash,
Schomer, & Halgren, 2009; St. Heim, Opitz, & Friederici, 2003). The researchers who
discovered mirror neurons proposed that mirror neurons could be the neurological
mechanism that the motor theory of speech perception requires. That is, mirror neurons in
Broca’s area could fire when an individual produces a particular set of phonemes. The same
mirror neurons would fire when the same individual heard those same phonemes, providing
a bridge between speaking and listening. (Keep in mind, this all presupposes that mirror
neurons exist in human brains, which has not been demonstrated at the time of writing.)

Although it is not possible (yet) to record from single human neurons, other kinds of
experiments have been conducted to try to find evidence for the participation of the human
motor cortex in speech perception. The experimental logic is as follows: Motor theory says
that accessing representations of specific speech gestures underlies speech perception.
Those representations of speech gestures must be stored in the parts of the brain that control
articulatory movements. The parts of the brain that control articulation are the motor
cortex in the frontal lobes of the brain and the adjacent premotor cortex. Put that all together
and it means that, according to motor theory, you should activate the motor cortex when
you perceive speech. Proponents of mirror neurons argue that mirror neurons are the
neural (brain) mechanism that establishes the link between heard speech and motor
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representations that underlie speech production. Mirror neurons have recently been found
in the monkey equivalent of the motor cortex (they have also been found in the monkey
equivalent of the human premotor cortex and in the monkey equivalent of the parietal
lobes). Proponents of mirror neurons view evidence that the motor cortex responds to
speech as supporting their view of speech perception. Some mirror neuron enthusiasts
argue further that mirror neurons play a role in speech perception in modern humans
because our speech production and perception processes evolved from an older manual
gesture system (Gentilucci & Corballis, 2006)."

Although mirror neurons have not been found in humans, proponents of the mirror
neuron hypothesis have used slightly less direct ways to find evidence for the involvement
of motor and premotor cortices in speech perception. This evidence comes in two distinct
forms: neuroimaging data and transcranial magnetic stimulation (TMS) studies (Benson
et al.,, 2001; Binder et al., 1997; Capelletti, Fregni, Shapiro, Pascual-Leone, & Caramazza,
2008; Fadiga, Craighero, Buccino, & Rizzolatti, 2002; Gow & Segawa, 2009; McNealy,
Mazziotta, & Dapretto, 2006; Meister et al., 2007; Pulvermiiller et al., 2006; Sato, Tremblay,
& Gracco, 2009; St. Heim et al., 2003; Watkins, Strafella, & Paus, 2003). In Pulvermiller and
colleagues’ study, participants listened to syllables that resulted from bilabial stops
(/pa/, /ba/) or alveolar stops (/ta/, /da/) on listening trials. On silent production trials,
participants imagined themselves making those sounds. Measurements of their brains’
activity were gathered using functional magnetic resonance imaging (fMRI). Listening to
speech caused substantial brain activity in the superior (top) parts of the temporal lobes on
both sides of the participants’ brains (which correspond to primary and secondary auditory
receiving areas), but it also caused a lot of brain activity in the motor cortex in the
experimental participants’ frontal lobes. Further, brain activity in the motor cortex
depended on what kind of speech sounds the participants were listening to. If they were
listening to a bilabial stop syllable, activity was observed in one part of motor cortex. If they
were listening to an alveolar stop syllable, activity was observed in a different part of the
motor cortex. The brain areas that responded when participants listened to speech were
similar to the brain areas that responded when participants imagined saying the same
syllables. That is, listening to or imagining saying the syllable /ba/ was correlated with
brain activity in one part of the motor cortex. Listening to or imagining saying /ta/ was
correlated with brain activity in a different part of the motor cortex. Motor theory explains
these results by arguing that the same brain areas that produce speech are involved in
perceiving it. Hearing or saying /ba/ activates the same part of motor cortex because
listening to /ba/ activates stored representations that are involved in moving the lips.
Hearing or producing /da/ activates a different part of the motor cortex from /ba/, because
tongue movements (involved in producing /da/) rely on motor representations that are
stored in a different part of the motor cortex. Other neuroimaging studies also show
activity in the frontal lobes when people listen to speech, although some studies find
frontal lobe activity only when the experimental participants have to explicitly compare
different syllables or phonemes (so the frontal lobe activity may be related to the process of
comparing speech sounds rather than the act of perceiving those speech sounds in the first
place; Buchanan et al., 2000; Newman & Twieg, 2001; Scott, McGettigan, & Eisner, 2009;
Zatorre, Evans, Meyer, & Gjedde, 1992).%

TMS experiments have also been used to bolster the motor theory of speech
perception (Fadiga et al., 2002; Meister et al., 2007; Watkins et al., 2003). In this kind of
experiment, a strong magnetic field is created right next to an experimental participant’s
head. The magnetic field interferes temporarily with the normal functioning of neurons
in the cortex just below the magnetic coil. Magnetic stimulation can alter an individual’s
behavior on various cognitive tasks, and the results of stimulation can be measured by
neural responses at other locations on the body. For example, magnetic stimulation of



parts of the motor cortex can lead to increases in neural activity in the muscles of the
hand and fingers. These enhanced responses are called motor-evoked potentials. When
TMS was applied to participants’ motor cortex in one study, participants were less able
to tell the difference (discriminate) between two similar phonemes.?! Further, when
people listen to speech sounds that involve tongue movements, and have TMS applied
to the parts of motor cortex that control the tongue, increased motor-evoked potentials
are observed in the participants’ tongue muscles. When TMS is applied elsewhere, or
when the speech sounds do not involve tongue movements, motor-evoked potentials
measured at the tongue are no different than normal. Motor-evoked potentials at the
tongue are also obtained when TMS is applied and people watch videos of other people
talking (Watkins et al., 2003). All of these experiments show that the motor cortex
generates neural activity in response to speech, consistent with the motor theory of
speech perception.

The mirror neuron theory of speech perception
jumps the shark

And then it gets a little bit crazy. If you ask the average psycholinguist or neurolinguist?
whether the parts of the motor cortex that control leg movements should be involved in
speech perception, they tend to say things like “No,” “No way,” or “Huh?” However, the
same kinds of TMS manipulations that lead to motor-evoked potentials in the tongue
muscles also produce motor-evoked potentials in the leg muscles (Liuzzi et al., 2008). It
makes sense, from the motor theory perspective, that TMS should lead to activity in the
tongue muscles when we listen to speech, because motor theory says the representations we
need to figure out the speech gestures reside in the motor cortex (the mirror neuron variant
of motor theory makes the same claim). But how much sense does it make to say that
perceptual representations for speech perception reside in the leg-control part of the motor
cortex? The authors of the leg study concluded that speech perception depends on “an
extended action-language network, also including the leg motor circuits” (Liuzzi et al.,
2008, p. 2825). They propose a link between non-verbal gesture and speech gestures, and a
further link between leg movements (which do not play a major role in human
communication, despite claims to the contrary) and manual (hand and arm) gestures
(which do).

Instead of taking the leg results as strong evidence for motor theory, the disinterested
observer might actually use these results to call into question the entire TMS/motor-evoked
potential research enterprise. If your experimental technique produces a thoroughly
anomalous result, it might just be possible that there is something wrong with that technique
as a research tool. On the other hand, widespread activity in motor cortex in response to
speech would make sense, if listening to speech triggers circuits that people use to prepare
behavioral responses, which could include a variety of both verbal and non-verbal
movements (Scott et al., 2009). Alternatively, motor neurons might respond to speech
because they are involved in a monitoring and correction circuit. When we speak, we
monitor it for errors (see above). When an individual’s own speech is electronically altered
as it is being produced, that individual will alter their spoken output to compensate for the
electronic changes in less than 150 milliseconds (Tourville, Reilly, & Guenther, 2007; see
also Okada & Hickok, 2006). Neuroimaging shows that this feedback loop involves groups
of both posterior, temporal lobe neurons, and neurons in the frontal lobes. So, activity in
motor cortex could involve neural circuits that normally respond to speech perception
processes (that are carried out elsewhere in the brain), by dynamically adjusting speech
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output. Alternatively, one way to verify that you have heard a speech sound correctly would
be to covertly produce your own version of the speech sound and compare the two examples.
This would account for motor activation during speech perception—it would reflect
self-generation of phonemes for comparison to the input.

Other problems for mirror neuron/motor theory

Motor theory has faced a number of challenges besides some odd results in the TMS
research (Hickok, 2008; Lotto, Hickok, & Holt, 2009). Some challenges to motor theory are
rooted in the strong connection it makes between perception and production (based on the
idea that perception involves the activation of motor representations of specific speech
gestures). Infants, for example, are fully capable of perceiving the differences between many
different speech sounds, despite the fact that they are thoroughly incapable of producing
those speech sounds (Eimas et al., 1971; see Chapter 9). To account for this result, we either
have to conclude that infants are born with an innate set of speech-motor representations
(and are incapable of making the appropriate gestures only because they have not yet
learned to control their articulators well enough) or that having a set of speech-motor
representations is not necessary to perceive phonemes.

Additional experimental observations have also cast doubt on whether speech-motor
representations are necessary for speech perception. No one would suggest, for example,
that non-human animals have a supply of speech-motor representations, especially if those
animals are incapable of producing anything that sounds like human speech. Two such
animals are Japanese quail and chinchillas (see Figure 2.8). Japanese quail and chinchillas,
once they are trained to respond to one class of speech sounds, and refrain from responding
to another class, will demonstrate aspects of speech perception that resemble human
performance. More specifically, both kinds of animal show categorical perception of
speech, and both show compensation for coarticulation (Diehl et al, 2004; Kluender,
Diehl, & Killeen, 1987; Kluender & Kiefte, 2006; Kuhl & Miller, 1975).2 Since these animals
lack the human articulatory apparatus, they cannot have speech-motor representations.
Because they respond to aspects of speech very much like humans do, motor theory’s claim
that speech-motor representations are necessary for speech perception is seriously
threatened.

Quail and chinchillas show that aspects of speech perception are not limited to human
perceivers. Other research shows that duplex perception and categorical perception are
not limited to speech perception. Sounds other than speech, such as slamming doors,
produce duplex perception when the original signals are edited so that two parts of the
acoustic signal are played to different ears. Sounds other than speech, such as the sound a
violin makes when it is bowed versus plucked, show categorical shifts in perception. When
a violin string is plucked, there is a burst, a brief delay, and then the onset of steady-state
vibration (comparable to the burst and vocal fold vibration in speech signals that are
perceived as stop consonants). When the same violin string is played with a bow, the
vibration and burst begin nearly simultaneously. When violin sounds are edited to vary
the lag between the burst and the onset of vibration, short lags are perceived as bowed
sounds, but there is a sudden change to perceiving the sound as a string being plucked
when the burst-vibration lag gets longer. Both of these effects run contrary to the motor
theory’s claim that these aspects of speech perception are the result of a specially tuned
processing module (Kluender & Kiefte, 2006; Lotto et al., 2009). If categorical and duplex
perception were the result of a special speech processing module, they would occur only
for speech sounds.



Figure 2.8 Japanese Quail (left) and Chinchilla (right). They perceive differences between
different phonemes, they look good, and they taste good.

(b)

Research with aphasic patients (patients who have a variety of language-related
problems as the result of brain damage) casts further doubt on the motor theory.
A century and a half ago, Paul Broca and Carl Wernicke showed that some brain-damaged
patients could understand speech, but not produce it, while other patients could produce
fluent speech, but could not understand it (see Chapter 13). Two patients (Messrs
Leborgne and Lelong), both of whom could understand speech, had extensive damage in
the frontal lobes of their brains, specifically in the part of their brains that corresponds to
area F5 in Macaca (where mirror neurons are located in monkeys). The existence of clear
dissociations between speech perception and speech production provides strong evidence
that intact motor representations are not necessary for perceiving speech. Although the
kinds of language disorders that result from brain damage are complex, and not all cases
neatly fit into the “broken perception” or “broken production” categories, numerous
cases that show the selective impairment of either perception or production (but not
both) have been described (see Caplan & Hildebrandt, 1988; note that subtle
comprehension impairments have been shown in patients in the “broken production”
category, but these involve syntax rather than phonology). If speech perception requires
access to intact motor representations, then brain damage that impairs spoken language
output should also impair spoken language perception, but this pattern does not appear
much of the time.

A motor or mirror neuron advocate might argue that the damage in the reported
cases is not extensive enough to wipe out the speech-motor representations, or that
unilateral damage (limited to one side of the brain) does not wipe out all of the relevant
motor representations. However, even with both motor cortices (the one in the left
hemisphere and the one in the right hemisphere of the brain) thoroughly damaged, at
least some patients can still understand speech quite well (Caltagirone, 1984). The
motor theory of speech perception claims that speech is understood because listeners
can use the incoming acoustic signal to activate representations of the physical motions
that created it. Because the motor (muscle movement) representations are thought to be
stored in the parts of the brain that control movement (i.e., the motor and premotor
cortices in the frontal lobes), motor theory predicts that damage to those frontal regions
should produce significant problems with speech perception. After all, if you understand
speech by activating motor representations (which allows you to tell which gestures
created the acoustic signal), and if those motor representations are stored in a particular
part of the brain, then damaging those parts of the brain should cause problems
understanding speech, because you can no longer find the motor representations
you need.*
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Motor theory and mirror neuron theory have been criticized because they do not
indicate how acoustic signals allow listeners to figure out which gestures produced those
signals (other than, “it’s done with mirror neurons”). Another problem for either account
is that there is a many-to-one mapping between gestures and phonemes. That is, the same
speech sound can be produced by different articulatory gestures (MacNeilage, 1970).
More specifically, different people can produce the same phoneme by using different
configurations of the vocal tract. Because the vocal tract offers a number of locations
where the air flow can be restricted, and because different combinations of air-flow
restriction have the same (or nearly the same) physical effect, they wind up producing
acoustic signals that are indistinguishable to the perceiver. That means that there is no
single gesture for syllables like /ga/. Studies involving the production of bite-block vowels
also show that very different gestures can lead to the same or nearly the same acoustic
signal, and perception of the same set of phonemes (Gay, Lindblom, & Lubker, 1981). In
this kind of experiment, speakers hold an object between their teeth and attempt to say a
given syllable. When they do, the way they move their articulators is different than
normal, but the acoustic signal that comes out can be very close to the normal one. Motor
theory can account for this set of facts in one of two ways. It could propose that more than
one speech-motor representation goes with a given phoneme. But that would complicate
the representation of speech sounds, and the perceiver could wind up needing separate
sets of speech-motor representations for each speaker. Alternatively, motor theory could
propose that there is a single set of “ideal” or “prototype” speech-motor representations,
and that an acoustic analysis of the speech signal determines which of these “ideal”
gestures most closely matches the acoustic input, but that would violate the spirit and
letter of the motor theory.

The general auditory approach to speech perception

The general auditory (GA) approach to speech perception starts with the assumption that
speech perception is not special (Diehl & Kluender, 1989; Diehl, Walsh, & Kluender, 1991;
Diehl et al., 2004; Kluender & Kiefte, 2006; Pardo & Remez, 2006). Instead, “speech sounds
are perceived using the same mechanisms of audition and perceptual learning that have
evolved in humans ... to handle other classes of environmental sounds” (Diehl et al., 2004,
p. 154). Researchers in this tradition look for consistent patterns in the acoustic signal for
speech that appear whenever particular speech properties are present. Further, they seek to
explain commonalities in the way different people and even different species react to aspects
of speech. For example, some studies have looked at the way people and animals respond to
voicing contrasts (the difference between unvoiced consonants like /p/ and voiced consonants
like /b/). These studies suggest that our ability to perceive voicing is related to fundamental
properties of the auditory system. We can tell whether two sounds occurred simultaneously
if they begin more than 20 ms apart. If two sounds are presented starting within about 20 ms
of each other, we will perceive them as being simultaneous in time. If one starts more than
20 ms before the other, we perceive them as occurring in a sequence, one before the other.
The voicing boundary for people and quail sits right at that same point. If vocal fold
vibration starts within 20 ms of the burst, we perceive the phoneme as voiced. But if there’s
more than a 20 ms gap between the burst and vocal fold vibration, we perceive an unvoiced
stop. Thus, this aspect of phonological perception could be based on a fundamental property
of auditory perception, rather than the peculiarities of the gestures that go into voiced and
unvoiced stop consonants.

Because the acoustic signals created by speech are tremendously complex, the general
acoustic approach, as it stands, does not offer an explanation of the full range of human (or



animal) speech perception abilities. Its chief advantages lie in its ability to explain common
characteristics of human and non-human speech perception, as well as common properties
of human speech and non-speech perception. Because the general auditory approach is not
committed to gestures as the fundamental unit of phonological representation, it is not
vulnerable to many of the criticisms leveled at the motor theory.

The fuzzy logical model of speech perception (FLMP), one of the better known approaches
within the general auditory tradition, incorporates the idea that there is a single set of
“ideal” or “prototype” representations of speech sounds, as determined by their acoustic
characteristics (Massaro & Chen, 2008; Massaro & Oden, 1995; Oden & Massaro, 1978; see
also Movellan & McClelland, 2001). According to FLMP, speech perception reflects the
outcomes of two kinds of processes: bottom up and top down. Bottom-up processes are
those mental operations that analyze the acoustic properties of a given speech stimulus.
These bottom-up processes activate a set of potentially matching phonological
representations. Stored representations of phonemes are activated to the degree that they
are similar to acoustic properties in the speech stimulus; more similar phonemes attain
higher degrees of activation, less similar phonemes attain lower degrees of activation. Top-
down processes are those mental operations that use information in long-term memory to
try to select the best possible candidate from among the set of candidates activated by the
bottom-up processes. This may be especially important when the bottom-up information is
ambiguous or degraded. For example, when the /n/ phoneme precedes the /b/ sound (as in
lean bacon), often times coarticulation makes the /n/ phoneme come out sounding more
like an /m/. When someone listens to lean bacon, bottom-up processes will activate both the
prototype /n/ phoneme and the prototype /m/ phoneme, because the actual /n/ part of the
signal will be intermediate between the two prototypes. According to the FLMP, our
knowledge that lean bacon is a likely expression in English should cause us to favor the /n/
interpretation, because there is no such expression as “leam bacon” However, if the /n/
sound were in a non-word, such as pleam bacon, a listener would be more likely to pick
the /m/ interpretation, because the competing /n/ sound would not receive any support
from “top-down” processes. This effect, the tendency to perceive ambiguous speech stimuli
as real words if possible, is known as the Ganong effect, after its discoverer, William
Ganong (1980).

FLMP also offers a mechanism that can produce phonemic restoration effects
(Bashford, Riener, & Warren, 1992; Bashford & Warren, 1987; Bashford, Warren, &
Brown, 1996; Miller & Isard, 1963; Samuel, 1981, 1996; Sivonen, Maess, Lattner, and
Friederici, 2006; Warren, 1970). Phonemic restoration happens when speech stimuli are
edited to create gaps. For instance, you might record the word legislators, and delete the
middle “s” sound. When you play that stimulus with the “s” deleted, people often times
notice that there is a gap in the word, and it sounds funny. However, if you insert a
noise, like the sound of someone coughing, or even white noise, people experience
phonemic restoration—they hear the word as if the middle “s” sound were present, as if
someone had pronounced legislators perfectly. If you put your specially edited word in
the middle of a sentence, as in It wasn’t until midnight that the legi(cough)lators finished
the bill, people again hear the word legislators as if it had been pronounced perfectly,
with the middle “s” sound in its normal place, and they hear the cough as if it happened
just before or just after the edited word. (People hear It wasn’t until midnight that the
(cough) legislators finished the bill.) These phonemic restoration effects are stronger for
longer words than shorter words, and they are stronger for sentences that are grammatical
and make sense than sentences that are ungrammatical or don’t make sense. Further,
the specific phoneme that is restored can depend on the meaning of the sentence that
the edited word appears in. For example, if you hear The wagon lost its (cough)eel, you
will most likely hear the phoneme /w/ in place of the cough. But if you hear The circus
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has a trained (cough)eel, you will most likely hear the phoneme /s/. Research involving
evoked response potentials (ERPs) that are created when groups of neurons fire in
response to a stimulus show that the nervous system does register the presence of the
cough noise very soon after it appears in the stimulus (within about 200 ms).

All of these results suggest that a variety of possible sources of top-down information
affect the way the acoustic signal is perceived. Further, they suggest that perception of
speech involves analyzing the signal itself as well as biasing the results of this analysis based
on how well different candidate phonological interpretations fit in with other aspects of the
message. These other aspects could include whether the phonological interpretation results
in a real word or not (as in lean vs. leam), whether the semantic interpretation of the
sentence makes sense (as in I saw them kiss vs. I saw them dish), and how intact the top-
down information is (a poorly constructed sentence is less likely to make up for a degraded
acoustic signal).

Summary and Conclusions

Speaking requires you to have an idea and it requires you to move your articulators. Sounds
simple, but there are a lot of steps you have to take after you have an idea and before it
makes it into the world as a set of sound waves. You have to find the right lexicalized
concepts in your language, you have to activate the lemma representations that correspond
to those lexicalized concepts. Having done that, you have to find the right forms for those
lemmas, which involves both morphological and syntactic processing. One you have
activated the right set of morphemes and have arranged them in a series, you can start
activating sounds that will express your idea. Activating sound codes entails a set of
processes that lead to syllabification, where specific activated speech sounds are assigned to
specific positions in specific syllables. Having accomplished that much, the syllabified
representation is turned over to the motor system, which creates a gestural score that your
motor control systems use to signal over 100 muscles that are involved in speech. The final
outcome of that process is a set of muscle movements that drive the articulators, which
perturb the flow of air coming out of your body and create the characteristic patterns that
we perceive as speech.

Understanding speech requires that you register the acoustic pattern created by the
movement of the articulators and use it to recover the speaker’s intended meaning.
Sounds simple, but there are a lot of steps you have to take after you register the presence
of a speech stimulus before you can figure out what it means. Coarticulation makes the
analysis of the speech signal especially challenging, because there are no clear temporal
breaks that signal where one phoneme ends and the next one begins, and because the
gestures used to produce a phoneme are affected by the preceding and following
phonemes. Because the articulators are moving simultaneously, and because the precise
nature of the movements for a given phoneme depend on both the preceding and the
following phonemes, there is no one-to-one relationship between acoustic signals and
phonemes. Motor theory, and its mirror neuron variant, propose that we “see through”
the complexity of the acoustic characteristics of speech by using the speech signal to
activate representations of the movements (gestures) that created the speech signal.
Motor theory advocates propose that speech perception is carried about by a specially
functioning and dedicated processing module. According to motor theory, this module
leads to special properties of speech perception, including duplex and categorical
perception. Mirror neuron advocates point to parts of monkey brains that respond when



the monkey makes a gesture (e.g., grasping an object) or sees someone else make the
same gesture. Mirror neurons are seen as the vital bridge between perception and
production that the motor theory requires.

Critics of motor theory, on the other hand, have shown that speech perception is not
“special” as defined by motor theory. Non-human animals, like Japanese quail and
chinchillas, perceive aspects of speech much the same way humans do; and humans
experience duplex and categorical perception for non-speech sounds. As an alternative to
motor theory, some accounts propose that general-purpose auditory processing
mechanisms are deployed for speech. The general auditory approach can explain why non-
human animals perceive some kinds of phonemes, and why speech has some of the
characteristics that it has—such as having perceptual boundaries at specific voice onset
times. The fuzzy logical model of speech perception falls within this tradition. It proposes
that both signal analysis and stored information influence the perception of any given
speech stimulus. Such interactions of bottom-up and top-down information are
demonstrated by phenomena like the Ganong effect and different kinds of phonemic
restoration. However, the general auditory approach does not yet constitute a complete
theory of speech perception, and so speech perception continues to be actively and
intensively researched by language scientists.

.
TEST YOURSELF

1. What kinds of mental processes do speakers go through prior to articulation?

2. According to the WEAVER++ model, what kinds of representations do speakers
activate before they speak? What evidence supports the psychological reality of
models such as WEAVER++? What observations suggest that aspects of the
WEAVER++ system may not be present in human speakers?

3. Describe the difference between a concept and a lexicalized concept. What roles
do each of them play in speech production?

4. What kinds of errors do people make when they speak? What do the errors tell us
about the speakers’ mental processes?

5. Describe similarities and differences between Gary Dell’s spreading activation
model and the WEAVER-+ model of speech production. What evidence favors
each account?

6. Describe the tip-of-the tongue phenomenon. What kinds of words are most likely
to produce a TOT and why?

7. How is speech perceived according to Liberman’s motor theory? What is
coarticulation and what role does it play in the theory? What is the McGurk effect
and what does it tell us about speech perception? Why do some people believe that
motor neurons provide the physical/neural basis for speech perception? Is there
anything wrong with the mirror neuron hypothesis?

8. What are the chief theoretical alternatives to motor theory? Why might one prefer
these alternatives?

Test Yourself
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THINK ABOUT IT

1. Try to induce tip-of-the tongue states. Design an experiment (for example, you
could compare different kinds of words). Use the definitions from the tip-of-the
tongue section (above) or come up with some of your own. Test your classmates or
your friends. How often are you able to induce TOT states? Do some kinds of
words work better than others? Are your results consistent with the experimental
results?

2. Take some time to listen to conversations around you. When two people are
conversing, are there similarities in what the two partners say or how they say it?
What do you think accounts for these similarities?

3. Find a quiet place to work, a partner, and a pencil. Sit so that you and your partner
can hear each other but not see each other. Have your partner speak a short list of
words, like pencil, box, toaster, walnut, camera, and thing. Flip a coin before saying
each word. If the coin comes up “heads,” speak the word while holding the pencil
between your teeth. (This is kind of like doing a bite-block production experiment.)
See if you can hear when your partner has the pencil in her mouth. Which kinds
of speech sounds are most affected by the pencil? See if you can figure out why. See
if you can determine what cues you are using to figure out when your partner is
using a pencil.

Notes

N =

~

10

11

Caber (n.): A very large wooden log that is thrown in contests of strength.

To be truly complete, the theory would also have to explain how the articulatory apparatus is controlled, but
that is a conceptually separate topic. Most theories of speech production are satisfied to let the motor system
deal with the actual movements, although some evidence suggests that articulator movement in speech is
programmed dynamically each time speech is produced, rather than being controlled by an inventory of pre-
compiled gestural plans. For example, speakers can produce acoustic signals that are within the range of
normal variation even if their vocal apparatus is significantly perturbed by bite-blocks or other mechanical
methods (e.g., Gay et al., 1981).

The process is called resyllabification in some accounts of speech production, but this seems to imply an initial
stage of processing in which syllables are tied to individual words and then reorganized, which may not be
accurate.

Syllable frequency effects also suggest that they are a psychologically real representational unit that participates
in production (Levelt & Wheeldon, 1994).

At parties, we used to play a profane version of this experiment called “fuzzy duck-ducky fuzz”. Oh, the
laughter we enjoyed. Good times.

See also Moss, McCormick, & Tyler, 1997, for evidence of semantic over phonological priority in lexical access.
Ebenezer, sampan, ambergris, philatelist.

The precise mechanism that produces “competition” effects is still under investigation. Some accounts favor
mutual inhibition within the conceptual and lemma levels (e.g., Dell et al., 1997), while others favor non-
inhibitory processes in networks where multiple sources can feed activation to different candidates (e.g.,
Roelofs, Meyer, & Levelt, 1996).

Facilitatory and inhibitory effects depend on the precise timing of the onset of the target picture and the word.
Interested readers may wish to consult Griffin & Ferreira (2006) and Levelt (1989).

And vice versa in interactive accounts like Dell’s spreading activation model (Dell, 1986; Dell et al., 1997) and
related accounts (e.g., Cooper & Ferreira, 1999).

But see Roelofs et al. (1996) for a strictly feed-forward, serial-selection model that can produce mixed errors
as well as the lexical bias.



12 In another study, Motley and colleagues showed that slips of the tongue that led to sexually suggestive
statements were more frequent when experimental participants were in a sexually charged frame of mind
(Motley & Baars, 1979). Participants made more pain-related slips of the tongue when they expected to receive
an electric shock.

13 Alvin Liberman, the founder of the modern study of speech perception, argued that we are specially adapted
by evolution for just this purpose—to produce and understand coarticulated speech. Otherwise, he argues, we
could only talk as fast as we can spell (i.e., really slowly), and communication would suffer.

14 Other names also appear in the literature, including sonogram, sonograph, and spectrograph. This chapter
follows Liberman and uses spectrogram.

15 Fowler’s direct realist perspective offers a different theory of perception within the motor theory tradition. The
chief difference between the two approaches is that the most current version of Liberman’s motor theory treats
prototype “intended gestures” as being the fundamental units of speech perception, while Fowler believes that
the fundamental units are the actual speech gestures that speakers produce (see, e.g., Fowler, 2008).

16 In another version of the experiment, the two parts of the stimulus were both played to both ears, but the
relative loudness of each component was manipulated. The elided transition began to affect perception at
intensities below the detection threshold for the transition when presented in isolation, and produced duplex
perception when the intensity of the transition was about 20 dB greater than the base. Liberman and colleagues
view both of these effects—sub-threshold effects on phonological perception and duplex perception with large
intensity differences between transition and base—as evidence for modular speech processing.

17 Other examples of perceptual variables that can vary continuously are hue in vision (related to color perception)
or saturation in gustation (which can lead to gradual changes in taste perception).

18 It would have been much ickier without the gloves.

19 Of course, there is no direct evidence for this hypothesis and these authors have not ruled out the equally likely
possibility that modern speech evolved from more primitive systems of vocal signals (e.g., alarm calls rather
than manual gestures).

20 But note that while fMRI and other imaging studies also find frontal activity correlated with phoneme
comparison and judgment tasks, they often do not find frontal activity for speech perception tasks that do not
involve comparison and judgment. Thus, frontal activations may reflect perceptual processes, but they might
also reflect working memory processes, executive function, attention, or other subcomponent processes
involved in phonological comparisons.

21 See Hickok (2008) for a wide-ranging critique of the mirror neuron theory of action understanding.

22 AndThave ...

23 Pinker (1994) objects to these findings because, he argues, the animals require thousands of training trials,
while human infants require few or none. But this criticism is really misplaced. While the animals may require
many trials to learn the experimental procedure (that they get rewarded for particular behaviors under
particular contingencies), they do not, in fact, need thousands of trials to respond appropriately to a given
stimulus after this basic training. While the animals are trained on a specific set of training stimuli, their ability
to discriminate phonemes and to compensate for coarticulation generalizes to novel stimuli (that they were not
exposed to during the basic training period; see, e.g., Kluender & Kiefte, 2006).

24 Of course, it is always possible that there are multiple sets of motor representations for speech gestures, stored
in multiple parts of the brain (just as monkeys have multiple somatotopic maps), but motor theory clearly
associates speech perception with motor representations stored in the motor strip and adjacent premotor
areas.
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Word Processing

Polysynthetic languages go overboard ... packing whole
English sentences into a single word, as in Cayuga
Eskakhehona'tayethwahs, “I will plant potatoes for them
again.”

NICHOLAS EVANS AND STEPHEN LEVINSON

One principle that guides traditional linguistic theories is that language
consists of two components, a lexicon that captures information about words,
their components and their meanings, and a grammar that lays out the
principles governing how words can be combined into phrases and sentences.
As the example above shows, this distinction between words and longer
expressions generated by a grammar is not always as neat and tidy as it is in
English. However, a great deal of word-processing theory has been built on the
basis of English and other analytic languages, and a great deal can be learned
by reviewing this research. So, let’s put aside for the time being questions
relating to more complex (but still very interesting) alternative systems.

This chapter will focus on the mental lexicon, what information it contains,
and how that information is accessed and used in real time as people are trying
to understand utterances. Big questions about words in language science
include: How do we mentally represent word forms? How are those
representations organized? How are word meanings represented in the mind?
When we hear or see a word, how do we go about searching our memories for
amatching form? What parts of the brain are involved in storing and accessing
word meanings and what are the neural events that support word processing?
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Word Processing

To understand how words are represented and processed, we need to subject them to
several different kinds of analysis. Separate kinds of analyses are required because we
represent information about words in at least two distinct ways. First, we mentally represent
the form that words take, the way they sound and the way they look. The way they sound is
reflected in a phonetic or phonological code, and the way they look is represented in an
orthographic code. We also represent the meaning that words convey, which is referred to as
a semantic coding system. When we talk about how word representations are organized, we
can focus on different kinds of mental representation. Words may be related to one another
because they sound similar (gave—cave), because they look similar (wow-mow), or because
they have similar meanings (horse-donkey). Prominent accounts of word processing
propose that word forms are represented in lexical networks and word meanings are stored
in a separate, but linked, semantic memory or conceptual store. To understand how words are
represented and processed, we have to be clear whether we are talking about form or
meaning, and we have to recognize that the mind represents these attributes in different
ways in separate, but linked systems (Balota, Yap, & Cortese, 2006; Collins & Loftus, 1975;
Hutchison, 2003; McClelland & Rumelhart, 1985).

The Anatomy of a Word:
How We Mentally Represent Word Form

The analysis of word form starts with an analysis of subcomponents. Words are made up of
parts. In the same way that we can analyze molecules as being made up of different kinds of
atoms, and we can analyze atoms as being made up of different kinds of particles, so we can
divide words up into their subcomponent parts. Different psychological and linguistic
theories emphasize different aspects of words, and different theories make different claims
about which parts of words have the biggest impact on mental processes that activate stored
information about words, but classical linguistic theories regarding those parts provide a
good way to organize our thinking about words.

Classical linguistic approaches to word form representation view words as involving a
hierarchical arrangement of components. In speech, the lowest level of organization is the
phonetic feature. Phonetic features, like place and manner of articulation, combine to
produce the next level of organization, the phoneme. Phonemes can be combined to make
up bigrams (pairs of phonemes) and trigrams (triplets), or we can think of combinations of
phonemes as composing syllables, consonant-vowel (CV) or consonant-vowel-consonant
(CVC) combinations. (CV and CVC combinations result from the fact that when we talk,
we alternately open and close our jaws, starting and stopping the flow of air—we literally
flap our jaws when we speak). Syllables themselves can be divided into onsets (the initial CV
combination, like spa in spam) and rimes (the ending VC combination, like am in spam).

One or more speech sounds can combine to produce a morpheme—defined as the
smallest unit in a language that can be assigned a meaning. One or more morphemes can be
combined to produce a word. Cat, for instance, is a monomorphemic (“one morpheme”)
word because there is only one morpheme that makes up the word. Languages also combine
morphemes to produce polymorphemic (“more than one morpheme”) words, as in the
compound word blackboard (some languages, like, Turkish, Finnish, and German are
prolific combiners of morphemes).! Languages also provide ways of changing the flavor of
a word meaning. We can alter the meaning of cat (a singular noun, used to refer to one
animal) by adding a bound morpheme, -s, resulting in the polymorphemic word cats (a plural
noun, used to refer to more than one animal).



Lexical Semantics

The whole point of having words in the language is that words can convey meaning from
speaker to listener. How is that accomplished? To begin the discussion, we have to
discriminate between two different definitions of the term meaning. When we talk about
word meanings, we can differentiate between sense and reference (Jackendoff, 1983). Sense
refers approximately to dictionary-like or encyclopedic knowledge that we have about
words. So, for example, the word cat maps on to information about generic form and
function. When we hear cat we can access the information that cats are mammals, they have
fur, they are kept as pets, and so forth. When we hear knife, we think of metal objects used
for cutting things. Reference is another form of meaning that words are involved in. When
we use words to refer to people, objects, or ideas the words themselves have senses, but their
specific meaning in a given context depends on what the words point to—what they refer to.

Consider the situation depicted in Figure 3.1. This mini-universe consists of two objects.
If someone wants to direct your attention to one of the objects, she needs to craft an utterance
that refers to that object. There is a verylarge (possibly infinite) number of different expressions
one could use to point to either object. Each of these different expressions will have a different
sense. Let’s say our speaker chooses to refer to one of the objects as The dark orange one. The
sense of the words dark orange helps the listener pick out the object on the left. So, the speaker
could also have said, The one on the left. That expression picks out the same object as the dark
orange one did, so it has the same referent, and in that way the two expressions “mean” the
same thing—both expressions direct your attention toward the same object. But the two
expressions have different senses—being dark orange is not the same thing as being on the
left—and so the two expressions “mean” different things at the level of sense. Different
expressions that have the same sense can have different referents in different contexts. If our
speaker said, The bigger one in the context of Figure 3.1, that would point to the dark orange
object. But if she said the same thing in the context of Figure 3.2, that would point to the pale
orange object. We can talk about the meaning of a word by referring to the sense of the word;
and we can talk about the meaning of a word by focusing on what the word refers to. Chapter
6 discusses reference in some detail, so this chapter will deal exclusively with the sense
meaning of words. When this chapter talks about semantics or meaning, think “sense”

So how are word meanings (senses, that is) represented in the mental lexicon? And what
research tools are appropriate to investigating word representations? One approach to
investigating word meaning relies on introspection—thinking about word meanings and
drawing conclusions from subjective experience. It seems plausible, based on introspection,
that entries in the mental lexicon are close analogs to dictionary entries. If so, the lexical
representation of a given word would incorporate information about its grammatical
function (what category does it belong to, verb, noun, adjective, etc.), which determines how
it can combine with other words (adverbs go with verbs, adjectives with nouns). Using

Figure 3.1 A two-object universe.
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Figure 3.2 Another two-object universe.

words in this sense involves the assumption that individual words refer to types—that the
core meaning of a word is a pointer to a completely interchangeable set of objects in the
world (Gabora, Rosch, & Aerts, 2008). Each individual example of a category is a token. So,
team is a type, and Yankees, Twins, and Mudhens are tokens of that type.?

If word meanings are types, how do we represent types? We could represent a given type
by making a list of defining, necessary, or core characteristics. Some words seem to be easily
represented by a small number of core, necessary features. “Bachelor,” for example, seems to
be well represented by combining the concepts “human,” “adult,” “male,” and “unmarried”
However, this apparent simplicity may be misleading. How about the concept “cat’? We
could use its core features (e.g., “cat” = “cute and furry killing machine”). But we know an
awful lot more than that about cats (they have claws, they see well at night, they cough up
hairballs, they don’t make good doorstops, you can’t use them to iron your clothes, etc., etc.).
The question then becomes, of all of the millions of things one could include in the
dictionary entry under the word cat, which things get put in and which things get left out?
Does the meaning of cat include the fact that it can breathe? Does it include the fact that it
is larger than a tomato and smaller than an automobile? Probably not. But where do you
draw the line? Which properties are prestored in long-term memory, and which are derived
“on the fly”? What we really need to store to represent the meaning of the word cat is just its
core or essential properties—those things that make up the essence of “cat” and that
discriminate between cats and other kinds of things. In which case, we might store just
features like “mammal, feline, pet, makes purring sound” and perhaps a visual image of a
prototypical cat. This approach runs into trouble very quickly, however, as many fairly easy
to understand concepts do not have consistent, core properties across different versions of
the concept. Even apparently simple concepts like “bachelor” run into trouble (Pinker, 1994).
Are monks bachelors? Not really, but they certainly are human, adult, male, and unmarried.
The concept described by the word game is fairly common, and different activities are fairly
easy to categorize as games, but there does not appear to be a single feature or combination
of features that is consistent across all of the things we identify as being a game (Gabora
et al., 2008; Murphy & Medin, 1985). So, if the concept “game” does not have any necessary
or common features, what do we list under properties in the mental dictionary entry for the
word game? Another issue is that some referents seem to be better examples of a category
than others. Most people judge red hair as being a worse example of the word red than fire
engine red (Rosch, 1973). If word meanings are based on types made up of fully
interchangeable tokens, then every instance of red should be just as good as every other
instance of red. But real words and the concepts they refer to do not seem to have necessary,
core, or defining features (some tokens are better than others), and many categories are a bit
“fuzzy” or vague—it is not clear where exactly one category stops and another one begins.
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Figure 3.3 A piece of a semantic network.

These are the kinds of problems that have led many language scientists to abandon the
“defining” or “core” features approach to lexical semantics. Until someone comes up with a
much better categorization scheme, dictionary-definition-like entries do not seem to be a
good way of explaining how word meanings are represented in the mental lexicon.

One way to sidestep problems associated with the dictionary entry theory of semantics
is to operationalize word meanings as reflecting collections of associated concepts.
According to this type of account, a word meaning is defined as “whatever comes to mind
when someone says the word” This approach, exemplified by semantic network theory
(Collins & Loftus, 1975; Collins & Quillian, 1972; see also Rips, Shoben & Smith, 1973;
Smith, Shoben, & Rips, 1974), has been the dominant theory in artificial intelligence
approaches to semantics for the past 30 years (see Ober & Shenaut, 2006, for a review;
related approaches include Ken McRae’s feature-based semantic nets; McRae & Boisvert,
1998; McRae, Cree, Seidenberg, & McNorgan, 2005; McRae, de Sa, & Seidenberg, 1997). The
goal of semantic network theory is to explain how word meanings are encoded in the
mental lexicon and to explain certain patterns of behavior that people exhibit when
responding to words.

Semantic network theory proposes that a word’s meaning is represented by a set of nodes
and the links between them (as in Figure 3.3). The nodes represent concepts whose meaning
the network is trying to capture, and the links represent relationships between concepts. For
example, the concept goose would be represented as an address in memory (a node)
connected to other addresses in memory by different kinds of links. One of the important
kinds oflinks in semantic network theory is the “is a” type. The is a link encodes relationships
between general categories and the concepts that fall within the category. So, goose would
be connected to the waterfowl node with a unidirectional is a link (representing the concept
that a goose is a waterfowl). The waterfowl category node could be connected to many
different instances (duck, goose, coot, swan, seagull, and so forth), and could in turn be
connected to a superordinate category node, like bird, with yet another is a link. According
to this view, subordinate concepts, like goose, inherit the properties of superordinate nodes
via transitive inference (a goose is a waterfowl, a waterfowl is a bird, therefore a goose is a
bird). This means that there is no need to directly connect the specific concept goose to the
more general concept bird, and this helps conserve memory resources.

Lexical Semantics
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In early work, Collins and Quillian showed that statements such as A canary can fly
primed responses to statements such as A canary is a bird. The explanation for this effect
was that reading A canary can fly caused activation to spread from canary is a bird to a bird
can fly. So hearing A canary can fly entails implicitly activating the relationship a canary is
a bird, and that property is already activated when subjects read a canary is a bird (Collins &
Quillian, 1970). Other kinds of nodes and links are used to represent other properties and
attributes of individual concepts, like goose. For example, has links and can links connect
concepts to components (a goose has feathers, a beak, and wings; a goose can fly). The
meaning of a word, on this account, is captured by the pattern of activated nodes and links.
The meaning of goose is based on the concepts that goose is connected to, and the kinds of
links that form the connections.

The idea of spreading activation is used to explain how information represented in the
semantic network is accessed, and why words that are related to one another facilitate access
to one another (Collins & Loftus, 1975; Posner & Snyder, 1975). Spreading activation is a
hypothetical mental process that takes place when one of the nodes in the semantic network
is activated. So, if someone says, goose, the goose node is activated by the matching
phonological (sound) or orthographic (spelling) information. Activation from the goose
node then spreads to nodes that are connected to it. So, activating goose causes activation to
spread to the superordinate node, bird, and to the attributes connected to bird, has wings,
has feathers, and can fly. Spreading activation has two important properties: (a) It is
automatic. It happens very fast and we can not control it. (b) It diminishes the further it has
to go. Like ripples in a pond, nodes that are directly connected to goose are strongly and
quickly activated when you see or hear goose; and more distantly connected nodes are less
strongly and less quickly activated, and beyond a couple of degrees of separation, no changes
in activation should occur.

The two proposed properties of spreading activation help explain how people respond
during priming tasks. Priming occurs when presenting one stimulus at time 1 helps people
respond to another stimulus at time 2. In classic work on word processing, people respond
faster in lexical decision and naming experiments when a target word like duck is preceded
by a related word like goose, compared to a control condition where duck is preceded by an
unrelated word like horse (Meyer & Schvaneveldt, 1971, 1976; Moss, Ostrin, Tyler, &
Marslen-Wilson, 1995). This kind of priming is referred to as semantic priming. Semantic
network theory explains semantic priming as resulting from the spread of activation in the

Anumber of experimental tasks are used to
investigate word processing. Two of the
most common ones are lexical decision and
naming. In the lexical decision task, people are
presented with lists of stimuli, either auditorily or
visually on a computer screen. Some of the stimuli
are real words, like cat, dog, bachelor, and some
are not, like wat, rog,and lachenor. The individual’s
task is to indicate, as quickly as possible, whether
the stimulus is a word or not. The idea is that, if
you have an entry in your mental dictionary that
corresponds to the stimulus, you will say “yes,”

otherwise you will say “no, and the
amount of time it takes you to respond is

an index of how easy it was to access the word’s
entry in the lexicon. Naming also (usually)
involves lists of words, but it is not necessary to
present non-words, and you respond by saying
the word out loud as quickly as you can. Here
again, the idea is that the amount of time it takes
you to say the target word measures how long it
takes you to access the lexicon and find the word
you are trying to say (see Balota et al., 2006; Potts,
Keenan, & Golding, 1988).



semantic network. Because duck and goose have many attributes in common, activating one
of the concepts necessarily leads to substantial activation in the set of properties that makes
up the meaning of the other concept. So, if you hear goose, you activate waterfowl, bird,
feathers, and can fly. When you subsequently hear duck, those pre-activated concepts
support the naming or lexical decision response (you have to wait for a shorter period of
time for the network to activate the parts of the network that represent the concept duck).
When you hear the prime word horse, activation spreads to closely connected nodes, but
activation dies away before it reaches the part of the network that represents concepts
related to duck. So, when you hear horse before the target word duck, the pattern of
activation representing the meaning of the word duck starts from zero (or normal resting
activation), it takes the network longer to activate the appropriate bits, and your behavioral
response is correspondingly slower. Faster response time to primed words is also associated
with decreased neural activity when a target word is preceded by a related prime word
compared to when it is preceded by an unrelated word (e.g., Kuperberg, Lakshmanan,
Greve, & West, 2008; Rissman, Eliassen, & Blumstein, 2003; Wagner, Desmond, Demb,
Glover, & Gabrieli, 1997).

Spreading activation is thought to diminish substantially beyond one or two links in the
network. Evidence for this comes from mediated priming studies involving pairs of words
like lion-stripes. The word lion is related to the word stripes through the mediating word
tiger (lion is associated with tiger, tiger is associated with stripes). When you hear lion,
activation spreads to tiger. When tiger gets activated, it should cause activation to spread to
stripes. If so, then lion should prime your response to the word stripes. In fact, hearing or
reading the word lion does lead to a small priming effect for the word stripes, so activation
does spread beyond directly connected concepts (such as lion and tiger). But if activation
can spread beyond immediately connected nodes, what prevents activation from spreading
all over the network? If it did, nearly everything in the network would be activated every
time you heard any word.> According to semantic network theory, what prevents activation
spreading all over the network is that the total amount of activation that can be spread is
limited. So, nodes directly connected to the prime word are strongly activated, but less
directly connected nodes are less strongly activated, with activation diminishing with
increasing distance in the network. And, in fact, lion primes stripes much less than it primes
the directly related word tiger, as predicted by diminishing spread of activation with distance
(Balota & Lorch, 1986; de Groot, 1983; McNamara & Altarriba, 1988).

The hypothetical mental process of spreading activation is thought to be automatic, and
behavioral evidence suggests that word-to-word associations are activated quickly, without
conscious effort, and outside of our control. In Jim Neely’s (1977) study, people were told to
expect a particular kind of word after they heard a category label. The category label might
be something like body part, but the subjects were told that words referring to birds would
follow the cue body part. If people can control the activation of concepts, then they should
focus their attention on birds immediately after they hear or see the cue body part. If people
can control the spread of activation, concepts related to body part (like arm, leg, hand)
should not be primed, and members of the expected category birds should be primed. When
Neely tested people’s responses to expected (bird) targets immediately after the cue body
part, there was no priming. But the unexpected, body part names (arm, leg, hand) were
primed. If a delay (a couple hundred milliseconds) intervened between the time when the
cue (body part) appeared and the expected target appeared, then priming for bird names did
occur. Neely explained this by proposing that, when people get the cue (body part) they
strategically think up a short list of bird names that they might hear. It takes time to come
up with this list, so there is no priming for birds right away, but later on when the list has
been generated, there is a good chance that the target word will be on the generated list, and
this speeds up the response. The pattern of response (immediate, fast reaction to body parts;
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delayed priming of bird names) is consistent with two processes: fast, automatic activation
spreading from the cue to related concepts and slower, non-automatic (strategic) attention
shift to a short list of likely bird names. The existence of fast, automatic spreading activation
and a slower strategic modulation of word activation levels is also supported by data
showing that some aphasic patients appear to have intact automatic priming, but impaired
strategic priming. In experiments with short lags between primes and targets, these aphasic
patients show normal levels of priming, but at longer lags, no priming is observed (Hagoort,
1997; Ostrin & Tyler, 1993).

According to semantic network theory, words are related to one another by virtue of
having links to shared nodes. Duck and goose both connect to the bird node, the feathers
node, and so forth. Two words can prime one another because they have similar
representations due to shared nodes. This leads to the kinds of priming effects described
above and also influences what happens to semantic knowledge when the brain is damaged
(e.g., Moss, Tyler, Durrant-Peatfield, and Bunn, 1998). Two words can also be related to one
another, whether they share nodes or not, if the two words co-occur in the language. So
police and jail will prime one another, not because police officers resemble jails or vice versa,
but because the two words appear together often, and so the presence of one of the pair may
be used to predict the appearance of the other in the near future (as in classical conditioning
theory; Skinner, 1957). One of the challenges in word-processing research is to determine
whether priming effects (like duck-goose priming) result from sharing nodes in a network,
which is the classical view of semantic priming, or whether priming occurs simply because
words co-occur, whether they share features of meaning (like doctor-nurse) or not (like
police—jail). Although the degree of priming that is observed in an experiment depends
critically on what kinds of tasks are used and how stimuli are displayed, robust priming is
observed for pairs of words that are associated with one another (Moss et al., 1995; Perea &
Gotor, 1997; Shelton & Martin, 1992). Priming is harder to detect when pairs of words share
elements of meaning, but are not associated, especially when the semantic relationship
consists of belonging to the same general category (like animal or clothing). So, although pig
and horse come from the same category (animal, or even more specifically farm animal), the
priming between horse and pig is more fragile than between pairs of words that have an
associative relationship (like dog and cat).*

There is an ongoing discussion in language science about whether purely semantic
relationships (horse-pig) produce priming effects in tasks that tap automatic meaning
activation, but there is a growing consensus that associative priming and semantic priming
are governed by different mechanisms. Recent ERP evidence supports this conclusion.
Sinéad Rhodes and David Donaldson (2008) conducted an experiment where they showed
subjects pairs of words that were only associatively related (fountain-pen), semantically
and associatively related (dog-cat), only semantically associated (bread—-cereal), or unrelated
(beard-tower). They found that the purely semantically related pairs evoked a neural
response in the brain that was the same as the response evoked by unrelated pairs of words.
Associatively related pairs decreased the magnitude of the N400 effect,” whether the pairs
also had a semantic relationship or not (see Figure 3.4). Recent behavioral and
neuropsychological studies also suggest that people respond differently to association than
they do to semantic relatedness. People respond to association more quickly than they
respond to semantic relatedness (Perea & Rosa, 2002). Alzheimer’s dementia patients also
show priming for associatively related words, but not for semantically related pairs like
bread-cereal that are not otherwise associated (Glosser & Friedman, 1991; Glosser, Grugan,
Friedman, Lee, & Grossman, 1998; Ober, Shenaut, & Reed, 1995).

Concepts that co-occur more often in real life can become more strongly connected in
the semantic network. As Perea and Rosa (2002, p. 189) explain, “the terms for things
frequently connected in experience become themselves connected in the mental lexicon”
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Figure 3.4 ERP results for a priming experiment involving associatively related and
semantically related pairs of words (from Rhodes & Donaldson, 2008, p. 55). The ERP
waveforms in the box show that associated pairs (the orange lines) decreased the magnitude
of the N400 effect, but semantically related pairs (the black and gray lines) did not. The
response to semantically related pairs (dashed black line) diverges from the response to the
unrelated word pairs (solid gray line) at a later point in time.

These patterns of connectivity between different words have been shown to affect how easy
itis to remember words. Connectivity reflects how many words are associated with a specific
target word, and how many connections are shared between that set of words (see Figure 3.5).
Some words have few associates, and those associates have few connections between
them. Those words have low connectivity. High connectivity words have more associates, and
those associates have more connections between them. In Figure 3.5, dog is low in
connectivity and dinner is high. High connectivity words are easier to remember than low
connectivity words in both cued and free recall (Nelson, Bennett, Gee, Schreiber, &
McKinney, 1993; see also Breedin, Saffran, & Schwartz, 1998; Mirman & Magnuson, 2008).
High connectivity words also produce different patterns of brain activity in the temporal
lobes than low connectivity words (Pexman, Hargreaves, Edwards, Henry, & Goodyear,
2007; Wible et al., 2006). Thus, the structure of the associations in semantic memory affects
the degree to which processing one word facilitates processing of a subsequent word,
memory for individual words, and the brain’s response to different words.

Associationist accounts of word meaning: HAL and LSA

Whether “pure” automatic semantic priming exists or not, associative relations seem to play
a powerful role in how people respond to words, which suggests that associative relations
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Figure 3.5 Connectivity for dinner and dog (from Nelson et al., 1993, p. 748)

are encoded in the lexical representation of word form, meaning, or both. There are some
mathematical models of semantic memory that place great emphasis on pure association,
the extent to which words co-occur in utterances, and propose that this is the basis upon
which word meanings are built (Burgess & Lund, 1997; Landauer, 1999; Landauer & Dumais,
1997; Landauer, Foltz, & Laham, 1998; Lund & Burgess, 1996). Two prominent models of
this type have been developed in the past decade or so, Burgess and Lund’s Hyperspace
Analog to Language (HAL)® and Landauer and Dumais’ Latent Semantic Analysis (LSA).
(You can explore how LSA works for yourself at http://Isa.colorado.edu.) According to HAL
and LSA, a word’s meaning is determined by the words that it appears with. If two words
appear together more than they appear with other words, then the meanings of those two
words are highly related. To determine whether two words are related in this way, HAL and
LSA both depend on corpora,” which are large collections of utterances, which ideally reflect
random, representative samples of the utterances that appear in the language as a whole.
HALs corpus included over 200 million words that were taken from USENET, an internet
resource that has chat groups on a wide range of topics. HAL tracks 70,000 different words
and uses its corpus data to determine how likely it is that each word will appear in the same
utterance as each other word. For each word pair, HAL assigns a co-occurrence value based
on how close the two words are, up to a distance of 10 words. Words that appear adjacent to
one another get a score of 10. Words that are separated by one word get a score of 9, and so
forth. At the end of this process, HAL has a 70,000 by 70,000 matrix that reflects word-to-
word co-occurrence. A word’s meaning is defined as the pattern of values in each of the cells
in the matrix for each word. So each word has 140,000 numbers assigned to it, and the
pattern of numbers, the vector, is the word’s meaning.

LSAs original corpus included almost five million words that were taken from an
encyclopedia. LSA divided its corpus into 30,000 episodes, and assessed the number of
times each one of 60,000 words appeared in each episode. LSA, like HAL, starts with a
matrix. But unlike HAL, LSA assesses the relationship between a word and a number of
contexts or episodes, rather than directly measuring co-occurrence between different



words. In LSA, a word that appears many times in episodes 1 and 29,000 would get a high
number in those two cells. Once the cell values have been assigned, LSA subjects them to a
form of factor analysis that captures commonalities in patterns of co-occurrences between
words and episodes. Instead of 30,000 individual values being assigned to each word, factor
analysis reduces the number of values to about 300. Similar to HAL, a word’s meaning is
represented in LSA as a pattern of values (a vector) across the 300 dimensions.

HAL and LSA use different methods to assess the degree to which words co-occur, but
they have in common the ideas that semantic representations incorporate a large number of
dimensions (hundreds, in fact) and that word meanings can be described as vectors across
those large numbers of dimensions. HAL has been used successfully to model priming
effects in lexical decision (Lund, Burgess, & Atchley, 1995) as well as how people categorize
words (Burgess & Lund, 1997). LSA has successfully modeled judgments of semantic
similarity (saying whether two words are synonyms or not), aspects of children’s vocabulary
development (Landauer & Dumais, 1997), and judgments about the quality of text
summaries (Kintsch etal.,2000; Le6n, Olmos, & Escudero, 2006). A similar high-dimensional
model of word meanings has been used successfully to predict which brain regions will
become most activated in response to a particular word (Mitchell et al., 2008).

One of the advantages of high-dimensional co-occurrence approaches to semantics is
that they avoid some of the problems associated with the feature-based approach to word
meaning. We can ask people to list features of objects, and we can use those lists of features
to predict reaction times and similarity judgments. On this account, semantic similarity is a
function of the number of overlapping semantic features—words with more features in
common have more similar meanings. But there is (currently) no objective way to decide
whether the mental representation of a word actually includes all and only the features that
people list when we ask them to introspect about words, and feature-based representational
theories can always be modified to include new features in the face of unexpected
experimental results, which makes such accounts difficult to falsify (Buchanan, Westbury, &
Burgess, 2001). LSA and HAL get around the problem of subjectivity in feature descriptions
by doing away with subjective feature descriptions altogether. Their methods of calculating
semantic similarity are entirely objective and, hence, replicable and falsifiable.

The symbol grounding problem

Although HAL and LSA make good predictions for similarity judgments and some aspects
of categorization, some language scientists are not comfortable with the idea that meaning
depends entirely on word-to-word associations, whether based on simple co-occurrence or
mathematically transformed co-occurrence. The chief among these objections also applies
to semantic network theory. As explained by Art Glenberg and others (e.g., Glenberg &
Robertson, 2000; Harnad, 1990; Zwaan & Rapp, 2006), co-occurrence and association are
not sufficient, by themselves, to describe word meanings, because associationist approaches
like HAL and LSA merely describe mappings, albeit highly complex mappings, between
symbols. Unless those symbols are grounded in some set of representations outside the
symbol system, the symbols cannot be assigned any meaning.

There are different versions of this position. One of them is John Searle’s Chinese Room
argument (Searle, 1980). Searle asks you to imagine being an English speaker in a small
room with two slots in it, a rule book, and a stack of cards that have Chinese characters
printed on them. You speak no Chinese and you do not know the meanings of any Chinese
characters, but you do have a rule book that tells you what to do. When a Chinese character
comes in one slot, you consult the rule book which tells you to pick some other characters
out of your stack and push them out the other slot. If you have the correct rule book, you
can respond perfectly appropriately, and your behavior would be entirely compatible with a
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Figure 3.6 A hypothetical “semantic” network.

native speaker of Chinese. So, if the characters coming in said “two plus two equals?”, you
could consult the rule book, and it would tell you to pick out the character that goes with
“four” People from the outside would think that whoever is in the box understands every
statement perfectly. But actually, you do not understand anything, you are just responding
to symbols based on what the rule book says you should do. So, you can respond to symbols,
but to you, those symbols have no meaning. The symbols could just as well have been, “10,”
“F) “®, and “+,” and your response (as dictated by the rule book) could have been “«” Until
we ground those symbols in something other than more symbols, they have no semantic
content, and hence no meaning.

Here’s another way of looking at the grounding problem. Let’s go back to our semantic
network model for a moment. According to semantic network theory, the meaning of goose
is based on a pattern of activation among a group of nodes associated with goose via links
in the network. We understand what the goose node represents by seeing what nodes it is
connected to, and what kinds of links connect the different nodes. But how do we understand
the nodes that are connected to goose? We understand the meaning of those nodes by seeing
what nodes they are connected to, and what kinds of links connect the different nodes. But
how do we understand those nodes? By seeing what nodes they are connected to ... you get
the idea.® The argument is equivalent to the Chinese Room case. Unless the symbols in the
semantic network (or primitive feature network or high-dimensional-analog-to-language
network) are connected to something other than abstract symbols, they can have no
meanings. We might as well replace the labels in the semantic network with those in
Figure 3.6. Or (as Art Glenberg put it many years ago), those in Figure 3.7.

Embodied semantics

How can the grounding problem be solved? One answer that has been gaining steam in the
recent past is the embodiment or embodied semantics approach to meaning. Embodied
semantics argues that abstract symbols or groups of symbols, like words, carry meaning
because those symbols are tied to representations outside of the (traditionally defined)
linguistic system. Specifically, words are tied to representations that we build using our



Figure 3.7 Another hypothetical “semantic” network.

perceptual apparatus (our five senses: vision, hearing, touch, taste, and smell). In that way,
words do not just activate patterns of abstract symbols, words evoke perceptual experiences
with real-world objects. When someone says cat, you do not just “think” “IO F ® 17, you
model the features of actual cats using the same apparatus that you use to perceive a real-
live, flesh-and-blood kitty. Glenberg and Robertson (2000) refer to this principle as the
indexical hypothesis.

According to the indexical hypothesis, establishing a word’s meaning requires three
processes. First, the word must be tied or indexed to actual objects in the world or analog
representations of those objects in the mind (the projected world in Jackendoff’s, 1983,
terminology; see also Zwaan, Madden, Yaxley, & Aveyard, 2004). Analog representations are
contrasted with abstract representations, in that analog representations carry some of the
features of the actual object itself (Kosslyn, 1973; Stevens & Coupe, 1978). For example, a
picture of a horse is an analog representation of a horse. The same information can be
captured in an abstract way in a JPG file as a sequence of zeroes and ones. Glenberg refers
to the analog mental representations of real-world objects as perceptual symbols, which
implies that people have the ability to mentally manipulate these symbols as appropriate in
the context that the utterance provides (Barsalou, 1999). In the second step, people “use the
indexed object or perceptual symbol to derive affordances” (Glenberg & Robertson, 2000,
p- 384). The idea of affordances comes from the work of J. J. Gibson, a prominent theoretician
and researcher in the area of perception. Affordances are determined by the interaction of
our perceptual abilities and the physical characteristics of our bodies and the physical
properties of objects in the world. For example, what makes a chair a chair is that the
combination of our bodies’ physical properties and the chair’s physical properties allows us
to use the chair for sitting—the chair affords sitting. (Chairs’ physical properties provide
other affordances as well. A chair can be used for self-defense in a bar fight. It can be used
to raise the body and retrieve snacks from the high shelf, and so forth.) The third process in
creating meaning from utterances is to mesh or combine the affordances of the different
indexed objects and characters in the utterance. When we interpret utterances, we index
words to real-world objects by activating perceptual symbols, and the combinations of
perceptual symbols determine what actions are available, how objects and actors might
interact, and therefore what events are possible or likely.
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The embodied semantics approach, and the indexical hypothesis in particular, offer a
potential solution to the symbol grounding problem, but does that mean that the hypothesis
is actually correct? We can evaluate the hypothesis by contrasting predictions made by the
indexical hypothesis with predictions generated from the high-dimension co-occurrence
approaches to word meaning. To do so, Glenberg and Robertson (2000) constructed
scenarios where critical objects were not good fits to the context based on co-occurrence
metrics derived from HAL and LSA, but where the described actions were consistent with
affordances derived from the situation described in the scenario. For example, subjects read
this context sentence (Glenberg & Robertson, 2000, p. 385): Marissa forgot to bring her
pillow on her camping trip. Subjects would then read one of two continuations. One of the
continuations included a word that matched the affordances generated by the situation; and
the other continuation did not. The afforded continuation was, As a substitute for her pillow,
she filled up an old sweater with leaves. The non-afforded continuation was, As a substitute
for her pillow, she filled up an old sweater with water. Leaves matches the affordances of the
described situation (because you really could fill up an old sweater with leaves), but water
does not (because you really can’t fill up a sweater with water and use it as a pillow). Critically,
the LSA association values for the two critical words, leaves and water, in the context of the
preceding text are the same. According to LSA, both continuations are equally meaningful
and good. When people were asked to judge the plausibility of the two continuations,
though, they rated the afforded continuation as being much better than the non-afforded
continuation. In this case, the indexical hypothesis, but not the high-dimensional symbol
association approach, accurately predicted how people would judge the meaning of the
sentences.

Since the original work on the indexical hypothesis was published, a number of other
studies have pointed toward a relationship between the linguistic-semantic system and
perceptual and motor systems that have been traditionally viewed as outside the language
system. The indexical hypothesis, and related approaches, view the perceptual and motor
systems as providing some of the machinery that creates meaning within the linguistic
system. But apart from off-line judgment tasks like Glenberg and Robertson’s (2000), is
there any evidence that the semantic system and these other perceptual and motor systems
are linked? In fact, there is growing evidence that they are.

In one study, participants made plausibility judgments (i.e., “Yes or no, does this statement
make sense?”) after reading statements like He opened the drawer, and He closed the drawer
(Glenberg & Kaschak, 2002). The experimenters manipulated whether subjects responded
by moving their hand away from their body to press a key, or instead moved their
hand toward their own body. In some conditions, the sentences implied motion toward the
body (opening a drawer means you pull the drawer towards yourself) or away from the body
(closing a drawer indicates motion away from yourself). The subjects’ answers could be
made with a body movement that was either the same as the motion implied by the sentence
(move your hand away from yourself to answer “yes”; the sentence says He closed the
drawer), or the subjects could answer with a body movement that was opposite to that
indicated in the sentence (move your hand away to answer “yes” to He opened the drawer).
In this experiment, subjects” responses were faster when the motion undertaken to answer
the question matched the motion indicated by the sentence. Why did this happen? According
to the embodied semantics position, people understand the meaning of expressions like
open/close the drawer by indexing the words to perceptual symbols (mental models of the
objects), and then mentally simulating the action indicated by the sentence. To mentally
simulate the action in the sentence, you use the same motor system that you use to move
your actual body. So, your physical response to the question uses the same resource that you
use to figure out the meaning of the sentence—the motor system. If word meanings were
based on arbitrary and abstract networks of symbols, there is no reason why language



Figure 3.8 The input device used by Tucker & Ellis (2001, p. 776). Power grip responses
were made with the larger component. Precision grip responses were made with the smaller
component.

should have any effect on your body movements. If meaning is governed entirely by abstract
symbol systems, you should respond just as quickly no matter what direction you need to
move your hand.

Early work on the relationship between motor and semantic/conceptual systems revealed
that responses to a word speeded up when people’s hands were shaped like they would be if
they were actually using the named object, such as a pen or a knife (Klatzky, Pellegrino,
McCloskey, & Doherty, 1989; see also Lieberman, 2000; Setola & Reilly, 2005). Thus, action
in the motor system can facilitate response to a word. Additional work in this line provides
further evidence that individual word meanings and motor responses interact (Tucker &
Ellis, 2001, 2004; see also Buccino et al., 2005; Zwaan & Taylor, 2006). One kind of study
capitalizes on the fact that we interact with some objects using a precision grip—like pens,
silverware, and buttons. We interact with other objects using a power grip—Ilike hammers,
baseball bats, and shovels. Figure 3.8 shows a device that Tucker and Ellis invented to record
subjects’ responses when they were showed words or pictures of objects. A power grip was
used to trigger the larger of the two components, and a precision grip was used to trigger
the smaller one. The subjects’ task was to read words presented one by one on a computer
screen and judge as quickly as possible whether the object was natural or man-made (this is
a kind of semantic categorization task). Half of the participants made their response by
using a power grip, and half made their response by using a precision grip. Subjects in the
power-grip response condition responded faster to words describing power-grip objects,
like rakes and shovels, and slower to words describing precision grip objects, like pens and
forks. Subjects in the precision-grip response condition showed the opposite pattern,
responding faster to pens and forks and slower to baseball bats and shovels. Further
experimental evidence showed that the word-motor connection goes in the other direction
as well—word processing has an effect on the motor system. When people make a motor
movement at the same time as they are reading an action-related word, motor movements
are slowed down. But if people read the same words before they begin moving, movements
are speeded up (Boulenger et al., 2006). These results can be explained if we assume that
part of a word’s meaning includes a mental simulation of the object, and that these mental
simulations involve modeling how you typically move as you interact with the object.

The word-action compatibility effects just described suggest a close relationship between
a system of meanings and the motor system that we use to move ourselves around and
interact with objects in the world. The results of some ERP experiments and transcranial
magnetic stimulation (TMS) experiments support this view as well. In ERP studies that
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endeavor to locate the source of electrical activity in the brain, the strongest response to
action-word stimuli occurs at parts of the scalp that are directly over the motor strip—the
part of the brain that is responsible for planning body movements (Hauk, Johnsrude, &
Piilvermiiller, 2004; Pulvermiiller, Harle, & Hummel, 2001; Pulvermiiller, Lutzenberger, &
Preissl, 1999; Pulvermiiller, Shtyrov, & Ilmoniemi, 2005).° Using a technique similar to ERP,
motor evoked potentials (MEPs) can be measured based on the activity at neuromuscular
junctions—the places where efferent nerves connect with skeletal muscle tissue.
Neuromuscular junctions are responsible for activating muscles in response to signals from
the brain, which is how body movements are executed. When people listen to sentences that
describe hand-related actions (like sewing), MEP activity measured above hand muscles
decreases, but foot muscles are unaffected. When people listen to sentences about foot-
related actions, the opposite pattern occurs (Buccino et al., 2005). Finally, when Parkinson’s
dementia patients were tested, they showed reduced priming for action-related words but
normal priming for other kinds of words when they were not taking medication that
improves motor function. When the patients were on medication that boosts motor
function, the differences in amount of priming between action words and non-action words
disappeared (Boulenger et al., 2008).

In TMS experiments, a powerful magnetic field is generated very close to the scalp (see
Plate 1), which can induce electrical activity in populations of neurons directly beneath the
TMS device. TMS-induced neural activity can facilitate the mental processes that are
involved in information processing (perhaps by synchronizing neural activity in a
population of neurons involved in the task), and so TMS can be used to assess the extent to
which different parts of the brain are involved in different aspects of language processing.
In one such TMS study, people made lexical decisions in response to words that were related
either to arm movements or leg movements (Pulvermiiller, Hauk, Nikulin, & Illmoniemi,
2005). The words were presented in writing on a computer screen and 100ms after the
words appeared on the computer screen, TMS was applied either over parts of the motor
cortex involved in hand movements or parts involved in leg movements. In a control
condition, sham (fake) TMS was applied to make sure that any effects were not due to
demand characteristics of the experimental task. As illustrated in Figure 3.9, TMS speeded
lexical decisions to words related to the part of the body controlled by the part of
motor cortex that was stimulated. When arm areas were stimulated, lexical decisions to
arm-related words were made more quickly.

Semantic processing of words is thought to be strongly left lateralized, and in this study
TMS affected responses to words when it was applied over the left hemisphere, but not
when it was applied over the right. Sham (fake) stimulation also had no effect, which rules
out demand characteristics as the source of the reaction-time effects. Other TMS studies
produced comparable results. For example, Oliveri and colleagues used TMS to show that
motor cortex responds more strongly to action-related nouns and verbs (the axe, to bite)
than to nouns and verbs that do not have specific associated actions (the cloud, to belong)
(Oliveri et al., 2004).

fMRI investigations of the relationship between word processing and the motor system
have capitalized on the fact that the motor system is organized such that different parts of
the brain are responsible for controlling different parts of the body. In the motor strip, the
parts of the brain that control hand movements are distinct from the parts of the brain that
control leg movements, face movement is controlled by different brain regions than arm
movement, and so on. If there is a close connection between the linguistic-semantic system
and the motor system, and if the semantic system “borrows” parts of the motor system to
instantiate the meanings of particular words, then different kinds of words should produce
different patterns of activation in the motor system. When fMRI was used to determine
where activity in the brain occurred in response to words that refer to movements of



[0 Arm words

[ Leg words
620 7
600 .
w
E 580 -
)
E 560 . .
3
g 540 . .
S
2 520 . .
U
~
500 - -
480 - .
Armsite  Leg site Legsite  Arm site
TMS to left TMS to right Sham
hemisphere hemisphere stimulation

Figure 3.9 TMS and lexical decisions (from Pulvermiiller, Hauk, Nikulin, & Ilmoniemi,
2005, p.795). The top picture shows where TMS was applied in theleft and right hemispheres.
Response times on the lexical decision task appear below the brain. Left-hemisphere
stimulation affected lexical decision latencies, but right-hemisphere stimulation did not. In
the left hemisphere, arm words were responded to more quickly following TMS over the
part of the motor cortex that controls arm movements. A similar effect was observed for
leg-related words after leg-area stimulation. Sham TMS had no effect.

the face (smile), arm (throw), or leg (walk), increased activity was observed in “classical”
language areas, like Wernicke’s area (at the junction of the parietal, occipital, and temporal
lobes in the left hemisphere) and Broca’ area (in the left frontal lobe, just in front of the
motor strip) (Hauk et al., 2004), but increased activity was observed in other brain areas as
well. The neural response to words referring to body movements was compared to brain
activity that occurred when subjects actually moved the corresponding body part (see Plate 2).
The striking result here is that words related to actions led to increased neural activity in
the same parts of the brain that became active when subjects actually moved the
corresponding body part. This result is consistent with the embodied semantics view that
word processing involves the activation of perceptual-motor representations. Listening to
sentences describing face, arm, and leg actions produces a similar pattern of activation,
with areas of motor and premotor cortex activated to different degrees by face-, arm-, and
leg-related action sentences (Tettamanti et al., 2005). Reading sentences has comparable
effects. The parts of the brain that become active when a person views an action also become
active when the same person reads a sentence describing the corresponding action (Aziz-
Zadeh, Wilson, Rizzolatti, & Iacoboni, 2006).

Some scientists believe that the neural basis for the kinds of mental simulation proposed by
the embodied semantics approach involves mirror neurons in addition to motor system. Mirror
neurons become active when monkeys engage in an action—like grasping a cup—and they
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also become active when monkeys watch someone else engage in the same action (Gallese &
Lakoft, 2005; Rizzolatti & Arbib, 1998; Rizzolatti & Craighero, 2004). The logic of this approach
is strengthened by the fact that the part of the monkey’s brain that is analogous to Broca’s area,
a part of the frontal lobe classically associated with speech, contains mirror neurons (Buccino
et al., 2005). The idea is that the linguistic-semantic system also drives these mirror neurons
and uses them to represent the meaning of words that describe objects and actions. On this
account, perceiving the word hammer triggers a response in the mirror neuron system that
closely resembles the pattern of neural response that happens when we use a hammer ourselves
or watch someone else use a hammer. Recent research in word processing shows that merely
observing a hand shape has similar effects on word processing as actually making the hand
shape, in particular on identifying what category a word belongs to (as in Klatzky et al., 1989;
Vainio, Symes, Ellis, Tucker, & Ottoboni, 2008). These results are consistent with the mirror
neuron hypothesis in that observation appears to have similar effects on the interaction
between the motor and language systems as real action does.

Although the embodied semantics approach, and the mirror neuron hypothesis, do a
good job explaining why and how words affect motor regions of the brain and vice versa,
and it goes a long way toward solving the symbol grounding problem, not everyone views
embodiment in general, and the mirror neuron hypothesis in particular, as being a
satisfactory description of how meanings are connected to words. Some theorists are
concerned that the kinds of motor and perceptual simulations that seem to occur when
people process action words and phrases (as indicated by response-language compatibility
effects) may be governed by a separate system than the language interpretation system, and/
or that such simulations may be an optional component of language interpretation (e.g.,
Oliveri et al., 2004). Other researchers propose that mental simulation is a by-product of
processing words, and is not strictly necessary to represent word meanings. Other
approaches view activation of the motor system by words to be the result of a kind of
spreading activation between a “disembodied” semantic system that is linked to separately
functioning cognitive systems for perception and action (Mahon & Carmazza, 2008).
Finally, some people argue that the existence of mirror neurons in humans has not been
conclusively demonstrated (Gernsbacher, 2009), and that the mirror neuron hpothesis
cannot explain why damage to Broca’s area does not lead to comprehension deficits
(Corina & Knapp, 2006; see also Lotto, Hickok, & Holt, 2008).

If motor simulation of actions is an inevitable consequence of word processing, then
neural activity in the motor system should be observed whenever people process action-
related words. If motor simulation is an optional by-product of word processing, then neural
activity in the motor system may occur after some word-processing tasks but not others.
Tomasino and colleagues tested this possibility in a recent TMS study (Tomasino, Fink,
Sparing, Dafotakis, & Weiss, 2008). Tomasino and colleagues zapped their subjects with
TMS pulses while they were processing action words. They manipulated the lag between
presenting the word and applying a TMS pulse as well as the task that their subjects carried
out. When participants were engaged in an explicit visual imagery task (subjects were asked
to imagine themselves performing the action denoted by a target word and say whether the
action required wrist rotation), TMS facilitated the response, and then only when the TMS
pulse was delivered about 90 ms after the target word. Other tasks with the same target
words, silent reading and frequency judgment, were not affected by the TMS pulses. So,
previous positive findings in TMS studies may reflect an optional element of visual imagery,
rather than reflecting the necessary consequences of word processing. Additionally, different
types of language may evoke motor representations to different degrees. For example,
figurative language (such as metaphors; see Chapter 7) may not evoke spatial models in the
same way that literal language does (Bergen, Lindsay, Matlock, & Narayanan, 2007), which
calls into question the universality of perceptual simulation in word processing.



Although some neuropsychological data support the integration of linguistic and
(traditionally defined) non-linguistic systems for action comprehension (e.g., Saygin,
Wilson, Dronkers, & Bates, 2004, see Plate 3), neuropsychological data from patients with
brain damage can also be used to argue that the semantics of action words does not depend
on perceptual-motor representations. First, lesions in motor cortex are not always followed
by problems recognizing and understanding action words (De Renzi & di Pellegrino, 1995;
Saygin et al., 2004). When Saygin and colleagues measured the relationship between lesion
location and degree of impairment on different tasks, they found some regions of the brain
that caused impairment for reading of action-related words, but that did not associate with
impairment for perceiving those actions. Other regions correlated with impairment of action
perception, but not reading about actions. This suggests a separation between the linguistic—
semantic system and the visual-perceptual system, contra the embodied semantics position.
Saygin and colleagues therefore suggested (p. 1799) that, “There was no overall correlation
between patients’ deficits in the two domains [visual perception and reading], suggesting
that the deficits observed in the comprehension of pantomimed actions and comprehension
of actions through reading are not tightly coupled processes.”® Negri and colleagues (2007)
also showed that knowledge of how to produce actions and the knowledge necessary to
recognize actions do not always go together. Some people can recognize actions that they are
not able to produce because of brain damage in the motor area. This calls into question the
idea that using the motor cortex to mentally simulate actions is a necessary component of
recognizing and understanding actions (see also Mahon & Caramazza, 2005).

To summarize, the semantic network model is still the standard theory of lexical
semantics. Connections between words and the process of automatic spreading activation
help explain why different patterns of priming occur for different kinds of words across a
variety of experimental tasks. HAL and LSA propose that the structure of the associations
in the semantic network capture the essence of word meanings, but that position does not
offer an answer to the symbol grounding problem. Embodied semantics and perceptual
simulation offer a potential answer to the symbol grounding problem, and there is a growing
body of experimental evidence that indicates a relationship between word processing and
parts of the brain that are responsible for perceptual and motor processes.

Lexical Access

Most models of lexical access do not actually deal with activation of meaning.
GARETH GASKELL AND WILLIAM MARSLEN-WILSON (2002, p. 261)

Lexical access refers to the set of mental representations and processes that are involved in
identifying which specific words we are hearing (during spoken word processing) or seeing
(during visual word processing). Recognizing words leads to the activation of semantic
information, but models of lexical access typically deal specifically with the activation of
word form information (stored representations of how words sound or what they look like),
with the activation of semantic information being treated as a consequence of the activation
of form. The recognition of familiar words during spoken language processing is so
automatic and seemingly effortless, that many people think that there is really nothing there
to explain. For many people, but certainly not all, reading seems similarly effortless. This
apparent ease and automaticity obscures the fact that lexical access involves complex mental
operations and, despite its apparent simplicity, considerable debate continues among
language scientists about which exact properties of words are involved in lexical access,
what exact mental mechanisms take part, and how the entire process is organized.

Lexical Access
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One of the principles of spoken word processing that constrains all theories of lexical
access is that people are able to identify spoken words really amazingly quickly. In
seminal work in this area, William Marslen-Wilson (1973) employed a shadowing task to
estimate how much time it took people to identify words. In the shadowing task, subjects
listen to recorded speech and they try to repeat (or shadow) as quickly as possible the
words that they hear. As Marslen-Wilson notes (p. 522), spoken language delivers about
5 syllables per second (at an average speaking rate of 158 words per minute). Some of
Marslen-Wilson’s subjects, the fast shadowers, were able to repeat the stream of words at
a lag of as little as 250 ms (a quarter of a second), which means that they were following
along not much more than a syllable behind the input. When Marslen-Wilson analyzed
the kinds of errors that people made, he found that they were not random, nor did they
consist of mere pronunciation difficulties. Instead, when people made errors, the
incorrect words that they produced were fully compatible with the semantic and syntactic
content of the preceding context. Out of 132 errors where subjects replaced or added
words, only three violated syntactic constraints on acceptable continuations. This means
that fast shadowers were able to perform lexical access very fast indeed, and that higher
order aspects of the speech stream—minimally, its syntactic form—were computed
within a few hundred milliseconds of the word’s onset. Findings like these show that
speech processing and lexical access from spoken words are highly incremental—the
speech stream is segmented into words, and higher order relationships between words
are represented before major clause or sentence boundaries are encountered. So, to
explain lexical access of spoken words, the very least we need is a system that can identify
individual words very quickly.

Additional evidence for very fast lexical access comes from word monitoring and gating
tasks (Grosjean, 1980; Marslen-Wilson, 1987; Marslen-Wilson & Tyler, 1980). Word
monitoring involves listening to utterances and responding as quickly as possible when a
specific target word appears in the input. The gating task involves listening to short snippets
of the beginnings (onsets) of words. The subject’s task is to say what word is present in the
stimulus. The length of the snippet is increased by small increments (25 or 50 ms) until the
subject can correctly say what word the snippet belongs to. The length of the snippet serves
as an estimate of how much bottom-up information (auditory stimulation) the subject
requires to identify the word. These different tasks all provide roughly the same estimate of
the amount of input it takes for people to identity spoken words. For one- and two-syllable
words in the context of a spoken sentence, the average is about 200 ms worth of input (a fith
of a second; Marslen-Wilson, 1973, 1985; Marslen-Wilson & Tyler, 1975; Seidenberg &
Tanenhaus, 1979); it takes about another 100ms of input before people can recognize
isolated words.

As noted earlier, word forms can be divided up and analyzed according to their
subcomponents. Spoken words can be divided into phonemes, which can be further
divided into phonetic features. We can also view words as being made up of syllables,
which in turn are composed of sets of phonemes. Words can also be thought of as being
made up of organized sublexical (“below the level of the word”) units of meaning called
morphemes. Different theories of lexical access make different claims about which of these
units affect the process of recognizing specific words from spoken input. Some theories
propose that phonetic features, but not phonemes, play a role. Some theories propose that
phonetic features, phonemes, and word-level representations all play a role. Some theories
propose that word meanings themselves play a role in lexical access. To organize the
discussion, this section starts with first-generation accounts including John Morton’s
logogen' and the frequency ordered serial bin-search models (Clarke & Morton, 1983;
Jackson & Morton, 1984; Morton, 1969; Taft & Forster, 1975). Then it turns to second-
generation accounts, such as the original version of the COHORT and TRACE models.



Words pat pats bat bats pot pots pad pads

>

Syllables /pat/ /bat/ /pot/ /bot/ /pad/ /pod/

>

Phonemes Ip/ /bl la/ lo/ 1t/ [d/ /sl /z]

>

Phonetic features +/-labial +/-voiced +/-stop +/-glottal

Figure 3.10 A hypothetical bottom-up model of lexical access (for simplicity, only some
of the possible connections are illustrated). Information flows in the direction indicated by
the arrows.

Finally, it discusses third-generation accounts, such as the distributed cohort model and Jeff
Elman’s Simple Recurrent Network approach (an offspring of models like TRACE).

All of these accounts have a common goal: They try to explain how people take inputs
from the auditory or the visual system and match those inputs to stored representations of
word form. To explain how that is done, a theory of lexical access has to say how the mind
organizes the input—what characteristics or features it perceives in the input—and how it
connects those characteristics to word form representations. As a starting point, consider
this default model of lexical access. Words are made up of parts. Some of those parts (e.g.,
phonetic features) are more basic than others (e.g., syllables). We could have a model of
lexical access that says: take a segment of speech, start by identifying the most basic units
(e.g., phonetic features), combine those features to find more complex units (e.g., phonemes),
combine those features to find even more complex units (e.g., syllables) and then use those
units to find stored words that have matching forms. This is called a bottom-up processing
system, because information flow in the system starts with more basic units, which are
conceived of as being at the bottom of a hierarchy like the one in Figure 3.10, and proceeds
upwards through more and more complex units. Information could flow from higher level
representations to lower level ones, which is called top-down processing. Models of lexical
access differ from one another in terms of the kinds of representations that they believe
participate in lexical acess as well as the way information flows throughout the system.

First-generation models

First-generation models of lexical access were based on artificial-intelligence style analyses
of the problem of recognizing words from spoken input. John Morton’s logogen model is a
bottom-up driven system that takes spoken or visual input and uses it to activate previously
stored word form representations (Morton, 1969). The heart of the logogen model was a set
of processing units that would receive input from either spoken or written modalities, and
would fire when their excitatory inputs exceeded some criterion level or threshold.
As Morton notes (p. 165): “The logogen is a device which accepts information from the
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Figure 3.11 A schematic of the information flow in John Morton’s (1969) logogen model.

sensory analysis mechanisms concerning the properties of linguistic stimuli and from
context producing mechanisms. When the logogen has accumulated more than a certain
amount of information, a response (in the present case the response of a single word) is
made available” Max Coltheart and his colleagues describe the logogen system in this way
(Coltheart, Rastle, Perry, & Langdon, 2001, p. 209), “Logogens are evidence-collecting devices
with thresholds. Evidence is collected from visual or auditory input, and when the amount
of evidence collected by a word’s logogen exceeds that logogen’s threshold, information
about that word in the cognitive system (e.g., its meaning) is accessed.”

Each word in a person’s vocabulary is represented by a logogen, so words are recognized
when the activation levels of their corresponding logogen exceed some threshold. What
has to happen in order for a logogen to have its activation raised above threshold? In
Morton’s system, logogens could receive inputs from either spoken words (subject to
auditory analysis), written words (subject to visual analysis), or preceding context (which
would activate logogens based on semantic attributes). Normally, input would come from
either the auditory or visual systems, and not both at once, but it is certainly possible that
both auditory and visual evidence could be present simultaneously (as in reading along
while someone speaks). The semantic input mechanism allows for context to influence the
amount of time it takes to recognize a word. Context words that are semantically related to
an individual logogen will raise the activation of the logogen before the listener gets direct
perceptual evidence that the corresponding word is actually present in the input. The
logogen system operates on these three kinds of inputs and, when individual logogens
became activated at a level above their thresholds, they send signals to an output buffer
(see Figure 3.11). Unless new input continues to activate the logogen, a decay function
returns its activation to baseline levels within about one second. Once a logogen has been
triggered or activated, its threshold for activation is temporarily lowered. As a result, less
evidence is needed in the acoustic and visual input channels to reactivate the logogen. This
mechanism can account for repetition priming effects—it is easier to recognize a word the
second time you see it than the first because the activation threshold is lower the second
time around.



The logogen model makes two key assumptions. First, it assumes that information flow
is strictly bottom-up. Auditory and visual processing units affect the activation of logogens,
but logogens do not affect the activation levels of the auditory and visual processing units
that feed into the logogen. Second, it assumes that there are no direct connections between
and among the logogens themselves. As a result, the activation level of one logogen does not
affect the activation of any of the other logogens.

The logogen theory is an important one in psycholinguistics, because it was one of the
first attempts to mathematically model (and therefore explain) how people respond to
words. The model was successful on a number of dimensions. First, it had been known for
a long time that word frequency affects a variety of behaviors. Words that occur frequently
in a language are easier to process than words that appear less frequently. Why should this
be the case? Morton suggested that repeated exposure to high-frequency words lowers the
threshold for activation in the logogens that represent those high-frequency words. So less
external evidence (“bottom-up” input) is required before you can recognize a high-
frequency word, and therefore you respond faster to high-frequency words than to
low-frequency words. This may also help explain why high-frequency words tend to be
shorter than lower frequency words (as per Zipf’s Law; Zipf, 1949). Shorter words pack less
phonological and/or orthographic information than longer words, but this does not make
them harder to recognize and process, because more frequent exposure lowers their
activation. The model also helps explain why high-frequency words are easier to recognize
than low-frequency words when they have been degraded by noise. Noise in the signal
decreases the quality of the bottom-up input, but high-frequency words don’t need as much
bottom-up input, so they are recognized even in noisy environments.

MORPHOLOGY AND LEXICAL ACCESS

The logogen model was the first one to mathematically model the mental processes involved
in lexical access (word form recognition), but was followed up shortly by other models. One
of the most prominent subsequent models was Ken Forster and Marcus Taft’s frequency
ordered bin search (FOBS) model (Forster, 1989; Forster & Bednall, 1976; Taft & Forster,
1975). Like logogen, FOBS proposed that word form representations were activated by
bottom-up input from the auditory system. According to Taft and Forster’s model, lexical
access involves people using auditory (or visual) cues to search their long-term memories
for a matching stimulus. This search process is organized so that people do not need to
search the entire lexicon every time they need to look up a word. Instead, lexical (word
form) representations are organized into bins. The bins are organized according to word
frequency. High-frequency words are at the “front” of the bin and are searched first; lower
frequency words are stored toward the “back” of the bin and are searched later. When you
encounter an auditory stimulus, that opens up a bin (kind of like opening up a file drawer),
and you search through the bin looking for an entry that matches the stimulus, starting with
the most frequent item in the bin, then the next most frequent, and so on until you have
searched the entire bin. The search process ends when you find an item in the bin that
matches the stimulus. This kind of search is called self-terminating (the process stops itself
when it succeeds), so you don’t keep searching the bins for an additional match after you
have found one good candidate. One last important characteristic of the model is that words
are organized in the bins according to shared roots. To define what a shared root is, and why
it might be important, we need to discuss a bit of morphology.

The FOBS account proposes that morphemes are an important level of representation in
lexical access, so we need to know what a morpheme is. Morphemes are defined as the
smallest unit of language that can be assigned an independent meaning. Words are made up
of one or more morphemes. The basic morpheme in a word is its root, or root morpheme
(sometimes called a stem). Board is a monomorphemic word, because it cannot be
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decomposed into smaller units of meaning. So the root morpheme for board is the same as
the word itself. Blackboard is a polymorphemic word, because it can be decomposed into
smaller units. Specifically, it contains the morphemes black and board, each of which has a
meaning of its own, and each of which contributes to the meaning of the word as a whole.
Which of the morphemes in blackboard is the root? While some linguistic theories would
argue that board is the root (because a blackboard is a kind of a board, not a kind of black),
the FOBS account proposes that black is the root, because speech processing gives priority
to information coming first, and in speech, we hear the morpheme black before we hear the
morpheme board.

The category morpheme can itself be divided into subcategories. Polymorphemic words
are made up of a root and one or more affixes. (Compound words are special because they
are made up by combining two or more root morphemes.) Affixes can be prefixes that come
before the root, suffixes that come after the root, or infixes that divide a root into two parts,
one of which comes before the infix, and one of which comes after. Standard American
English does not have any infixes;'* Arabic has many. Affixes make up the class of bound
morphemes (as opposed to free morphemes), because they can not appear by themselves
(whereas free morphemes can). Affixes come in different flavors, as well. Inflectional
morphemes change the flavor of a word’s meaning; and derivational morphemes change the
syntactic category that a word belongs to. So, we can change the flavor of the word cat
without changing its core meaning or its syntactic category by adding the bound-morpheme, -s.
We can change the tense of a verb by adding inflectional morphemes like -ed or -ing
(e.g., bake, baked, baking). If we want to change the category of a word, we can add
derivational morphemes like -ly or -tion. So, we can take a verb like confuse and change it
to a noun with the -tion derivational morpheme—confuse becomes confusion. We can
change the verb to an adjective with the -ing derivational morpheme—confuse becomes
confusing. We can stack morphemes end to end to change from a noun to an adjective and
back to a noun again—truth (n.) becomes truthy (adj.) becomes truthiness (n.). So, the
morphological system in English is one of the properties that contributes to the productivity
or generativity of the system. We can combine old morphemes in new ways to come up
with new meanings."

So what do morphemes have to do with lexical access? It depends on how you think
word representations are organized, and what you think happens when people encounter a
polymorphemic word. The FOBS model says that lexical representations are organized into
bins, and each bin is built around a root. All of the variants of dog are listed under a bin, and
dog is the base entry."* So, dog, dogs, dogged, dogpile, and dog-tired are all represented in the
same bin. Any time you encounter the root dog, you search through the dog bin looking for
a matching entry. Alert readers will have noted that there are many versions of dog that are
not identical to the label on the bin (dog). What happens when the stimulus does not match
the label on the bin? According to the FOBS model, the incoming stimulus has to be
analyzed according to its root, because the root is what gets the listener access to the correct
bin. Whenever a listener encounters a polymorphemic word (dogs, dogpile, dogaphobia), the
first thing the listener needs to do is figure out what the root is. Therefore, the first step in
lexical access is morphological decomposition—the incoming stimulus needs to be broken
down into parts that correspond to individual morphemes before the root can be identified.
A word like dogs is analyzed as being made up of the root morpheme dog and the plural
inflectional suffix -s.

Is there any evidence that suggests that lexical access involves morphological
decomposition? Such evidence comes in various forms. First, as noted previously, people
respond more quickly to frequent words than infrequent words. But it’s actually a bit more
complicated than that, because we can measure frequency in different ways. We could assign
frequency estimates to an entire word, regardless of how many morphemes it contains.



We could look at a corpus and count up every time the word dogs appears in exactly that
form. We could count up the number of times that cats appears in precisely that form. In
that case we would be measuring surface frequency—how often the exact word occurs. But
the words dogs and cats are both related to other words that share the same root morpheme.
We could decide to ignore minor differences in surface form and instead concentrate on
how often the family of related words appears. If so, we would treat dog, dogs, dog-tired, and
dogpile as being a single large class, and we would count up the number of times any member
of the class appears in the corpus. In that case, we would be measuring root frequency—how
often the shared word root appears in the language. Those two ways of counting frequency
can come up with very different estimates. For example, perhaps the exact word dog appears
very often, but do-pile appears very infrequently. If we base our frequency estimate on
surface frequency, dogpile is very infrequent. But if we use root frequency instead, dogpile is
very frequent, because it is in the class of words that share the root dog, which appears
fairly often.

If we use these different frequency estimates (surface frequency and root frequency) to
predict how long it will take people to respond on a reaction time task, root frequency
makes better predictions than surface frequency does. A word that has a low surface
frequency will be responded to quickly if its root frequency is high (Bradley, 1979; Taft, 1979,
1994). This outcome is predicted by an account like FOBS that says that word forms are
accessed via their roots, and not by models like logogen where each individual word form
has a separate entry in the mental lexicon.

Further evidence for the morphological decomposition hypothesis comes from priming
studies involving words with real and pseudo-affixes. Many polymorphemic words are
created when derivational affixes are added to a root. So, we can take the verb grow and
turn it into a noun by adding the derivational suffix -er. A grower is someone who grows
things. There are a lot of words that end in -er and have a similar syllabic structure to
grower, but that are not real polymorphemic words. For example, sister looks a bit like
grower. They both end in -er and they both have a single syllable that precedes -er.
According to the FOBS model, we have to get rid of the affixes before we can identify the
root. So, anything that looks or sounds like it has a suffix is going to be treated like it really
does have a suffix, even when it doesn’t. Even though sister is a monomorphemic word, the
lexical access process breaks it down into a pseudo- (fake) root, sist, and a pseudo-suffix, -er.
After the affix stripping process has had a turn at breaking down sister into a root and a
suffix, the lexical access system will try to find a bin that matches the pseudo-root sist. This
process will fail, because there is no root morpheme in English that matches the input sist.
In that case, the lexical access system will have to re-search the lexicon using the entire
word sister. This extra process should take extra time, therefore the affix stripping
hypothesis predicts that pseudo-suffixed words (like sister) should take longer to process
than words that have a real suffix (like grower). This prediction has been confirmed in a
number of reaction time studies—people do have a harder time recognizing pseudo-
suffixed words than words with real suffixes (Lima, 1987; Smith & Sterling, 1982; Taft,
1981). People also have more trouble rejecting pseudo-words that are made up of a prefix
(e.g., de) and a real root morpheme (e.g., juvenate) than a comparable pseudo-word that
contains a prefix and a non-root (e.g., pertoire). This suggests that morphological
decomposition successfully accesses a bin in the dejuvenate case, and people are able to
rule out dejuvenate as a real word only after the entire bin has been fully searched (Taft &
Forster, 1975). Morphological structure may also play a role in word learning. When people
are exposed to novel words that are made up of real morphemes, such as genvive (related
to the morpheme vive, as in revive) they rate that stimulus as being a better English word
and they recognize it better than an equally complex stimulus that does not incorporate a
familiar root (such as gencule) (Dorfman, 1994, 1999).
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FOBS is also consistent with experiments showing that words that are related via a
shared morpheme prime one another (Drews & Zwitserlood, 1995; Emmorey, 1989;
Stanners, Neiser, & Painton, 1979; see also Deutsch, Frost, Pelleg, Pollatsek, & Rayner,
2003)." In these priming experiments, the targets are root words, like honest, and the prime
words are either identical to the target (honest) or a prefixed version of the target (e.g.,
dishonest). To control for possible effects at other levels, like letter overlap, in another
condition the target would be a word like son and the prime would be a word that had many
of the same letters, like arson (but the two words do not share a root morpheme, because
arson is not a kind of son). In these experiments, equivalent priming occurred when the
prime was either identical to the target (e.g., honest-honest), or contained the target as a
root (as in the dishonest-honest case). No priming was observed for words that only had
overlapping letters (the arson-son case). These effects are compatible with FOBS, because
prefixed words like dishonest are accessed via their roots. So, processing the word dishonest
entails activating the representation of the root morpheme honest. If honest is presented
right after dishonest, its lexical entry should be more activated than normal, which speeds
up the response. Similar effects occur for words with suffixes, so a prime word like departure
speeds responses to targets like depart when both prime and target words are presented in
spoken form or written form, or when the prime is presented in one form and the target in
another (Frost, Forster, & Deutsch, 1997; Marslen-Wilson & Tyler, 1997; Marslen-Wilson,
Tyler, Waksler, & Older, 1994).

Masked priming experiments also support a role for morphemes in lexical access. In
masked priming studies, the prime word is presented followed by a pattern that covers the
place where the prime was. Masking the prime stimulus prevents the visual system from
taking up additional information about the prime word once the mask is displayed. Primes
can be presented for very short amounts of time—as little as 43 ms, less than a twentieth
of a second. When prime exposure duration is manipulated—some primes are shown for
a very short time before being masked, some primes are shown for longer—different
patterns of priming occur for semantic and morphological primes. At very short prime
exposure durations, semantic priming (doctor-nurse) does not occur, but it is very robust
at longer prime exposure durations. The opposite pattern happens for morphological
primes. At very short prime exposure durations, morphological priming (apartment-
apart) is robust, but that priming effect disappears at longer prime exposure durations
(Rastle, Davis, Marslen-Wilson, & Tyler, 2000). Results like these indicate that
morphological priming effects, such as those that happen when dishonest is used to prime
honest, do not reflect semantic overlap between the meaning of dishonest and the meaning
of honest. Likewise, orthographic (letter) overlap does not account for priming in
morphologically related pairs (if it did, apartment should prime apart, because all of the
letters in apart are also in apartment). This suggest that morphological representations
and processes play a unique role in lexical access, separate from semantic, phonological
and orthographic effects, as suggested by FOBS. Neuroimaging data also support a unique
role for morphemes in lexical processing, because prime-target word pairs that share a
root morpheme are associated with decreased neural activity in the left inferior frontal
lobe (Bozic, Marslen-Wilson, Stamatakis, Davis, & Tyler, 2007), while other kinds of
prime-target pairs are not.

To summarize, the FOBS model proposes that word form representations are organized
into bins. The set of bins is organized according to root frequency, and entries within the
bins are organized according to surface frequency. This architecture explains why words
with more frequent roots are processed faster than words with less frequent roots, and it can
explain smaller effects of surface frequency. The model also explains why words that have
pseudo-affixes are more difficult to process as a class than equally long and frequent words
that have real affixes.



Second-generation models

TRACE

The trace model of lexical access differs from previous models in that, rather than having a
serial, bottom-up, architecture, the model is highly interactive. In serial, bottom-up systems,
activation of processing units is determined solely by stimulation provided by the input.
The activation of one processing unit in a bottom-up system does not directly affect the
activation of other processing units at the same level of the system. For example, an activated
phoneme unit does not change the activation of other phoneme units. Activation at higher
levels of a bottom-up processing system does not affect activation at lower levels of the
system. Phonemes affect the activations of word units, but word units do not affect activation
in the units that represent phonemes. By constrast, interactive processing systems have
connections between processing units that allow units within the same level to affect one
another, and that allow processing units at higher levels of the system to affect units at lower
levels. Figure 3.12 gives a schematic view of the processing architecture in the TRACE
model of lexical access (McClelland & Elman, 1986; McClelland & Rumelhart, 1981;
Rumelhart & McClelland, 1982). The basic organization of processing units and information
flow appears in the top part of the figure. A more detailed view of the way processing units
are connected to one another appears at the bottom.

The top part of Figure 3.12 shows that TRACE can take either visual or auditory input.
The most basic unit of analysis is visual features (short lines at different orientations, curves,
angles) and acoustic features (basic components of sound in the speech stream). The bottom
part of the figure shows how different processing units are connected to one another. This
diagram shows how the system is organized for visual word processing (it’s a little easier to
conceptualize than phonetic features). The input to the system is features—short lines at
differentorientationsin this case. These visual features are connected to letter representations.
The equivalent in spoken word processing would be phonemes. All of the connections
between features and letters (and phonemes) are excitatory, and the letter and phoneme
levels do not feed back to the feature level.

The TRACE model assumes that activation is cascaded. Cascaded activation contrasts
with threshold activation. In the logogen model, threshold activation means that a processing
unit (e.g., a logogen) sits quietly until input causes its activation to exceed some threshold
value. In a system that uses cascaded activation, units receiving input begin to send output
as soon as any activation at all comes in from other units. Using cascaded activation, visual
features in TRACE start to send activation forward as soon as they begin to be identified, so
letter-level processing units start to become active soon after feature-level processing units
start to become active. That means that letter representations start to become activated as
soon as any visual feature has been identified, and you do not need to perceive all of the
features of a letter before you start to activate letter-level processing units. Notice also that
individual features are connected to more than one letter-processing unit. The horizontal
line visual feature has excitatory connections to the letters “A”, “T”, “G”, and “S”; and an
inhibitory connection to the letter “N” When a horizontal visual feature is detected in the
input, all four of those letters increase their activation, and the letter “N” decreases in
activation. If four different letters are activated, how does the system decide which letter it
is actually seeing? Notice that within the layer of units representing letters (and phonemes),
all of the connections are inhibitory. This means that when a letter-processing unit starts to
get activated by the bottom-up input from the features, it will try to decrease the activation
of the other letters that it is connected to. This pattern of connections leads to lateral
inhibition—processing units within a layer of units in the network try to reduce or inhibit
each other’s levels of activation. This makes sense, because a feature can be only part of one
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Figure 3.12 The TRACE model of lexical access (McClelland & Rumelhart, 1981, pp. 378,
380). The top part shows the basic architecture. Connections with arrows at the end indicate
excitatory influences; connections with round ends indicate inhibitory influences.



Figure 3.13 An example of degraded input that TRACE is good at processing.

letter. So, if the feature comes from the letter “t,” the representation of the letter “t” should try
to inhibit other possibly competing candidates. After the bottom-up input has been received,
inhibitory connections within a processing layer cause different letter representations to
compete with one another, and the letter with the most support from the bottom-up features
will eventually “win” the competition—its activation will increase and it will inhibit
competing letter representations until eventually there is only one candidate left standing.

Letter representations have a slightly more complex relationship with word form
representations. Letters have excitatory inputs to the words they are components of, and
inhibitory connections to words that they are not components of. Activating the letter “A”
will excite the words able and trap, and it will inhibit the word time. Letters have excitatory
and inhibitory feedback connections from the word layer as well. This means that, as a word
starts to become activated, it will feed excitation or inhibition back to the letter level. So, if
the word able starts to get activation from the letter “A” it will start to activate its other
component letters, “B,” “L,” and “E,” via excitatory top-down feedback connections, possibly
before those letter representations have been activated by bottom-up input. Simultaneously,
activity at the word level for able will inhibit letter-level representations that are not present
in able. This is one of the properties of trace that allow it to deal with degraded input, like
that shown in Figure 3.13. A strictly bottom-up system would not be able to identify the
right-most letter in Figure 3.13, because it could just as easily be an “R” as a “K,” and so a
strictly bottom-up system might not be able to correctly identify the word as work. However,
in the TRACE model, the intact letters “W;” “O,” and “R” would activate the word form
representations “WORK”, “WORD;” and “WORM”, which would feed activation back to the
letter level, and the combination of top-down and bottom-up activation from the remaining
intact features would eventually cause activation of the “k” letter representation to exceed
possible competitors.

TRACE also offers a good explanation of the word superiority effect. The word
superiority effect refers to a class of behaviors indicating that we have an easier time
recognizing and processing letters and phonemes when they appear in the context of a
word than when they appear by themselves or in the context of a string of letters that does
not make up a real word. The greater ease of processing letters and phonemes in the context
of a word can be demonstrated in a number of different ways. In the 1800s, Erdmann and
Dodge (Erdmann & Dodge, 1898, in Balota et al., 2006) showed that people could read a
word containing up to 22 letters in the same amount of time it took them to identify 4 or 5
individual letters when those letters were not part of a real word. Other demonstrations of
the word superiority effect come from phoneme and letter monitoring experiments (Foss &
Swinney, 1973; Johnston & McClelland, 1973; Reicher, 1969; Savin & Bever, 1970; Wheeler,
1970; the phoneme restoration effects discussed in Chapter 2 also represent a form of word
superiority).’* In these experiments, subjects are given a target phoneme, like /s/, they
listen to recorded speech, and they press a key as quickly as possible when they detect the
presence of the target phoneme. Reaction times are faster when the target phonemes
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appear as part of a real word (and reaction times are also affected by how frequent the
word-level representations are, suggesting that the word form representation is accessed
before the phoneme is detected; Foss & Blank, 1980). In other experiments, letters are
presented either by themselves, as part of a non-pronounceable non-word (like owrk), or
with the same letters rearranged to make up a real word (like work). The stimuli are flashed
for a very brief amount of time, and then a test stimulus is presented consisting of two
letters, d and k, for example. Subjects are asked to say which of the two letters appeared in
the briefly presented stimulus. Notice that d and k can both be added to wor to make up a
word, which eliminates guessing as a strategy for improving accuracy on the task when real
words were presented. Despite this handicap, subjects were more accurate at identifying
letters when the briefly presented stimulus was a word than in the other conditions. So,
activating a word-level form representation helps people identify individual letters. This
can be explained by the TRACE model by proposing that activation of word-level form
representations strengthens the activation of letter-level representations via excitatory
feedback as well as inhibition of possible competing letters that are not part of the activated
word-level representation. McClelland and Rumelhart explain the word superiority effect
on letter detection in this way (1981, p. 389): “the reason letters in words fare better than
letters in nonwords is that they benefit from feedback that can drive them to higher
activation levels”

To summarize the important properties of the TRACE model: It is a highly interactive
system. Bottom-up input, top-down feedback, and lateral inhibition combine to determine
how much activation any given unit in the network enjoys. The TRACE model explains
how and why we can deal with degraded input. The network computes the best fit to the
degraded stimulus by simultaneously assessing multiple levels of representation, and a good
fit at one level can compensate for a bad fit at another level. Finally, TRACE explains why
letters in whole words are easier to perceive than individual letters by themselves. Feedback
from the word layer boosts the activation of lower level letter representations.

COHORT

The COHORT model is another prominent second-generation account of lexical access
(Marslen-Wilson, 1987, 1989; Marslen-Wilson & Welsh, 1978). The COHORT model was
developed specifically to explain lexical access for spoken words. The COHORT model
views the process of lexical access as involving three kinds of processes: activation (or
contact), selection, and integration. During the initial activation or contact phase of
processing, multiple word form representations are activated in response to the auditory
stimulus. COHORT views contact as being influenced only by bottom-up auditory
information, and not by contextual information, and so activation in COHORT is referred
to as an autonomous process—it is affected by auditory stimulation but not by other
potentially relevant cognitive processes. As a result, stored representations of words that do
not fit into the evolving context are activated anyway as long as they match the acoustic
properties of the word stimulus. Selection involves sorting through the activated word form
representations to find the one that best matches the auditory stimulus. COHORT says that
selection depends on the bottom-up stimulus, because bottom-up information activates
word candidates, but it also depends on context. Words that fit better into the context will
have an advantage over words that do not fit, especially in cases where the bottom-up input
is ambiguous between two or more stored word candidates. Integration happens when the
features of the selected word are incorporated into the evolving representation of the entire
utterance. During integration, properties of the selected word—its grammatical class and
meaning—are evaluated with respect to how well they fit with the preceding context.
Because COHORT deals with spoken input, it views lexical access and the activation of
word form as resulting from a continuous evaluation of the similarity between the auditory



stimulus and stored word form representations based on auditory properties. COHORT
also views the process of lexical access as being radically incremental. Word representations
are activated as soon as the initial sounds in the acoustic stimulus have been perceived, and
it is possible for people to identify individual words in the speech stream before they hear
the entire word."”

COHORT is called COHORT because the process of lexical access starts with a contact
phase in which all words that match the perceived acoustic profile are activated. So within
about 100-150 ms of the onset of a word, a whole group of matching candidate word forms
become more available or accessible than usual. This group of activated word forms is called
a cohort.'® After this initial activation phase, the lexical access mechanism continues to
check the list of activated candidates against further input from the speech stream, and it
eliminates candidates that no longer match the input. Simultaneously, it checks the
characteristics of each member of the activated cohort against requirements imposed by the
context—the correct target word has to have the right syntactic (structural) and semantic
(meaning) properties to continue being activated.

One advantage of the COHORT model is that it makes very specific predictions about
when, exactly, a word can be recognized and its meaning accessed. COHORT says that
word recognition depends on reducing the set of activated words to the one that matches
the acoustic input. The point where the COHORT is reduced to a sole survivor is called the
recognition point (Marslen-Wilson, 1987). A word like trespass, can be recognized well
before the end of the word, because there are no other words besides trespass that are
consistent with the onset tresp (Marslen-Wilson & Tyler, 1980)." COHORT allows for
minor adjustments to the recognition point based on semantic or syntactic requirements
imposed by context. Words that are highly predictable in context may be recognized a bit
faster than less predictable words. According to COHORT, word recognition is contingent
on two factors: First, there has to be positive evidence for the presence of the word (e.g., the
input tres provides clues that the word trespass is the matching word target). Second, the
input has to rule out the presence of other words (e.g., the onset tr rules out the possibility
that the matching word target is tap, top, table, or any other word that does not begin
with r). So, the word trespass can be recognized “early” (before the end of the word) only if
lexical access includes a mechanism that knows when all other possibilities have been
eliminated.

What evidence supports the prediction that multiple word candidates are activated
early in lexical access, shortly after you hear a word’s onset? In a cross-modal priming
experiment, participants listened to words like captain and captive that have the same
onset (up to the ¢ sound in the middle of the word). Visual probe words were presented
either “early” in the word (at or before the ¢ sound) or later in the word (during the final
-ain or -ive syllable). When the probe word was presented early, two words were still
compatible with the input so far (capt could continue and become either captain or captive).
When the probe word was presented later, only one of the word candidates was still
compatible with the auditory input. The target words were semantically related to one of
the two meanings. The target word ship was presented, because it is related to captain.
Alternatively, the target word guard was presented, because it is related to captive. The
question was: Which target words would be primed by the auditory stimulus? If COHORT
is correct, and word onsets activate all of the entries related to the auditory stimulus, then
both ship and guard should be primed at the “early” probe point. At the “late” probe point,
which comes after the recognition point, only one of the probe words should be primed.
More specifically, priming should be observed only for the probe word whose meaning is
associated with the surviving word candidate. This is exactly the pattern of priming that
subjects experienced. Early in the word, both ship and guard were primed. Later on, only
the matching meaning was primed (Marslen-Wilson & Zwitserlood, 1989). So, if people
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heard capti, and the probe word appeared simultaneously with the i sound, only the target
word guard was primed, and not ship. When these ambiguous spoken word onsets (capt-)
were embedded in spoken sentences that made one meaning much more likely than the
other, priming was still observed for both ship and guard, which suggests that context was
notable to “turn off” or prevent access to the contextually inappropriate word (Zwitserlood,
1989). So, as Marslen-Wilson explains (1987, p. 89), “No contextual pre-selection is
permitted, and context cannot prevent the accessing and activation of contextually
inappropriate word candidates”*

How does COHORT compare to TRACE? They differ with respect to how word form
representations become activated. TRACE views word form activation as resulting from a
process of competition and mutual inhibition. COHORT views word form activation as
reflecting a massively parallel process without competition until the selection phase. The
two accounts therefore make different predictions about what will happen as multiple
word candidates become activated. According to TRACE, more activated word candidates
are associated with less activation being gained by any one candidate, and greater
competition between candidates. Because COHORT allows for unlimited parallel
activation of word candidates, the number of activated candidates does not affect the speed
with which the correct candidate is identified. To test this aspect of the models, Marslen-
Wilson manipulated word onsets in a non-word detection task. Specifically, some of his
stimuli were still consistent with many words at the point right before new auditory
information rendered them non-words. Other stimuli were consistent with very few words
right before new auditory information rendered them non-words. Presumably, to recognize
that the stimulus is a non-word, people have to search through the set of activated candidate
words to find a match. If words compete with one another, or if people search through the
list in a serial fashion (as in FOBS), then the non-word judgments should take longer for
bigger sets, and less time for smaller sets. However, reaction time data indicated that non-
word judgments were made equally quickly, no matter how big the set of matching
candidates was.

COHORT and TRACE also differ with respect to how similarity between the stimulus
and stored word forms affects processing. TRACE relies on global similarity match to
determine how active a stored word form becomes. So, it does not matter where a slight
mismatch occurs in a word, at the beginning or the end. As long as the overall stimulus is
close to the stored representation, the stored representation will become active. In COHORT,
word onsets are critical, because word onsets determine which representations will make it
into the cohort, and which will be left out. As a result, mismatches at the beginnings of
words should have greater effects than mismatches at the ends of words. According to
TRACE, activation of word nodes will be a function of similarity (bone and pone will both
lead to similar patterns of activation in the network). As a result, words that share offsets
should prime each other’s meanings (because presenting pone activates the similar entry
bone). The prediction, then, is that if you hear pone, you should respond faster to words
associated with bone, like arm, broken, and shin. However, offset-matching primes are
almost completely ineffective, suggesting that word onsets really do set the stage for lexical
access (Marslen-Wilson & Zwitserlood, 1989; see also Allopenna, Magnuson, & Tanenhaus,
1998; McQueen & Viebahn, 2007).

What evidence supports the psychological reality of recognition points? In one-syllable
(monosyllable) words, the recognition point and the end of the word are one and the same,
but for many multi-syllable (polysyllable) words, the recognition point comes well before
the end of the word. The COHORT model says that words are recognized when the acoustic
stimulus reaches the recognition point. So people can recognize words and access their
meanings without having to wait until the very end of the word. Some experiments involve



phoneme monitoring. Recall that phoneme monitoring speed is affected by word frequency,
suggesting that word identification precedes the monitoring response (Foss & Blank, 1981).
It turns out that phoneme monitoring speed is strongly correlated with the recognition
point. Words that have early recognition points lead to faster phoneme monitoring times
than words that have later recognition points (Marslen-Wilson, 1984), whether the words
are presented in isolation or as part of an extended utterance (Tyler & Wessels, 1983). Non-
word detection time also depends on when, exactly, the non-word stimulus diverges from
real words that share the same onset. A non-word like trenkitude can be identified as a non-
word faster than an equally long non-word like cathedruke, because trenkitude becomes a
non-word sooner than cathedruke. The only English word with the same onset as trenkitude
are trench, trend, and slight variations thereof (e.g., trendy), so trenkitude becomes a non-
word at the k. Cathedruke has a potential word match, cathedral, up to the dr, and so
becomes a non-word later. When people engage in non-word detection experiments, they
respond faster to words like trenkitude than equally long non-words like cathedruke, which
provides further evidence for the special status afforded to recognition points in the
COHORT model. Both cathedruke and trenkitude provide bottom-up, positive evidence for
real words, and so both should lead to roughly equivalent activation of word targets under
both the logogen and FOBS models.?' Plus, the FOBS and logogen processing systems
might have to wait until the entire stimulus has been perceived before they can be certain
that no logogen will fire or no bin will match the input. Thus, these models do not provide
strong justification for why non-word detection times should differ between cathedruke
and trenkitude.

The available evidence suggests that words are identified very quickly, and that the
bottom-up information that is present at the point in time when words are identified often
is not sufficient, by itself, to pick out one single word (Marslen-Wilson, 1987). One estimate
is that 200 ms of spoken input is compatible, on average, with about 40 different words. This
also is bad news for models, like FOBS, that say that word identification is based on an
autonomous search process based on purely bottom-up information, because it appears that
lexical access is well under way before a unique root morpheme can be identified. Another
piece of bad news for FOBS is that lower frequency words affect recognition points as much
as higher frequency words do. According to models like FOBS, higher frequency entries are
searched before lower frequency entries are. So, if a word has a lower frequency competitor,
this should not affect how quickly that word is accessed. However, COHORT makes a
different prediction. According to COHORT, word candidates are activated based on their
match to the initial sequence of sounds in the acoustic input, regardless of how frequent the
word candidate is. So, if a higher frequency target word, like rap, has a lower frequency
cohort member, like rapture, it will be recognized slower than an equivalent high-frequency
word that does not have a lower frequency competitor. In fact, response times in a variety of
tasks involving spoken words depend on the recognition point, independent of the
frequency of the actual target word (Marslen-Wilson, 1987).

Activating multiple candidate words and continuously evaluating the goodness of fit
between the acoustic input and the activated candidate set, as proposed by COHORT,
confers a number of benefits to the listener. First, activating multiple candidates ensures
that the correct word will be available for selection and further processing. Second,
continuously evaluating the fit between the stimulus and the set of activated candidates
ensures that the correct candidate will be selected as soon as the bottom-up input
discriminates the correct target from similar competitors. These characteristics therefore
maximize the speed and accuracy of the lexical access mechanism.

The original version of the COHORT model did not have an explicit account of word
frequency effects, but this shortcoming was repaired in follow-on versions of the model.
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After it was established that frequency did affect word recognition times, independent of
where the recognition point was, COHORT was modified to include different rise times
in the level of activation for higher frequency and lower frequency word forms. This is
essentially equivalent to the logogen model’s move of lowering thresholds for higher
frequency word forms. So the revised COHORT model, like the TRACE model, does not
view word form activation as all-or-none. Instead, word forms can have no activation, a
little activation, or lots of activation (consistent with behavioral evidence for early effects
of frequency; Cleland, Gaskell, Quinlan, & Tamminen, 2006; Dahan & Gaskell, 2007). For
instance, if people are shown an array of objects, and they listen to a word that has an
ambiguous onset, like bell (because the be part is consistent with a wide variety of words,
bell, bed, bet, bend, etc.), they look more often and more quickly at a picture that goes with
a high-frequency word than a picture that goes with a lower frequency word (Dahan,
Magnuson, & Tanenhaus, 2001). Responses to high-frequency visual word targets are
also more facilitated by an auditory prime than low-frequency targets (e.g., the high-
frequency word feel is more primed when people hear the onset sounds fee; and the
low-frequency word robe is less primed when people hear the onset sounds roe; Marslen-
Wilson, 1990). To account for these kinds of effects, “Elements are not simply switched
on or off as the sensory and contextual information accumulates, until a single candidate
is left standing. Instead, the outcome and the timing of the recognition process will
reflect the differential levels of activation of successful and unsuccessful candidates”
(Marslen-Wilson, 1987, p. 93).

The revised COHORT model also alters its view of the input representation (Lahiri &
Marslen-Wilson, 1991; Marslen-Wilson & Warren, 1994). The original version of
COHORT, logogen, FOBS, and TRACE all assume that a level of phonological processing
units mediates between acoustic-phonetic features and word representations. That is,
acoustic features activate phoneme nodes, and then phoneme nodes activate words. This
information flow can produce catastrophic failure, however, if the bottom-up input is
miscategorized, and the wrong phone is identified. To solve this problem, COHORT
suggests that acoustic-phonetic features are directly connected to word-level
representations (and that phoneme identification is a by-product of activating word
forms). That way, words that have similar acoustic—phonetic features will be activated. For
example, bat, which has a voiced labial stop at its onset, would be partially activated
when someone said pat, which has a de-voiced labial stop at its onset.

The direct mapping of phonetic features to word form representations also helps explain
other sublexical (below the level of the word) effects on lexical access. Many English words
contain onset embedded words. The word lightning starts with light. The word hamster starts
with ham, which is a word by itself. However, it turns out that the string ham is pronounced
slightly differently when it is a word all by itself compared to when it is just the first syllable
of a bigger word. Specifically, ham has a longer duration, it sounds more like haaaaam,
when it is spoken as an independent word (as in This haaaaam tastes really good) than when
itis produced as part of a bigger word (as in This hamster tastes really good). These differences
in pronunciation are detected by the auditory lexical access system fast enough to bias
activation toward the matching word candidate. So the short word ham becomes more
active when ham is pronounced with a longer duration (haaaaam); and the longer word
hamster becomes more active when ham is pronounced with a shorter duration (Davis,
Marslen-Wilson, & Gaskell, 2002; Salverda, Dahan, & McQueen, 2003; Salverda et al., 2007;
Shatzman & McQueen, 2006). Other sublexical properties, like where the stress occurs, can
also affect how rapidly individual word candidates become active (e.g., you pronounce
record differently when it is a verb versus when it is a noun, but subtle differences in stress
patterns also occur for stand-alone words like ham and the same segments that are
embedded in larger words; McQueen, Norris, & Cutler, 1994).



Third-generation models: Distributed features
and distributed cohort

DISTRIBUTED FEATURE MODELS

The parallel distributed processing enterprise continued to grow and develop with the
invention of newer and more advanced mathematical models of lexical access. For example,
Jeff Elman’s simple recurrent network (SRN) model assumed that words were represented as
a pattern of neural activity across a multi-layered network. As shown in Figure 3.14, the
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Figure 3.14 A schematic of Elman’s (2004, p. 203) simple recurrent network model of
auditory word processing. Top: The architecture of the network. Bottom: The semantic
space that emerged after the model was trained.
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SRN model adapted TRACE’s three-layered network and added to it a set of context units.
The job of the context units was to store a copy of the activations in the hidden units
between processing cycles. In this way, the network would respond not just to the current
state of the input units, but also to recent events, as reflected in the activity of the context
units. The explicit task that the network performed was to predict the upcoming word in an
utterance. Before training, the network’s connection weights were randomized, and then it
processed a set of sentences one word at a time. As each word was encountered, the network
tried to predict what the next word would be. When it made errors, the connection weights
throughout the network were changed so that its output would more closely match the
desired output the next time around. In this system, word identities can be represented as a
pattern of activation among the hidden units. When Elman inspected these patterns after
the network was trained, he found that the patterns split neatly into two classes, corresponding
to nouns and verbs. Within each class, the word representations subdivided further into
subclasses, with similar representations being assigned to words that we would judge as
being close in meaning (see Figure 3.14, bottom). The model further subdivided individual
word representations (e.g., book), by producing slightly different patterns of activation
when the word appeared in different contexts. This solves one of the sticky problems faced
by the “dictionary entry” and feature-based theories of semantics. Namely, how do you have
enough entries in the dictionary to take care of all of the slightly different shades of meaning
that you can assign to a particular word in different contexts? The SRN model solves this
problem by letting context influence the pattern of activity that occurs in the network, so
the representation of the word ball (the activity in the hidden units) will be slightly different
in a baseball context and a playground context.

DISTRIBUTED COHORT MODEL

The distributed COHORT model (DCM) borrows some of its architectural features from
parallel distributed processing models like Elman’s distributed feature model (Gaskell &
Marslen-Wilson, 1997, 2001, 2002). DCM takes phonetic features as its input, runs them
through a hidden layer of processing units, which is also connected to a set of context units
that store a copy of the hidden units’ pattern of activation between processing cycles (as in
Elman’s SRN). The system uses the output of the hidden units to activate two further groups
of processing units, one of which represents phonological word forms and one of which
represents word meanings (“lexical semantics”). In this model, acoustic stimuli activate
phonetic feature units, which activate hidden units, which in turn activate semantic and
phonological word form units

DCM proposes that auditory/phonological information is represented in one set of
processing units, while semantic information is represented in another set of processing
units. But rather than information flowing from acoustic to phonetic to word form to
meaning, as in the default model, auditory information is conceived of as being directly and
simultaneously connected to both stored phonological codes and stored semantic (meaning)
codes. Thus, each word in your vocabulary is represented simultaneously as a vector in a
phonological space and as a vector in a semantic space. You recognize a word when the
pattern of activity in the phonological and semantic units stabilizes and settles into the
pattern that corresponds to that word. Because auditory information for phonologically
related words is similar, different words that contain the same sounds will activate similar
patterns of activation within the phonological units. Because word meanings are arbitrarily
and essentially randomly connected to auditory information, different words with similar
sounds will activate different, randomly assorted parts of the semantic space.

The simultaneous activation of phonological and semantic units has a number of
consequences for word recognition and activation of meaning. In the initial moments of
lexical access, when the onsets of words are heard, processing units in both the phonological
and semantic spaces become activated. Activation in the phonological space will be coherent



and mutually reinforcing because words with the same onset will share aspects of
phonological representation. Activation in the semantic space will represent a blend of
different semantic patterns. That is, the initial pattern of activation in the semantic network
does not correspond to any of the stable states that represent individual word meanings.
The pattern of activity in the semantic nodes therefore does not correspond to any familiar
word meaning.

One of the things that the DCM is good at is explaining how coarticulation affects word
recognition and lexical access. As you recall from Chapter 2, coarticulation changes the way
phonemes are produced. A phoneme that is normally produced with the tongue touching
the alveolar ridge, such as the /n/ sound can be pronounced like an /m/ if the following
phoneme is going to be a bilabial stop like the /b/ sound. So, the /n/ in lean will be pronounced
as an /m/ sound in the context of lean bacon (lean will be pronounced as if it were leam).
Although this is an example of coarticulation that crosses a word boundary, similar effects
occur within words. The way you pronounce the /o/ sound in job is slightly different than
the way you pronounce the /o/ sound in jog—the phoneme that follows the /o/ sound “pulls”
the articulators away from their normal places and toward the place where the /b/ and /g/
phonemes are normally produced (the front and the back of the mouth, respectively). DCM
captures these coarticulation effects by representing the /o/ sound in jog with a slightly
different pattern in the phonological units than the /o/ sound in job.

In normal speech, the /o/ sound in jog will always be a little bit different than the /o/
sound in job, and the speech recognition system can use these differences to predict the
phoneme that will follow. But what happens if there is a mismatch between the /o/ sound
and the next phoneme? According to the default model, phoneme identification precedes
lexical access, the /o/ sounds in jog and job will both be identified as /o/, so if the /o/ in jog
is spliced into the word job, that should not cause any problems at all. But according to
DCM, cross-splicing vowels that are pronounced in different ways in different contexts will
be a problem, because the pattern of activation in the phonological units that results from
this kind of cross-splicing will not match the pattern of activation that normally occurs. In
fact, people have a hard time responding to cross-spliced stimuli when both of the segments
of the cross-spliced stimulus come from real words (Dahan, Magnuson, Tanenhaus, &
Hogan, 2001; Gaskell, Quinlan, Tamminen, & Cleland, 2008; Marslen-Wilson & Warren,
1994; Streeter & Nigro, 1979).2> When DCM is used to model people’s responses to cross-
spliced stimuli with sublexical mismatch between vowels and adjacent consonants, it
accurately predicts reaction times on both lexical decision and phoneme monitoring tasks
(Gaskell & Marslen-Wilson, 1997).

DCM also has a good explanation for what happens to word perception when
coarticulation and assimilation change the way people pronounce words, like lean and run.
The velar consonant /n/ gets pronounced like an /m/ when it is followed by a bilabial stop
consonant (e.g., /b/ and /p/), because the bilabial stop “pulls” the articulators away from
their usual or canonical positions. How do people perceive these “altered” pronunciations?
It depends on whether the changed stimulus closely matches a word that you already know,
and it also depends on whether you hear the “altered” stimulus in isolation or in the context
of an extended utterance. When the word lean is followed by a word beginning with a
bilabial stop, it is pronounced like leam (Gaskell & Snoeren, 2008). So, leam could be stored
in the lexicon as an alternative pronunciation of lean, in which case people should perceive
leam as lean. But when leam is presented in isolation people perceive it as leam. When
the same token is embedded in an extended utterance, with a bilabial stop following the
coarticulated /m/ sound, they perceive the word as being lean. Sometimes coarticulation
produces another real word, as when coarticulated run turns into rum. When the
coarticulated rum token is presented in isolation, people perceive it as being the word rum.
When the coarticulated rum token is presented in an extended utterance followed by a
bilabial stop, people are more likely to perceive it as the word run, than if rum is presented
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all by itself (Gaskell & Marslen-Wilson, 2001), and this effect is stronger when the preceding
sentence context favors the exercise meaning over the drinking meaning. DCM can explain
these context effects on perception by invoking the semantic portion of the network. When
the bottom-up acoustic information favors two lexical entries about equally, and the pattern
of phonological activation is intermediate between /m/ and /n/, the candidate that produces
the better match in the semantic side “wins” the competition and ends up being selected.

DCM is also good at explaining why words with multiple meanings are harder to process
than words with multiple related senses (Rodd, Gaskell, & Marslen-Wilson, 2004). Words
with multiple meanings, like bark (as in tree bark and Does your dog bark? The ancient mariner
crossed the sea in a bark) lead to less coherent activation in the semantic part of the network;
and words with multiple senses, like twist (as in Give the handle a twist, Can you do the twist?
Oliver has gone round the twist) lead to a more coherent pattern of activation. (Elman’s SRN
makes similar claims with respect to different flavors of meaning for words like ball.)

DCM differs from the original COHORT model in that DCM places less emphasis on
word beginnings as a critical element in lexical access. Part of the motivation for this is
experiments that show that non-word primes can activate word form representations that
differ in onset (dob and tob will both prime the word bob; Connine, Blasko, & Titone, 1993),
as long as the altered phoneme shares some features with the original phoneme.

Lexical Ambiguity Resolution

So far, we have been assuming that each word in the input has one and only one matching
representation in the lexicon, and only one meaning. This is not true. Many words have
more than one meaning. The word bank, for example, can refer to a place where you keep
your money or it can refer to a place next to a river where you go fishing. According to some
estimates, over 40% of the words that you hear in English have more than one meaning
(and this does not include the temporary ambiguities that happen when you hear words
with onset-embedded words in them, like ham in hamster; Gernsbacher, 1990). So what
happens when you hear or read a word that has more than one meaning? Do you go straight
to the contextually appropriate or correct meaning? Or do you have to sort through
incorrect or contextually inappropriate meanings before you get to the correct one?

According to the exclusive access hypothesis, you can use cues from the context to
immediately select the correct meaning of an ambiguous word like bank. When you hear or
see the word bank you access only one meaning. If you are listening to a story about money,
you access the financial institution meaning; and if the story is about fishing, you access the
river-related meaning instead. But as we saw before, early events in word processing seem
to involve activation of multiple candidates pretty much all the time. If visual and acoustic
stimuli activate multiple word forms that they are associated with, maybe word forms
simultaneously activate multiple meanings that they are associated with. This latter
hypothesis is called the exhaustive access account. Exhaustive access says that you activate
all of the meanings that are associated with an individual word like bank, even though only
one of those meanings will be appropriate in any given situation.”

The exclusive and exhaustive access accounts were first tested in a series of priming
experiments (Swinney, 1979; Onifer & Swinney, 1981; Seidenberg, Tanenhaus, Leiman, &
Bienkowski, 1982). In these experiments, ambiguous words like bug were embedded in
contexts that made one of their meanings more appropriate than the other. For example, the
sentence might be, The spy swept the room looking for concealed bugs, in which case the
“listening device” meaning of bug would be appropriate. In another case, the context sentence



might be, The cook picked up a bag of flour in the kitchen and saw the bugs. In that case, the
correct meaning would be the “insect” version. To assess which meanings subjects accessed,
their responses to words associated with the different meanings were measured. If people
access the “listening device” meaning of bug, then they should respond faster to the target
word listen than to an unrelated control word. If people access the “insect” meaning of bug,
then they should respond faster to the target word insect than to an unrelated control word.
So after people heard the word bugs, they responded as quickly as possible to a test word
flashed up on a computer screen. The test word could be related to one or the other meaning
of the word bug, or it could be unrelated. The difference in response time between related and
control words provides an index of how activated the related word meanings were. Hearing
the word bugs made people respond faster to target words related to either of its meanings, no
matter which meaning was appropriate in context. These results are more compatible with the
exhaustive access hypothesis, and they are incompatible with the exclusive access hypothesis.
People do not appear to select only the right meaning. Both contextually appropriate meanings
and inappropriate meanings are activated when people hear an ambiguous word like bugs.

If appropriate and inappropriate meanings are both activated when we hear an
ambiguous word, how do we ever figure out the correct meaning of an utterance? If the
“insect” meaning gets activated in a “listening device” context, why dont we interpret the
utterance as referring to insects rather than listening devices? The answer is that context does
affect meaning selection eventually, even though it does not appear to prevent incorrect
meanings from being activated in the first place. In follow-on experiments investigating
meaning selection for ambiguous words, experimenters manipulated the amount of time that
elapsed between the ambiguous word and presentation of the target word. The amount of
time that passes between presentation of the ambiguous word and presentation of the target
is called stimulus offset asynchrony (or SOA). In some studies, target words are presented
immediately after the ambiguous word in some conditions, and they are presented at longer
SOAs in other conditions. Different patterns of results are observed at different SOAs in
experiments looking at ambiguous word processing. If target words are presented immediately
after the ambiguous word, all of a word’s associated meanings are primed. But if you wait until
250-500 ms after the ambiguous word to present the target word, you get a different pattern
of results. At longer SOAs, only meanings that are appropriate in context are primed. This
means that, although all of the meanings of bugs are activated when you hear the word,
context causes you to deactivate or suppress the inappropriate meaning after a short period of
time. Thus, your long-term representation for the utterance will contain only the appropriate
meanings, and your interpretation will not be cluttered with inappropriate meanings.

Does context influence meaning selection
for ambiguous words?

To explain how context influences meaning selection in ambiguous word processing, we
need to introduce the idea of meaning dominance. Many words have multiple meanings, but
those meanings are not all created equal. Some meanings occur more frequently than
others. For example, the “metal ore” meaning of tin (as in This can is made out of tin) is far
more frequent in American English than the “container” meaning of tin (as in I bought a tin
of beans.) So, tin is like bugs, in that they both have more than one meaning. But tin is unlike
bugs in that one of its meanings occurs more often than the other. This property of
ambiguous words is referred to as meaning dominance. Some ambiguous words have one
frequent (dominant) meaning, and other less frequent (subordinate) meanings. Let’s call this
kind of word a biased ambiguous word. Other ambiguous words have two roughly equally
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frequent meanings. Let’s call this kind of word a balanced ambiguous word. It turns out that
different kinds of ambiguous words, biased and balanced, have different effects on people’s
behavior, and these differences reflect different underlying meaning-access processes.

When balanced ambiguous words are presented in a neutral context, they behave like
bugs did—both meanings are activated simultaneously to roughly the same extent. That can
be demonstrated in experiments involving eye tracking. In an eye-tracking experiment,
people read texts—sentences, in this case—and their eye movements are recorded. Because
eye movements are linked to the mental processes involved in interpreting the text (Rayner,
1998; Rayner & Pollatsek, 1989, 2006), we can estimate how much difficulty people have
interpreting a given piece of text by measuring how long they look at that piece of text.
When people read balanced ambiguous words in a sentence, The woman saw the bugs ...
they fixate those words longer than matched control words that have only one meaning.
When people read biased words, like tin, a different pattern emerges. People read biased
words just as quickly as matched unambiguous control words, suggesting that they are only
activating one meaning. Note that in these cases, the context that comes before the balanced
ambiguous word does not indicate which meaning is appropriate. These are called neutral
contexts. But we can change the context so that it favors one or the other of the word’s
meanings. For example, we could change the context so that it favors the “insect” meaning
of bugs, as in What crawled out from under the sink was a bunch of bugs.

This kind of biasing context has different effects depending on whether the critical word
is balanced (bugs) or biased (tin). Biasing contexts cause balanced ambiguous words to be
processed as quickly as matched unambiguous words. So you read bugs just as quickly as a
word with only one meaning when the preceding context points you toward one of its
meanings (Duffy, Henderson, & Morris, 1989; Rayner & Dufty, 1987; see also Tabossi,
Colombo, & Job, 1987, and Tabossi & Zardon, 1993, who found a similar pattern of results
in a set of priming experiments). Biasing contexts have different effects on biased ambiguous
words, depending on whether the dominant or subordinate meaning is appropriate. If the
context makes the dominant meaning appropriate (e.g., The miners went under the mountain
to look for tin), the ambiguous word is processed just as quickly as a matched control word
that has only one meaning (e.g., The miners went under the mountain to look for gold). But
if the biasing context points toward the infrequent meaning of a biased ambiguous word
(The miners went to the store and saw that they had beans in a tin), it takes people a long time
to read the word tin, suggesting that they are having a hard time accessing its subordinate
(less frequent) meaning. A recent neuroimaging experiment showed that the same factors
of meaning dominance (balanced versus biased) and context (supporting the dominant or
subordinate meaning of a biased ambiguous word) affected the neural response to sentences
containing ambiguous words (Mason & Just, 2007).

Balanced ambiguous words are read slowly in neutral contexts (suggesting exhaustive
access to all of their meanings) and quickly in biasing contexts (suggesting that biasing
context helps people select an appropriate meaning of a balanced ambiguous word). Biased
ambiguous words are read quickly in neutral contexts (suggesting rapid access to one
meaning), quickly when biasing context points toward the dominant meaning, and slowly
when biasing context points toward the subordinate meaning. This pattern of response
inspired the reordered access theory (Duffy et al., 1989; Rayner & Duffy, 1987). According to
reordered access, access to word meanings is influenced by two interacting factors. The first
factor is meaning dominance—more frequent meanings will be easier to access than
infrequent meanings. When you encounter a word, the bottom-up input activates all of the
semantic representations associated with the word. Word representations are organized as
in the TRACE model, so that when more than one representation is activated by a word, the
activated representations compete with one another. Biased ambiguous words are easy to
process because the dominant meaning wins the competition quickly. Balanced ambiguous



words are more difficult to process because the two competing representations are more
evenly matched, and it takes longer for competition to select a winner. The second factor
that influences meaning selection is the context that a word appears in. When context and
meaning dominance both favor the frequent meaning of an ambiguous word, competition
between multiple activated word meanings is short-lived—the dominant meaning wins the
competition very quickly. When context favors the less frequent meaning, its activation is
raised to the point where it becomes an effective competitor with the more dominant
meaning. As a result, the subordinate meaning can be selected when context favors it, but it
takes more time for the subordinate meaning to beat down the more frequent dominant
meaning.

The Neural Basis of Lexical
Representation and Lexical Access

Investigating what happens when people experience brain damage (neuropsychological
approaches) and measuring activity in the intact brain (neurophysiological and neuroimaging
approaches) are great ways to study how word meanings are organized in the brain and how
the brain performs the processes required for lexical access. Neuropsychological approaches
have demonstrated that knowledge of concepts and knowledge about word forms are
handled by quasi-independent systems in the brain. That is, people can have intact
knowledge of concepts, without being able to recover information about the word forms
that refer to those concepts and vice versa (e.g., Damasio, Grabowski, Tranel, Hichwa, &
Damasio, 1996; Tranel, Logan, Frank, & Damasio, 1997). Neuroimaging experiments
support a shared semantic system for words and pictures, but some brain areas respond
more to words than pictures, and vice versa (Vandenberghe, Price, Wise, Josephs, &
Frackowiak, 1996; Wagner et al., 1997). When subjects judged the similarity between word
meanings or pictures, both kinds of stimuli activated a network of left-hemisphere brain
areas including the superior occipital cortex, the inferior (bottom) temporal lobes and the
inferior frontal lobes (see Plate 4, top). Word-specific activity was observed in a region of
the left hemisphere in the superior temporal and medial (toward the center of the brain)
anterior (front) temporal lobes (Plate 4, middle), as well as in the frontal cortex. Pictures
selectively activated a region near the left superior temporal sulcus (Plate 4, bottom).

In the normally functioning brain, non-linguistic conceptual knowledge and linguistic
knowledge about words somehow combine to produce meaning when words are heard or
read. How is this done? And where is it done? Answering where word meanings are stored
in the brain and how the brain activates those meanings in response to auditory and visual
stimulation runs into immediate complications when you consider that there are many
different ways to classify words at many different levels of abstraction (open class vs. closed
class, noun vs. verb, animate vs. inanimate, regular vs. exception, high frequency vs. low
frequency, animal vs. vegetable vs. mineral, and on and on and on). So you should not be
surprised to learn that, although widespread left-lateralized brain activity occurs when
people listen to or read words, the specific pattern of brain activity reflects an interaction of
word and task properties (Booth et al., 2003; Friederici, Opitz, & von Cramon, 2000; Posner &
Raichle, 1994). Brain responses that depend on word properties can be observed in both
neuropsychological and neuroimaging studies. Some aphasic patients appear to have
greater difficulty retrieving information about verbs than about nouns, and others have the
opposite problem (Caramazza & Hillis, 1991; Damasio & Tranel, 1993). These differences
in the ability to retrieve words happen even when the two versions are nearly identical, as
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Figure 3.15 Results from PET neuroimaging experiments (Posner, Petersen, Fox, &
Raichle, 1988, p. 1630). Triangles indicate greater neural activity when participants passively
looked at words, compared to a fixation cross baseline condition (solid black shapes indicate
left-hemisphere activity, open shapes indicate right-hemisphere activity). Squares indicate
areas with greater activity in the action-generation task versus repeating nouns out loud.
Circles indicate areas with greater activity during the dangerous animals task than passive
viewing of nouns.

in the noun-verb pair a crack and to crack, and may be more severe for words that are less
semantically complex, despite their greater frequency in the language (Breedin et al., 1998).

Different kinds of words appear to activate different brain areas, potentially reflecting
differences in the way the brain represents the concepts the words refer to. In a landmark
PET study, Alex Martin and colleagues showed pictures of animals and tools and had
participants say the names of the pictured object silently to themselves (Martin et al.,
1996).** Different patterns of activation in the brain were observed for animals and tools.
Greater activity was observed in occipital regions when naming animals, and greater activity
was observed in inferior frontal regions when naming tools (see Plate 5).>* Other ERP and
imaging studies have shown that words referring to concrete entities (like cat, dog, and table)
produce different patterns of neural response than function words (like between, because,
and where; Nobre & McCarthy, 1994; Nobre, Price, Turner, & Friston, 1997).

Neuroimaging and neuropsychological studies also show that the brain areas involved in
processing a word differ depending on what kind of task people are doing when they
encounter the word. When people are asked to generate the action that goes with a noun
like hammer, activity is focused in the anterior cingulate gyrus, the left inferior frontal
lobes, and the right cerebellum (Petersen, Fox, Posner, Mintun, & Raichle, 1989; Posner
et al., 1988; Posner & Raichle, 1994). In seminal PET imaging studies, Mike Posner and
colleagues measured the brain’s response to sets of nouns under different task conditions
that he hoped would engage different brain regions. In one condition, brain activity during
passive perception of words was compared to a fixation-cross baseline (that is, subjects just
looked at an “X” on the screen during the baseline task). In the dangerous animals condition,
participants would view a list of nouns and decide whether each one represented a dangerous
animal or not (this is a type of semantic categorization task). In the action generation task,
participants viewed each noun (e.g., hammer) and said an action that a person would
undertake with that object (e.g., pound). Passively viewing words and not doing anything
with them led to greater activity in the occipital lobes in both cerebral hemispheres. Tasks
that tapped semantic features (dangerousness) or associations (between nouns and actions)
produced left-lateralized activation in the frontal lobes (see Figure 3.15).
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Figure 3.16 PET data showing the neural response to a semantic judgment task (top) and
a phonological judgment task (bottom) (Price et al., 1997, p. 729)

Different patterns of brain activity are also observed between tasks that focus on the
semantic properties of words in contrast to their phonological properties. PET data showed
significant neural activity throughout substantial parts of the left temporal lobe in response
to semantic judgments, and bilateral (both sides of the brain) activation in more dorsal
(toward the top) areas in response to judgments about how words sound (Price, Moore,
Humphreys, & Wise, 1997; see Figure 3.16). Other neuroimaging experiments also indicate
that left prefrontal involvement in semantic processing tasks differs across different tasks
involving the same words (Goldberg, Perfetti, Fiez, & Schneider, 2007). Questions that
tapped abstract, verbally acquired knowledge about animals led to stronger activation of left
frontal regions than questions that tapped more concrete, directly observable properties
of animals, even though the different kinds of questions were equally difficult to answer
(see Plate 6; see also Bright, Moss, Longe, Stamatakis, & Tyler, 2006; Demb et al., 1995).%
Different regions of the left prefrontal cortex also appear to be involved in tasks that tap
semantic versus phonological knowledge associated with individual words. Some subregions
are more activated when participants judge whether two words have similar meanings,
while other subregions are more activated when participants judge whether two words
rhyme (Heim et al., 2005; Roskies, Fiez, Balota, Raichle, & Petersen, 2001; see also Mainy
et al.,, 2008). Transcranial magnetic stimulation results also suggest an anterior-semantic,
posterior-phonological organization of the left inferior frontal region (Gough, Nobre, &
Devlin, 2005). Other studies have shown differences in brain activity in the left inferior
frontal lobe occurring in response to lexical decision and verb-generation tasks (Frith,
Friston, Liddle, & Frackowiak, 1991).

Keeping in mind that the precise pattern of brain activity that is associated with a
word depends on characteristics of the individual word and the task that the person is
engaged in, word processing tasks generally activate a network of left-hemisphere regions.
Right-hemisphere activity is also seen in some circumstances, especially for processing of
words referring to abstract concepts (Kiehl et al., 1999), but greater neural activity in word
processing tasks normally occurs in the left hemisphere.

Processing models assume a separate set of input representations for auditory and visual
word processing (e.g., Coltheart et al., 2001; McClelland & Elman, 1986; McClelland &
Rumelhart, 1981), and this division is reflected in different patterns of activity in spoken
and visual word processing. Auditory input more strongly activates Wernicke’s area (near
the junction of the occipital, temporal, and parietal lobes); and visual input may not activate
this area at all (Howard et al., 1992; Petersen, Fox, Posner, Mintun, & Raichle, 1988). Brain
regions involved in auditory word processing include the superior temporal lobes bilaterally.
These regions are involved in analyzing the acoustic and phonetic properties of the input
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Figure 3.17 The visual word form area (from Cohen et al.,, 2002, p. 1060). The left
hemisphere appears on the right side of the figure.

(Kluender & Kiefte, 2006; Scott, Blank, Rosen, & Wise, 2000). Some theorists suggest that a
portion of the superior (top) posterior (toward the back) temporal lobe in the left hemisphere
contains a phonological word form area that is responsible for mapping acoustic information
onto stored representations of individual words (e.g., Friederici, 2002).

Basic visual processing of written words is conducted by portions of the striate (“stripey”)
and extrastriate visual cortex in the occipital lobes in both hemispheres (these areas also
respond to other complex visual stimuli). Further input processing of written words is
associated with activity in the visual word form area, an area in the left hemisphere anterior
(toward the front) to basic visual processing areas that is near other perisylvian cortical
regions that are thought to be involved in phonological and semantic processes (Cohen
et al., 2002; Dehaene, Le Clec’H, Poline, Le Bihan, & Cohen, 2002; McCandliss, Cohen, &
Dehaene, 2003; Nobre, Allison, & McCarthy, 1994). This area responds to pronounceable
letter strings, but not to spoken words or word-like stimuli; and it does not respond to
complex visual stimuli other than words. Figure 3.17 displays the location of the visual word
form area.”’

When a stimulus has activated auditory or visual input codes, additional neural activity
will reflect access to aspects of the words’ semantic and syntactic properties, and the
integration of these features into a representation of the ongoing discourse. At some point,
this activity will not depend on whether the word was heard or read, and so it will reflect
modality-independent information associated with the word in question. Such post-lexical
processes are associated with widespread left-lateralized neural activity spread across
regions in the anterior occipital cortex forward through inferior parietal lobes, the medial
and inferior temporal lobes, the temporal poles, and the inferior frontal lobes (Friederici
et al., 2000; Howard et al., 1992). However, only a small portion of this activity appears to
be task independent. Activity in the inferior (bottom) temporal lobe and frontal lobes
appears to increase when tasks focus on semantic (as opposed to syntactic or visual features)
of words. Activity in the superior temporal lobes appears to be more related to phonological
analysis, which has led some theorists to propose a neural organization scheme in which
dorsal (toward the top) brain areas are involved in phonological and motor analysis of



speech input, while middle areas are involved in syntactic-relational information, and
ventral (toward the bottom) areas are involved in retrieval of semantic information
(Shalom & Poeppel, 2008; Thompson-Schill, Aguirre, D’Esposito, & Farah, 1999).

Similarly, the brain may be organized along the posterior-anterior dimension, with more
posterior regions involved in retrieval of more basic features and more anterior areas
involved in processing complex combinations of features and other relational information
(Noppeney et al., 2007; Randall, Moss, Rodd, Greer, & Tyler, 2004). This approach is
supported by neuropsychological studies showing dissociations between verbs and nouns.
Problems dealing with verbs are more associated with frontal lobe damage, while problems
dealing with nouns referring to concrete entities is associated more with temporal lobe
damage (Caramazza & Hillis, 1991). An alternative hypothesis proposes that the poster—
anterior organization may reflect a functional-perceptual distinction, as stimuli relating to
tools (defined by their functions) appear to activate posterior brain regions more strongly
than stimuli relating to animals (which are distinguished more by what they look like than
what they’re good for; Tranel, Grabowski, Lyon, & Damasio, 2005), whether those stimuli
are conveyed as words, pictures, or as sounds associated with objects (like mo0 for cow, or a
snipping sound for scissors).

Hanna Damasio and her colleagues tested over 100 brain-damaged patients and
correlated their performance on tasks involving the names of tools, animals, and people
(Damasio et al., 1996). By mapping the locations of brain lesions and comparing lesion
location with performance for different kinds of words, Damasio’s group found that brain
damage in posterior areas of the left temporal lobe correlated with deficits on tools, damage
to adjacent more anterior regions was correlated with deficits on animals, and damage to
the temporal pole was correlated with deficits on people (see Plate 7). These data could be
interpreted as showing that different concepts are represented by different underlying
neural systems. But critically, the vast majority of Damasio’s patients could define concepts
that they could not name. So, a patient might respond to a picture of a skunk by saying, “Oh,
that animal makes a terrible smell if you get too close to it; it is black and white, and gets
squashed on the road by cars sometimes” (Damasio et al., 1996, p. 499). So the patient’s
problem is not that they lack knowledge about the concept; rather there is something that
prevents them from coming up with the name even though they can access aspects of the
concept’s meaning. As a result, Damasio and colleagues suggest that the temporal regions
affected by their patients’ lesions are responsible for intermediary processes that provide the
links between distributed conceptual knowledge and phonological word form knowledge
that is supported by language areas in the superior temporal lobe and the temporal-
parietal-occipital junction. That is, the different regions of the temporal lobe are not storing
localized conceptual representations. Instead,

when the concept of a given tool is evoked (based on the activation of several regions which
support pertinent conceptual knowledge) ... an intermediary region becomes active and
promotes (in the appropriate sensorimotor structures) the explicit representation of
phonemic knowledge pertaining to the word form which denotes the given tool. When a
concept from another category is evoked, that of a particular person for example, a different
intermediary region is engaged. (Damasio et al., 1996, pp. 503-504)

How are word meanings represented in the brain?
One of the enduring controversies in language science relates to how word meanings are

represented in the brain, and a good way to get into this debate is to look at the phenomenon
of category-specific semantic deficits. Category-specific semantic deficits happen when an
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individual has difficulty understanding the meanings of some types of words but not others.
In particular, there seems to be a distinction between the processing of words that refer to
natural kinds (animals, plants, and foods) and artificial or man-made objects (tools,
buildings, and objects). The existence of category-specific deficits has been used to argue
for localized semantic representations or separate semantic systems for living and non-
living things (e.g., Caramazza & Hillis, 1991; Pinker, 1994). According to the localizationist
theories, semantic memory has been divided into separate categories by natural selection,
because those categories represent biologically important domains. That conceptual
division is reflected in a physical division of different kinds of concepts in different physical
locations in the brain. So, if a lesion strikes the area that is responsible for representing
conceptual knowledge of tools, an individual with that kind of damage will not be able to
comprehend or produce words relating to those lost concepts. Other concepts may be
completely spared, however, because they are physically instantiated in an undamaged
region of the brain.

The localizationist approach contrasts with the distributed representation approach.
According to the distributed representation approach, concepts are represented as
coordinated patterns of activity across a wide variety of brain regions. In this kind of
account, word representations can be thought of as a kind of Hebbian cell assembly (e.g.,
Pulvermiiller, 1999). Hebb was a theorist who was active in memory research at the dawn of
the cognitive revolution. He argued that concepts (and other kinds of long-term memories)
consisted of linked groups of neurons. Groups of neurons are tied together with excitatory
connections so that any time one of the members of the group becomes active, all of the
other members of the group also become active. In this way, a simple retrieval cue could
activate a rich and complex array of knowledge. You can think of a word as a retrieval cue
thatactivates a sub-assembly representing the word’s form, and the concepts and associations
that become activated when you hear the word reflect the other components of a Hebbian
cell assembly. How do Hebbian cell assemblies form in the brain? According to Pulvermiiller
(1999), such assemblies form when different groups of neurons are active at the same time.
For word learning, this happens when neurons that respond to the sound of a word fire at
the same time as other neurons that are responsible for representing perceptual (visual,
tactile, auditory, etc.) and functional (what do you do with the object?) properties of the
object. Once these associations are formed, you can access the sound when the perceptual
and functional properties are activated (by direct experience or recollection); and the sound
will similarly activate perceptual and functional representations associated with the name
(as in the embodied semantics account). The fundamental claim is that word representations
reflect neurally distributed groups of neurons that fire together when one subcomponent of
the cell assembly becomes activated.

The idea that different kinds of words are represented in different parts of the brain has
been investigated by looking at how word knowledge breaks down following brain damage
and by neurophysiological and neuroimaging studies of normally functioning individuals.
At first blush, the existence of category-specific deficits in semantic knowledge and word
processing would seem to favor localization over distributed representations. Localized
representations offer a quick and efficient explanation for why one category would go away
but others would not, and one of the hallmarks of distributed systems is graceful and
gradual reduction in function following damage. However, a detailed look at the available
evidence and a fresh look at the organization of semantic memory provides a major boost
to the distributed representations position.

First, consider that the loss of knowledge of living things is more common than loss of
knowledge of artificial kinds. Better preservation of knowledge about artificial kinds than
natural kinds can be demonstrated in confrontation naming (patients try to say the word
that goes with a pictured animal or object), category fluency (patients try to give as many



DEFINITIONS OF LIVING AND NON-LIVING THINGS
PROVIDED BY PATIENTS WITH A CATEGORY-SPECIFIC
DEFICIT FOR LIVING THINGS

Patient RC

Bee—“Bees are animals. And I've forgotten
what they look like. But theyre two-eyed,
similar to humans. Two eyes of a see-through.
Or a hearing, of—two ears. Of a mouth—of
an eating, drinking.”

Bike—“Bikes are two-wheeled, some are four-
wheeled—of a learning of, of a learning for
children ... or a two in the centr-ish, in the
two on either side on the back, of a balance, of
agetago,ofap...ofa,Idont know what it’s

called ... of a pedalling, of a pedalling and a
steering and a four-wheeled as a start of a
learn”

(Moss et al., 1998, p. 304)

Patient JBR
Snail—“An insect animal”

Briefcase—“Small case used by students to
carry papers”

(Warrington & Shallice, 1984; in Saffran &
Schwartz, 1994, pp. 513-514)

examples as possible of a given category, like plant, or animal), and definition tasks (patients
try to give a definition for a word). The box above provides some example definition task
responses from patients with category-specific deficits for living things. These patients
typically have damage to inferior and anterior portions of the temporal lobes (Saffran &
Schwartz, 1994). Deficits for tools are associated with damage to posterior portions of the
temporal lobes, and the portion of the parietal lobe near the occipital-temporal junction
(Damasio et al.,, 1996). Worse performance for non-living than for living categories is
generally observed only in patients with the most severe semantic deficits (Moss et al.,
1998). The localizationist/separate systems position explains why knowledge of living and
non-living things can differ, but it does not explain why deficits occur for living things more
often than non-living things.

Second, consider that the degradation of semantic knowledge is not all-or-nothing.
Some information about the impaired category is preserved, and patients do better on
some tasks than others, depending on how much detailed knowledge is required to do
the task, independent of whether the task taps into knowledge of living or non-living
concepts. Bright and his colleagues (Bright et al., 2006) used a technique similar to Bates
and colleagues’ voxel-based lesion symptom mapping technique (VLSM) to investigate
the relationship between conceptual knowledge, word processing, and the brain. In this
study, patients with brain damage in different parts of the brain performed tasks that
involved different types of words—natural kinds (like cat, horse) and artifacts (like
hammer, automobile). The researchers measured the neural response to different kinds
of objects and different kinds of information-processing tasks using fMRI. As in VLSM,
the researchers measured where the peak response in the brain occurred, they assessed
how well patients did on the different kinds of objects and tasks, and they correlated the
neural response with accuracy on the different tasks. Patients with greater signal
intensity in the anterior (front) part of the temporal lobes did better on tasks involving
natural kinds, when those tasks called for judgments about the fine details that you
would need to know to discriminate between different concepts (e.g., Do cats have
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whiskers? Do dogs bark?). Questions that tapped shared features (Do cats have legs? Do
dogs have fur?) were not associated with greater signal intensity in the anterior temporal
lobes. If knowledge of natural kinds was supported in general by a neural network
located in the anterior temporal lobes, both kinds of questions should have led to similar
signal intensities in that brain region. Thus, these results are more compatible with a
distributed account of semantic knowledge, with increasingly complex features and
combinations of features supported by more anterior regions, but without a dissociation
between living and non-living categories in terms of where in the brain associated
information is stored.

Thomas Grabowski and colleagues’ (2001) PET neuroimaging study involving famous
landmarks and people also creates problems for the localizationist account of semantic
representation. According to the localizationist account, concepts from different categories
(e.g., animals, tools) are represented in different regions of the brain and accessed by
different neural systems. The perceptual-functional approach argues instead that left-
hemisphere semantic processing regions are organized along the posterior-anterior axis
such that functional and more general features are represented more posteriorly, and
more complex combinations of features are represented more anteriorly. According to the
localizationist account, pictures of landmarks (e.g., The Washington Monument, The
Hubert H. Humphrey Metrodome, Carhenge) and people should activate different brain
regions than pictures of famous people. According to the perceptual-functional approach,
discriminating between landmarks and people both involve assessing fine-grained details,
and so discriminating landmarks and people should both depend on more anterior regions,
such as the temporal pole. In Grabowski and colleagues’ PET study, unique landmarks and
famous people both activated the left temporal pole and no differences in neural activity in
any brain region were found between the famous landmarks and famous people conditions.
These data are straightforwardly compatible with the perceptual-functional approach, but
pose problems for accounts that propose separate localized representations for living and
non-living categories. Other neuroimaging studies have also shown that the same brain
regions become activated by words in different conceptual categories (Chao, Weisberg, &
Martin, 2002).

Category-specific deficits can be explained in a localizationist framework by proposing
that certain concepts are represented at particular places in the brain, and the semantic
system is organized so that similar concepts are represented in nearby locations in the
brain. So a lesion that wipes out the “cat” concept is likely to wipe out similar concepts as
well, but may spare semantically dissimilar concepts. The correlated features approach
makes different representational assumptions, and offers a different way to explain
category-specific deficits. According to the correlated features approach, semantic/
conceptual knowledge is represented in distributed neural networks. Because semantic
representations are distributed, you can’t point to a place in the brain and say, “That is
where the concept ‘cat’ is stored”

The assumption of distributed knowledge has two major consequences. First, when
you hear the word cat or think about cats, a wide variety of brain regions become activated,
each of which may be responding to different aspects of the meaning of cat. This approach
is similar to Pulvermiiller’s (1999) cell assemblies approach and other distributed
representation and processing theories. Second, the same large, distributed network of
brain regions is responsible for all of our semantic/conceptual knowledge. So, knowledge
about cats and other natural kinds is stored and activated by the same distributed system
that is responsible for our knowledge about tools and other non-natural kinds. But if
knowledge about animals and tools is spread all over the brain, and if knowledge about
cats is handled by the same system that handles knowledge about hammers, how can we
have a problem with just animals or with just tools?



The answer may be in the structure of the concepts themselves (Moss et al., 1998).
Concepts consist of different kinds of features. Some features are correlated and some are
distinctive. Correlated features are shared by many individual examples within a category.
Distinctive features are those properties that make the difference between being one thing
and being another. Living things have properties that tend to be highly correlated, and
differences between different kinds of living things depend on minor differences in very
specific (distinctive) attributes. As a result, if you know one thing about an animal, a lot of
other properties are highly likely. If you know that something has eyes, it’s almost certain
that it has a mouth, a nose, lungs, four limbs, ears, and so forth. To tell the difference between
different animals, you need detailed knowledge about subsets of properties. Does it have
stripes and whiskers? Then it might be a tiger. Does it have stripes and a mane? Then it
might be a zebra. By contrast, non-living things are more likely to have un-correlated
properties—knowing one thing about a non-living thing does not make prediction of its
other properties very easy. Non-living things are also more likely to have multiple
distinguishing features than living things. If you know an object has a handle, that does not
allow you to predict whether it will have a bowl at the end of the handle, a flat head, or a
point. But if you know that the rest of the object has a sharp edge, you are very likely to be
dealing with a knife and not a hammer. Patients with category-specific deficits have more
trouble with properties that discriminate between concepts that have many correlated
features; and they have little trouble dealing with common features that occur across many
different examples within a category. If someone has a specific deficit about animals, and
you ask them about the properties that animals have in common (eyes, ears, legs, etc.), their
performance is normal or near normal. If instead, you ask about distinctive features, they
have a big problem. Patients like RC (reported in Moss et al., 1998; see also Bunn, Tyler, &
Moss, 1998) could provide numerous shared features of animals, but not for artifacts. For
artifacts, RC was able to provide distinctive features but not shared properties.

Neuroimaging data from patients with a category-specific deficit reinforce the idea that
these deficits result from a general inability to deal with distinctive features generally, rather
than a particular kind of concept (e.g., living vs. non-living). In Peter Bright and colleagues’
(2006; see also Devlin et al., 2002) study, fMRI was used to image brain activity in
patients with category-specific deficits. While they were being scanned, they answered
questions about pictures of living and non-living objects. The non-living objects included
vehicles, which are an interesting case, because they have many correlated features (e.g.,
engine, steering wheel, tires, seats, and so forth), and the features that distinguish them tend
to be highly idiosyncratic (all sedans look alike to someone who drives a truck and vice
versa). So in terms of feature structure, vehicles are a lot like animals. In the fMRI
experiment, some of the questions asked about shared properties (Does it have tires? Does
it have eyes?) and some asked about distinctive properties (Does it have claws? Does it have
a peace-symbol on the hood?). The idea was to find out if the patients had trouble with living
versus non-living things and whether brain activity and question responses differed
between animals and vehicles. If instead the feature structure drives subjects’ performance,
then the patients should do worse on distinctive feature questions than on shared feature
questions, whether the targets were living or non-living. The fMRI results indicated that
patients who did better on the distinctive feature questions had more activity near the
temporal pole in the left hemisphere, whether the questions were about living or non-living
things. This result is straightforwardly compatible with the concept structure hypothesis,
and is not readily explained by the localizationist position. The concept structure hypothesis
can also explain why category-specific deficits for living things are observed more
commonly than category-specific deficits for non-living things. Specifically, the concept
structure hypothesis suggests that the trick to discriminating living things is to pick out the
few, highly specific discriminating features from among the larger number of highly
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correlated common features. This places greater burdens on a unified semantic processing
system that handles both living and non-living kinds (Moss & Tyler, 2003).

Summary and Conclusions

The study of word representations and the processes that we use to activate and use stored
knowledge relating to words is one of the most important enterprises in language science.
Words can be represented in many different ways at many different levels of abstraction,
and the way these representations are organized and connected to one another can affect
the way different words are processed. An important distinction in the study of words is the
difference between form and meaning. Theories of lexical access, such as logogen, TRACE,
and COHORT, are primarily concerned with the representation and activation of word
form information. Research in this area has shown that feature- and morpheme-level
representations are an important component of the lexical access process. Although many
viable models continue to be researched, and they differ in many fine details, there is general
consensus that lexical access involves activation of multiple candidates and competition
between them for selection. Research on lexical semantics focuses around the construct of
networks of associations between words and the concepts they refer to. While we need
some mechanism to tie systems of symbols to something other than symbols, associations
within the lexical-symbol system appear to affect how people respond to words, and may
play an important role in how new word meanings are acquired. The study of word-brain
relationships indicates that word form and semantic representations are supported by
widespread, left-lateralized networks; and the particular pattern of activity that occurs in
response to a word depends on aspects of the word’s form, its meaning, and the task that the
individual is performing when the word is encountered. In terms of lexical semantics,
although some categories of meaning are more vulnerable to brain damage than others, the
available evidence favors the hypothesis that a single, distributed system is responsible for
storing knowledge about word meanings.

N
TEST YOURSELF

1. What components go together to make a word?

2. What do we mean by meaning? How are different meanings of the word meaning
related?

3. How are word senses represented in long-term memory? How closely do meanings
resemble dictionary definitions? How can meanings be represented in associationist
networks?

4. Describe the embodied semantics hypothesis and contrast it with associationist
semantics. What evidence favors each approach to lexical semantics? What role do
mirror neurons play in embodied semantics?

5. Describe and contrast the logogen, FOBS, TRACE, and COHORT models of
lexical access. What observations can each model account for or explain? Describe
research findings that could be problematic for each account.



6. Describe the role that morphemes play in lexical access. What do priming
experiments involving the manpulation of morphemes tell us about lexical
access?

7. Compare the distributed cohort model to Elman’s simple recurrent network
model. What evidence supports each model?

8. How are ambiguous words processed?

9. What parts of the brain are involved in storing and activating information about
words?

10. What is a category deficit? How do you get one? What’s the best explanation for
category deficit?

THINK ABOUT IT

1. Find a newspaper article. Have a contest to see how many semantically ambiguous
words you and your friends can find in the article. See if you can re-write the first
paragraph of the story so that it has no ambiguous words. Why do you
think natural languages have ambiguous words? What are the advantages and
disadvantages?

Notes

1

N

Hyo6na & Pollatsek (1998, p. 1612) provide the following example from Finnish of people chaining morphemes
to make new words: “lumi = snow, lumipallo = snowball, lumipallosota = snowball fight, lumipallosotatantere =
snowball fight field”

Team itself can be a token of a more general category, like organization (team, company, army). Type and token
are used differently in the speech production literature. There, foken is often used to refer to a single instance
of a spoken word; type is used to refer to the abstract representation of the word that presumably comes into
play every time an individual produces that word.

... and Kevin Bacon would activate every name you know.

Which are associated because they appear together in common idioms like “It was raining cats and dogs,
“They fought like cats and dogs,” and because they appear together in a wide variety of scenarios.

Every word that you encounter affects your brain waves. One component of that response is an increase in
negative voltage measured at the scalp that peaks about 400 ms after you hear a word. Some words cause a large
peak. Some cause a smaller peak. Generally, words that make more sense in a given context produce smaller
N400 effects.

Named after the homicidal computer in Stanley Kubrick’s film 2001: A Space Odyssey.

Corpora is the plural form of corpus, which is Latin for body.

The “foreign translator” argument is similar. As described by Glenberg & Robertson (2000, pp. 381-382), “You
just landed in an airport in a foreign country and ... you do not speak the local language. As you disembark,
you notice a sign printed in the foreign language (whose words are arbitrary abstract symbols to you). Your
only resource is a dictionary printed in that language; that is, the dictionary consists of other arbitrary abstract
symbols. You use the dictionary to look up the first word in the sign, but you don’t know the meaning of any of
the words in the definition. So, you look up the first word in the definition, but you don’t know the meaning of
the words in that definition, and so on. Obviously, no matter how many words you look up, that is, no matter
how many structural relations you determine among the arbitrary abstract symbols, you will never figure out
the meaning of any of the words.”

Notes
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These kinds of ERP results need to be approached with some degree of caution because (a) the way current
propagates through body tissues means that the source of the electrical activity is not necessarily directly
beneath the electrode that records the response; and (b) source-modeling is an inexact science (T. Y. Swaab,
personal communication).

Saygin and colleagues (2004) did find different patterns of reading—perception deficit correlations in different
subgroups of patients, classified based on the severity of their aphasic symptoms. They concluded on the basis
of perception-reading deficit correlations within mildly impaired aphasics that there may be a common neural
substrate for linguistic and non-linguistic action comprehension. They also suggested that their data support
the embodied view of semantics, despite the fact that some of their strongest lesion-deficit correlations
occurred for areas that are not considered to be part of the mirror neuron system.

From logos—“word” and genus—“birth” (Morton, 1969, p. 165).

But see Pinker, 1994, The Language Instinct, for a four-letter word that gets used as an infix in colloquial
English.

Obligatory cute kid story: When Rose was about 3 years old, she showed me a picture in one of her books and
said, “This is an impostosaurus. It’s a dinosaur that pretends to be a different dinosaur” The derivation is: Start
with impostor. Strip off the -er suffix. Take dinosaur. Strip off the -saur suffix. Combine the two, add the -us
suffix that goes with dinosaur species names. Pretty slick for a 3-year-old.

The revised COHORT model makes a similar claim, but only words with a semantic relationship are listed
under assingle lexical entry. So, departure, departed, and departingare stored together under the morphologically
and semantically related depart root morpheme; but apartment and apart are stored separately, despite the fact
that they both contain the common root morpheme apart (Marslen-Wilson et al., 1994).

Word identification in natural reading also appears to benefit from morpheme overlap between words. Word
repetition and morpheme overlap had similar effects on eye movements shortly after test words were fixated.
It is possible that morphological effects are stronger in languages that have richer morphological systems than
English (Deutsch et al., 2003).

Foss & Swinney (1973) demonstrated that people could detect the presence of a two-syllable word faster than
they could detect the first syllable that those words contained. So the word superiority effect extends to larger
units of analysis than letters and phonemes.

One estimate suggests that 60% of English words become uniquely identifiable before their final phoneme
(Luce, 1986).

In ancient Rome, large military units were divided into smaller groups of soldiers called “cohorts.”

With the exception of strongly related inflectional variants like trespasses, trespassed, trespassing, and so
forth.

Multiple activation and limited interaction with context also occur in experimental situations where subjects
are learning new vocabulary that refers to actions involving novel objects. Visual world data suggest that word-
onset competitors are attended to more often than other kinds of distracting stimuli, and context that restricts
the possible range of referents reduces, but does not eliminate, those competition effects (Revill, Tanenhaus, &
Aslin, 2008).

Logogen also does not have a straightforward means of dealing with non-word stimuli, as non-words will not
be represented by logogens (Marslen-Wilson, 1987).

Although the effect of sublexical mismatch has been claimed to be evidence against the TRACE model, more
recent behavioral and modeling efforts have shown that specific versions of TRACE are capable of producing
the correct pattern of coarticlatory mismatch effects (see Dahan et al., 2001). Such mismatch effects are still
bad news for strictly bottom-up accounts like logogen.

Exception: Puns.

See Caplan (2009) for an alternative interpretation of this experiment.

Martin et al. (1996) checked for error rates by performing additional scans while subjects made an overt
response, but these data could not be included in the brain activity analyses due to contamination by motor
system activity involved in the speech response. Possible visual differences between tools and animals were
controlled in a further experiment where subjects responded to silhouettes rather than line drawings; the brain
activity results were the same.

One perplexing issue that confronts language scientists is this: Neuroimaging data suggest that frontal lobe
structures play a role in the activation and use of semantic information during production and
comprehension, but many patients with frontal lobe damage do not appear to have problems performing
tasks that require access to semantic information, like category judgments (e.g., Damasio, et al., 1996; Price
et al., 1997). One possibility is that frontal regions participate in “effortful retrieval, maintenance, and/or
control of semantic information, whereas long-term storage of the conceptual and semantic knowledge is
dependent on posterior regions” (Fiez, 1997, p. 81; see also Thompson-Schill, D’Esposito, Aguirre, &
Farah, 1997).

There is an ongoing debate about the visual word form area. The basic question is whether the visual word
form area is involved in tasks that are not related to word processing (see Schlaggar & McCandliss, 2007).



References

Allopenna, P. D., Magnuson, J. S., & Tanenhaus, M. K. (1998). Tracking the time course of spoken word
recognition using eye movements: Evidence for continuous mapping models. Journal of Memory
and Language, 38, 419-439.

Aziz-Zadeh, L., Wilson, S. M., Rizzolatti, G., & Iacoboni, M. (2006). Congruent embodied
representations for visually presented actions and linguistic phrases describing actions. Current
Biology, 16, 1818-1823.

Balota, D. A., & Lorch, R. F. (1986). Depth of automatic spreading activation: Mediated priming effects
in pronunciation but not in lexical decision. Journal of Experimental Psychology: Learning, Memory,
and Cognition, 12, 336-345.

Balota, D. A,, Yap, M. ], & Cortese, M. J. (2006). Visual world recognition: The journey from features to
meaning (a travel update). In M. J. Traxler & M. A. Gernsbacher, The handbook of psycholinguistics
(2nd ed., pp. 285-375). Amsterdam, The Netherlands: Elsevier.

Barsalou, L. W. (1999). Perceptual symbol systems. Behavioral and Brain Sciences, 22, 577-660.

Bergen, B. K., Lindsay, S., Matlock, T., & Narayanan, S. (2007). Spatial and linguistic aspects of visual
imagery in sentence comprehension. Cognitive Science, 31, 733-764.

Booth, J. R., Burman, D. D., Meyer, J. R., Gitelman, D. R., Parrish, T. B., & Mesulam, M. M. (2003).
Relation between brain activation and lexical performance. Human Brain Mapping, 19, 155-169.

Boulenger, V., Mechtouff, L., Thobois, S., Broussolle, E., Jeannerod, M., & Nazir, T. A., (2008). Word
processing in Parkinson’s Disease is impaired for action verbs but not for concrete nouns.
Neuropsychologia, 46, 743-756.

Boulenger, V., Roy, A. C., Paulignan, Y., Deprez, V., Jeannerod, M., & Nazir, T. A. (2006). Cross-talk
between language processes and overt motor behavior in the first 200 ms of processing. Journal of
Cognitive Neuroscience, 18, 1607-1615.

Bozic, M., Marslen-Wilson, W. D., Stamatakis, E. A., Davis, M. H., & Tyler, L. K. (2007). Differentiating
morphology, form, and meaning: Neural correlates of morphological complexity. Journal of
Cognitive Neuroscience, 19, 1464-1475.

Bradley, D. (1979). Lexical representations of derivational relations. In M. Aranoff & M. Kean (Eds.),
Juncture (pp. 37-55). Cambridge, MA: MIT Press.

Breedin, S. D., Saffran, E. M., & Schwartz, M. E (1998). Semantic factors in verb retrieval: An effect of
complexity. Brain & Language, 63, 1-31.

Bright, P, Moss, H. E., Longe, O., Stamatakis, E. A., & Tyler, L. K. (2006). Conceptual structure
modulates anteromedial temporal involvement in processing verbally presented object properties.
Cerebral Cortex, 17, 1066-1073.

Buccino, G., Riggio, L., Melli, G., Binkofski, E,, Gallese, V., & Rizzolatti, G. (2005). Listening to action-
related sentences modulates the activity of the motor system: A combined TMS and behavioral
study. Cognitive Brain Research, 24, 355-363.

Buchanan, L., Westbury, C., & Burgess, C. (2001). Characterizing semantic space: Neighborhood
effects in words recognition. Psychonomic Bulletin & Review, 8, 531-544.

Bunn, E. M., Tyler, L. K., & Moss, H. E. (1998). Category-specific semantic deficits: The role of
familiarity and property type reexamined. Neuropsychology, 12, 367-379.

Burgess, C., & Lund, K. (1997). Modelling parsing constraints with high-dimensional context space.
Language and Cognitive Processes, 12, 177-210.

Caplan, D. (2009). Experimental design and interpretation of functional neuroimaging studies of
cognitive processes. Human Brain Mapping, 30, 59-77.

Caramazza, A., & Hillis, A. E. 1991. Lexical organization of nouns and verbs in the brain. Nature, 349,
788-790.

Chao, L. L., Weisberg, J., & Martin, A. (2002). Experience-dependent modulation of category-related
brain activity. Cerebral Cortex, 12, 545-551.

Clarke, R., & Morton, J. (1983). Cross modality facilitation in tachistoscopic word recognition. The
Quarterly Journal of Experimental Psychology, 35A, 76-96.

Cleland, A. A., Gaskell, M. G, Quinlan, P. T., & Tamminen, J. (2006). Frequency effects in spoken and
visual word recognition: Evidence from dual-task methodologies. Journal of Experimental
Psychology: Human Perception and Performance, 32, 104-119.

References



(> |

Word Processing

Cohen, L., Lehéricy, S., Chochon, E, Lemer, C., Rivaud, S., & Dehaene, S. (2002). Language-specific
tuning of visual cortex? Functional properties of the visual word form area. Brain, 125, 1054-1069.

Collins, A. M., & Loftus, E. F. (1975). A spreading-activation theory of semantic processing.
Psychological Review, 82, 407-428.

Collins, A. M., & Quillian, M. R. (1970). Facilitating retrieval from semantic memory: The
effect of repeating part of an inference. In A. F. Sanders (Ed.), Attention and Performance: vol. 3
(pp- 304-314). Amsterdam, The Netherlands: North Holland.

Collins, A. M., & Quillian, M. R. (1972). How to make a language user. In E. Tulving & W. Donaldson
(Eds.), Organization of Memory (pp. 309-351). New York: Academic Press.

Coltheart, M., Rastle, K., Perry, C., & Langdon, R. (2001). DRC: A dual route cascaded model of visual
word recognition and reading aloud. Psychological Review, 108, 204-256.

Connine, C. M., Blasko, D. G., & Titone, D. (1993). Do the beginnings of spoken words have a special
status in auditory word recognition? Journal of Memory and Language, 32, 193-210.

Corina, D. P, & Knapp, H. (2006). Sign language processing and the mirror neuron system. Cortex, 42,
529-539.

Dahan, D., & Gaskell, M. G. (2007). The temporal dynamics of ambiguity resolution: Evidence from
spoken-word recognition. Journal of Memory and Language, 57, 483-501.

Dahan, D., Magnuson, J. S., & Tanenhaus, M. K. (2001). Time course of frequency effects in spoken-
word recognition: Evidence from eye movements. Cognitive Psychology, 42, 317-367.

Dahan, D., Magnuson, J. S., Tanenhaus, M. K., & Hogan, E. M. (2001). Subcategorical mismatches and
the time course of lexical access: Evidence for lexical competition. Language and Cognitive
Processes, 16, 507-534.

Damasio, H., Grabowski, T. J., Tranel, D., Hichwa, R. D., & Damasio, A. R. (1996). A neural basis for
lexical retrieval. Nature, 380, 499-505.

Damasio, A. R., & Tranel, D. 1993. Nouns and verbs are retrieved with differently distributed neural
systems. Proceedings of the National Academy of Science, 90, 4957-4960.

Davis, M. H., Marslen-Wilson, W. D., & Gaskell, M. G. (2002). Leading up the lexical garden path:
Segmentation and ambiguity in spoken word recognition. Journal of Experimental Psychology:
Human Perception and Performance, 28, 218-244.

De Groot, A. M. B. (1983). The range of automatic spreading activation in word priming. Journal of
Verbal Learning and Verbal Behavior, 22, 417-436.

Dehaene, S., Le Clec’H, G., Poline, J., Le Bihan, D., & Cohen, L. (2002). The visual word form area:
A prelexical representation of visual words in the fusiform gyrus. Neuroreport, 13, 321-325.

Demb, J. B., Desmond, J. E., Wagner, A. D., Vaidya, C. J., Glover, G. H., & Gabrieli, J. D. E. (1995).
Semantic encoding and retrieval in the left inferior prefrontal cortex: A functional MRI study of
task difficulty and process specificity. Journal of Neuroscience, 15, 5870-5878.

De Renzi, E., & di Pellegrino, G. (1995). Sparing of verbs and preserved, but ineffectual reading in a
patient with impaired word production. Cortex, 31, 619-636.

Deutsch, A., Frost, R., Pelleg, S., Pollatsek, A., & Rayner, K. (2003). Early morphological effects in
reading: Evidence from parafoveal preview benefit in Hebrew. Psychonomic Bulletin ¢» Review, 10,
415-422.

Devlin, J. T., Russell, R. P, Davis, M. H., Price, C. J., Moss, H. E., Fadili, M. J., et al. (2002). Is there an
anatomical basis for category-specificity? Semantic memory studies in PET and fMRL
Neuropsychologia, 40, 54-75.

Dorfman,J. (1994). Sublexical components in implicit memory for novel words. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 20, 1108-1125.

Dorfman, J. (1999). Unitization of sublexical components in implicit memory for novel words.
Psychological Science, 10, 387-392.

Drews, E., & Zwitserlood, P. (1995). Morphological and orthographic similarity in visual
word recognition. Journal of Experimental Psychology: Human Perception and Performance, 21,
1098-1116.

Duffy, S. A., Henderson, J. M., & Morris, R. K. (1989). Semantic facilitation of lexical access during
sentence processing. Journal of Experimental Psychology: Learning, Memory, and Cognition, 15,
791-801.



Erdmann, B., & Dodge, R. (1898). Psychologische Untersuchungen tiber das Lesen. Halle, Germany:
M. Niemeyer.

Elman, J. L. (2004). An alternative view of the mental lexicon. Trends in Cognitive Sciences, 8, 301-306.

Emmorey, K. D. (1989). Auditory morphological priming in the lexicon. Language and Cognitive
Processes, 4, 73-92.

Fiez,]. A. (1997). Phonology, semantics, and the role of the left inferior prefrontal cortex. Human Brain
Mapping, 5, 79-83.

Forster, K. I. (1989). Basic issues in lexical processing. In W. D. Marslen-Wilson (Ed.), Lexical
representation and process (pp. 75-107). Cambridge, MA: MIT Press.

Forster, K. I, & Bednall, E. S. (1976). Terminating and exhaustive search in lexical access. Memory &
Cognition, 4, 53-61.

Foss, D. J., & Blank, M. A. (1980). Identifying the speech codes. Cognitive Psychology, 12, 1-31.

Foss, D. J., & Swinney, D. A. (1973). On the psychological reality of the phoneme: Perception,
identification, and consciousness. Journal of Verbal Learning and Verbal Behavior, 12, 246-257.
Friederici, A. D. (2002). Towards a neural basis of auditory sentence processing. Trends in Cognitive

Science, 6, 78-84.

Friederici, A. D., Opitz, B., & von Cramon, D. Y. (2000). Segregating semantic and syntactic aspects of
processing in the human brain: An fMRI investigation of different word types. Cerebral Cortex, 10,
698-705.

Frith, C. D,, Friston, K. J., Liddle, P. E, & Frackowiak, R. S. J. (1991). A PET study of word finding.
Neuropsychologia, 29, 1137-1148.

Frost, R., Forster, K. I., & Deutsch, A. (1997). What can we learn from the morphology of Hebrew?
A masked-priming investigation of morphological representation. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 23, 829-856.

Gabora, L., Rosch, E., & Aerts, D. (2008). Toward an ecological theory of concepts. Ecological Psychology,
20, 84-116.

Gallese, V., & Lakoff, G. (2005). The brain’s concepts: The role of the sensory-motor system in reason
and language. Cognitive Neuropsychology, 22, 455-479.

Gaskell, M. G., & Marslen-Wilson, W. D. (1997). Integrating form and meaning: A distributed model
of speech perception. Language and Cognitive Processes, 12, 613-656.

Gaskell, M. G., & Marslen-Wilson, W. D. (2001). Lexical ambiguity resolution and spoken word
recognition: Bridging the gap. Journal of Memory and Language, 44, 325-349.

Gaskell, M. G., & Marslen-Wilson, W. D. (2002). Representation and competition in the perception of
spoken words. Cognitive Psychology, 45, 220-266.

Gaskell, M. G., Quinlan, P. T., Tamminen, J., & Cleland, A. A. (2008). The nature of phoneme represen-
tation in spoken word recognition. Journal of Experimental Psychology: General, 137, 282-302.

Gaskell, M. G., & Snoeren, N. D. (2008). The impact of strong assimilation on the perception of
connected speech. Journal of Experimental Psychology: Human Perception and Performance, 34,
1632-1647.

Gernsbacher, M. A. (1990). The structure building framework. Hillsdale, NJ: Erlbaum.

Gernsbacher, M.A. (2009, March). Do psycholinguists believe that humans have mirror neurons? Talk
presented to the 22nd Annual CUNY Conference on Human Sentence Processing. Davis, CA.
Glenberg, A. M., & Kaschak, M. P. (2002). Grounding language in action. Psychonomic Bulletin &

Review, 9, 558-565.

Glenberg, A. M., & Robertson, D. A. (2000). Symbol grounding and meaning: A comparison of high-
dimensional and embodied theories of meaning. Journal of Memory and Language, 43, 379-401.

Glosser, G., & Friedman, R. B. (1991). Lexical but not semantic priming in Alzheimer’s disease.
Psychology and Aging, 6, 522-527.

Glosser, G., Grugan, P. K, Friedman, R. B, Lee, J. H., & Grossman (1998). Lexical, semantic, and
associative priming in Alzheimer’s disease. Neuropsychology, 12, 218-224.

Goldberg, R.E, Perfetti, C. A., Fiez,]. A., & Schneider, W. (2007). Selective retrieval of abstract semantic
knowledge in left prefrontal cortex. The Journal of Neuroscience, 27, 3790-3798.

Gough, P. M, Nobre, A. C., & Devlin, J. T. (2005). Dissociating linguistic processes in the left inferior
frontal cortex with transcranial magnetic stimulation. The Journal of Neuroscience, 25, 8010-8016.

References



Word Processing

Grabowski, T. J., Damasio, H., Tranel, D., Boles Ponto, L. L., Hichwa, R. D., & Damasio, A. R. (2001).
A role for left temporal pole in the retrieval of words for unique entities. Human Brain Mapping,
13, 199-212.

Grosjean, E (1980). Spoken word recognition processes and the gating paradigm. Perception and
Psychophysics, 28, 267-283.

Hagoort, P. (1997). Semantic priming in Broca’s aphasics at a short SOA: No support for an automatic
access deficit. Brain ¢» Language, 56, 287-300.

Harnad, S. (1990). The symbol grounding problem. Physica D, 42, 335-346.

Hauk, O., Johnsrude, I., & Pulvermiiller, E. (2004). Somatotopic representation of action words in
human motor and premotor cortex. Neuron, 41, 301-307.

Heim, S., Alter, K., Ischebeck, A. K., Amunts, K., Eickhoff, S. B., Mohlberg, H., et al. (2005). The role of
left Brodmann’s areas 44 and 45 in reading words and pseudowords. Cognitive Brain Research, 25,
982-993.

Howard, D., Patterson, K., Wise, R., Brown, W. D,, Friston, K., Weiller, C., et al. (1992). The cortical
localization of the lexicons. Brain, 115, 1769-1782.

Hutchison, K. A. (2003). Is semantic priming due to association strength or feature overlap?
A microanalytic review. Psychonomic Bulletin & Review, 10, 785-813.

Hyo6na, J., & Pollatsek, A. (1998). Reading Finnish compound words: Eye fixations are affected by
component morphemes. Journal of Experimental Psychology: Human Perception and Performance,
24,1612-1627.

Jackendoff, R. (1983). Semantics and cognition. Cambridge, MA: MIT Press.

Jackson, A., & Morton, J. (1984). Facilitation of auditory word recognition. Memory & Cognition, 12,
568-574.

Johnston, J. C., & McClelland, J. L. (1973). Visual factors in word perception. Perception and
Psychophysics, 14, 365-370.

Kiehl, K. A.,Liddle, P. E, Smith, A. M., Mendrek, A., Forster, B. B., & Hare, R. D. (1999). Neural pathways
involved in the processing of concrete and abstract words. Human Brain Mapping, 7, 225-233.
Kintsch, E., Steinhart, D., Stahl, G., Matthews, C., Lamb, R., & the LSA Research Group (2000).
Developing summarization skills through the use of LSA-based feedback. Interactive Learning

Environments, 8, 87-109.

Klatzky, R. L., Pellegrino, J. W., McCloskey, B. P., & Doherty, S. (1989). Can you squeeze a tomato? The
role of motor representations in semantic sensibility judgments. Journal of Memory and Language,
28, 56-77.

Kluender, K. R., & Kiefte, M. (2006). Speech perception within a biologically realistic information-
theoretic framework. In M. J. Traxler & M. A. Gernsbacher (Eds.), The handbook of psycholinguistics
(2nd ed., pp. 153-199). Amsterdam, The Netherlands: Elsevier.

Kosslyn, S. M. (1973). Scanning visual images: Some structural implications. Perception and
Psychophysics, 14, 90-94.

Kuperberg, G. R., Lakshmanan, B. M., Greve, D. N., & West, W. C. (2008). Task and semantic
relationship influence both the polarity and localization of hemodynamic modulation during
lexico-semantic processing. Human Brain Mapping, 29, 544-561.

Lahiri, A., & Marslen-Wilson, W. D. (1991). The mental representation of lexical form: A phonological
approach to the recognition lexicon. Cognition, 38, 245-294.

Landauer, T. K. (1999). Latent semantic analysis: A theory of the psychology of language and mind.
Discourse Processes, 27, 303-310.

Landauer, T. K., & Dumais, S. T. (1997). A solution to Plato’s problem: The latent semantic analysis
theory of acquisition, induction, and representation of knowledge. Psychological Review, 104,
211-240.

Landauer, T. K., Foltz, P. W,, & Laham, D. (1998). An introduction to latent semantic analysis. Discourse
Processes, 25, 259-284.

Ledn, J. A., Olmos, R., & Escudero, I. (2006). Assessing short summaries with human judgments
procedure and latent semantic analysis in narrative and expository texts. Behavior Research
Methods, 38, 616-627.

Lieberman, P. (2000). Human language and our reptilian brain. Cambridge, MA: Harvard University
Press.



Lima, S. D. (1987). Morphological analysis in sentence reading. Journal of Memory and Language,
26, 84-99.

Lotto, A. J., Hickok, G. S., & Holt, L. L. (2008). Reflections on mirror neurons and speech perception.
Trends in Cognitive Sciences, 13, 110-114.

Luce, P. A. (1986). A computational analysis of uniqueness points in auditory word recognition.
Perception and Psychophysics, 39, 155-158.

Lund, K., & Burgess, C. (1996). Producing high-dimensional semantic spaces from lexical
co-occurrence. Behavior Research Methods, Instruments, & Computers, 28, 203-208.

Lund, K., Burgess, C., & Atchley, R. A. (1995). Semantic and associative priming in high-dimensional
space. In Proceedings of the Cognitive Science Society (pp. 660-665). Hillsdale, NJ: Erlbaum.

Mahon, B. Z., & Caramazza, A. (2005). The orchestration of the sensory-motor systems: Clues from
neuropsychology. Cognitive Neuropsychology, 22, 480-494.

Mahon, B. Z., & Caramazza, A. (2008). A critical look at the embodied cognition hypothesis and a new
proposal for grounding conceptual content. Journal of Physiology—Paris, 102, 59-70.

Mainy, N., Jung, J., Baciu, M., Kahane, P., Schoendorff, B., Minotti, L., et al. (2008). Cortical dynamics
of word recognition. Human Brain Mapping, 29, 1215-1230.

Manis, E R., Seidenberg, M. S., Doi, L. M., McBride-Chang, C. & Peterson, A. (1996). On the bases of
two subtypes of developmental dyslexia. Cognition, 58, 157-195.

Marslen-Wilson, W. D. (1973). Linguistic structure and speech shadowing at very short latencies.
Nature, 244, 522-523.

Marslen-Wilson, W. D. (1984). Function and process in spoken word recognition. In H. Bouma
and D. G. Bouwhuis (Eds.), Attention and performance, vol. 10. Control of language processes
(pp. 125-150). Mahwah, NJ: Erlbaum.

Marslen-Wilson, W. D. (1985). Speech shadowing and speech comprehension. Speech Communication,
4, 55-73.

Marslen-Wilson, W. D. (1987). Functional parallelism in spoken word recognition. Cognition, 25,
71-102.

Marslen-Wilson, W. D. (1989). Access and integration: Projecting sound onto meaning. In W. D.
Marslen-Wilson (Ed.), Lexical representation and process (pp. 3-24). Cambridge, MA: MIT Press.

Marslen-Wilson, W. D. (1990). Activation, competition, and frequency in lexical access. In G. T. M.
Altmann (Ed.), Cognitive models of speech processing: Psycholinguistic and computational
perspectives (pp. 148-172). Cambridge, MA: MIT Press.

Marslen-Wilson, W. D., & Tyler, L. K. (1975). Processing structure of sentence perception. Nature, 257,
784-786.

Marslen-Wilson, W.D., & Tyler, L. K. (1980). The temporal structure of spoken language understanding.
Cognition, 8, 1-71.

Marslen-Wilson, W. D., & Tyler, L. K. (1997). Dissociating types of mental computation. Nature,
387, 592-594.

Marslen-Wilson, W. D., Tyler, L. K., Waksler, R., & Older, L. (1994). Morphology and meaning in the
English mental lexicon. Psychological Review, 101, 3-33.

Marslen-Wilson, W. D., & Warren, P. (1994). Levels of perceptual representation and process in lexical
access: Words, phonemes, and features. Psychological Review, 101, 653-675.

Marslen-Wilson, W. D., & Welsh, A. (1978). Processing interactions and lexical access during word
recognition in continuous speech. Cognitive Psychology, 10, 29-63.

Marslen-Wilson, W. D. & Zwitserlood, P. (1989). Accessing spoken words: The importance
of word onsets. Journal of Experimental Psychology: Human Perception and Performance, 15,
576-585.

Martin, A., Wiggs, C. L., Ungerleider, L. G., & Haxby, J. V. (1996). Neural correlates of category-specific
knowledge. Nature, 379, 649-652.

Mason, R. A., & Just, M. A. (2007). Lexical ambiguity in sentence comprehension. Brain Research, 1146,
115-127.

McCandliss, B., Cohen, L., & Dehaene, S. (2003). The visual word form area: Expertise for reading in
the fusiform gyrus. Trends in Cognitive Sciences, 7, 293-299.

McClelland, J. L., & Elman, J. L. (1986). The TRACE model of speech perception. Cognitive Psychology,
23, 1-44.

References



Word Processing

McClelland, J. L., & Rumelhart, D. E. (1981). An interactive activation model of context effects in letter
perception: Part 1. An account of basic findings. Psychological Review, 88, 375-407.

McClelland, J. L., & Rumelhart, D. E. (1985). Distributed memory and the representation of general
and specific information. Journal of Experimental Psychology: General, 114, 159-188.

McNamara, T. P,, & Altarriba, J. (1988). Depth of spreading activation revisited: Semantic mediated
priming occurs in lexical decisions. Journal of Memory and Language, 27, 545-559.

McQueen, J. M., Norris, D., & Cutler, A. (1994). Competition in spoken word recognition: Spotting
words in other words. Journal of Experimental Psychology: Learning, Memory, and Cognition, 20,
621-638.

McQueen, J. M., & Viebahn, M. C. (2007). Tracking recognition of spoken words by tracking looks to
printed words. The Quarterly Journal of Experimental Psychology, 60, 661-671.

McRae, K., & Boisvert, S. (1998). Automatic semantic similarity priming. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 24, 558-572.

McRae, K., Cree, G. S., Seidenberg, M. S., & McNorgan, C. (2005). Semantic feature production norms
for a large set of living and nonliving things. Behavior Research Methods, 37, 547-559.

McRae, K., de Sa, V. R., & Seidenberg, M. S. (1997). On the nature and scope of featural representations
of word meaning. Journal of Experimental Psychology: General, 126, 99-130.

Meyer, D. E., & Schvaneveldt, R. W. (1971). Facilitation in recognizing pairs of words: Evidence of a
dependence between retrieval operations. Journal of Experimental Psychology, 90, 227-234.

Meyer, D. E., & Schvaneveldt, R. W. (1976). Meaning, memory structure, and mental processes. Science,
192, 27-33.

Mirman, D., & Magnuson, J. S. (2008). Attractor dynamics and semantic neighborhood density:
Processing is slowed by near neighbors and speeded by distant neighbors. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 34, 65-79.

Mitchell, T. M., Shinkareva, S. V., Carlson, A., Chang, K., Malave, V. L., Mason, R.A,, et al. (2008).
Predicting human brain activity associated with the meanings of nouns. Science, 320, 1191-1194.

Morton, J. (1969). Interaction of information in word recognition. Psychological Review, 76, 165-178.

Moss, H. E., Ostrin, R. K., Tyler, L. K., & Marslen-Wilson, W. D. (1995). Accessing different types of
lexical semantic information: Evidence from priming. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 21, 863-883.

Moss, H. E., & Tyler, L. K. (2003). Weighing up the facts of category-specific semantic deficits. Trends
in Cognitive Sciences, 7, 480-481.

Moss, H. E., Tyler, L. K., Durrant-Peatfield, M., & Bunn, E. M. (1998). “Two eyes of a see-through™
Impaired and intact semantic knowledge in a case of selective deficit for living things. Neurocase,
4, 291-310.

Murphy, G. L., & Medin, D. L. (1985). The role of theories in conceptual coherence. Psychological
Review, 92, 289-316.

Neely, J. H. (1977). Semantic priming and retrieval from lexical memory: Roles of inhibitionless
spreading activation and limited-capacity attention. Journal of Experimental Psychology: General,
106, 226-254.

Negri, G. A. L., Rumiati, R. 1., Zadini, A., Ukmar, M., Mahon, B. Z., & Caramazza, A. (2007). What is the
role of motor simulation in action and object recognition? Evidence from apraxia. Cognitive
Neuropsychology, 24, 795-816.

Nelson, D. L., Bennett, D. J., Gee, N. R., Schreiber, T. A., & McKinney, V. M. (1993). Implicit memory:
Effects of network size and interconnectivity on cued recall. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 19, 747-764.

Nobre, A. C., Allison, T., & McCarthy, G. (1994). Word recognition in the human inferior temporal
lobe. Nature, 372, 260-263.

Nobre, A. C., & McCarthy, G. (1994). Language-related ERPs: Scalp distributions and modulation by
word type and semantic priming. Journal of Cognitive Neuroscience, 6, 233-255.

Nobre, A. C., Price, C. J., Turner, R., & Friston, K. (1997). Selective processing of nouns and function
words in the human brain. Neuroimage, 5, 53.

Noppeney, U,, Patterson, K., Tyler, L. K., Moss, H., Stamatakis, E. A., Bright, P, et al. (2007). Temporal
lobe lesions and semantic impairment: A comparison of herpes simplex virus encephalitis and
semantic dementia. Brain, 130, 1138-1147.



Ober, B. A., & Shenaut, G. K. (2006). Semantic memory. In M. J. Traxler & M. A. Gernsbacher, The
handbook of psycholinguistics (2nd ed., pp. 403-453). Amsterdam, The Netherlands: Elsevier.

Ober, B. A., Shenaut, G. K., & Reed, B. R. (1995). Assessment of associative relations in
Alzheimer’s disease: Evidence for the preservation of semantic memory. Aging and Cognition,
2, 254-267.

Oliveri, M., Finocchiaro, A., Shapiro, K., Gangitano, M., Caramazza, A., & Pascual-Leone, A. (2004). All
talk and no action: A transcranial magnetic stimulation study of motor cortex activation during
action word production. Journal of Cognitive Neuroscience, 16, 374-381.

Onifer, W., & Swinney, D. A. (1981). Accessing lexical ambiguities during sentence comprehension:
Effects of frequency of meaning and contextual bias. Memory & Cognition, 9, 225-236.

Ostrin, R. K., & Tyler L. K. (1993). Automatic access to lexical semantics in aphasia: Evidence from
semantic and associative priming. Brain & Language, 45, 147-159.

Perea, M., & Gotor, A. (1997). Associative and semantic priming effects occur at very short SOAs in
lexical decision and naming. Cognition, 67, 223-240.

Perea, M., & Rosa, E. (2002). The effects of associative and semantic priming in the lexical decision
task. Psychological Research, 66, 180-194.

Petersen, S. E., Fox, P. T., Posner, M. 1., Mintun, M., & Raichle, M. E. (1988). Positron emission
tomographic studies of the cortical anatomy of single-word processing. Nature, 331, 585-589.
Petersen, S. E., Fox, P. T., Posner, M. 1., Mintun, M., & Raichle, M. E. (1989). Positron emission

tomographic studies of the processing of single words. Journal of Cognitive Neuroscience, 1, 153-170.

Pexman, P. M., Hargreaves, 1. S., Edwards, ]. D., Henry, L. C., & Goodyear, B. G. (2007). The neural
consequences of semantic richness: When more comes to mind, less activation is observed.
Psychological Science, 18, 401-406.

Pinker, S. (1994). The language instinct. New York: Harper.

Posner, M. I, Petersen, S. E., Fox, P. T., & Raichle, M. E. (1988). Localization of cognitive operations in
the human brain. Science, 240, 1627-1631.

Posner, M. L., & Raichle, M. E. (1994). Images of mind. New York: Scientific American Books.

Posner, M. L, & Snyder, C. R. (1975). Attention and cognitive control. In R. L. Solso (Ed.), Information
processing and cognition (pp. 55-85). Hillsdale, NJ: Erlbaum.

Potts, G. R., Keenan, ]. M., & Golding, J. M. (1988). Assessing the occurrence of elaborative inferences:
Lexical decision versus naming. Journal of Memory and Language, 27, 399-415.

Price, C. J., Moore, C. J., Humphreys, G. W, & Wise, R. J. S. (1997). Segregating semantic from
phonological processes during reading. Journal of Cognitive Neuroscience, 9, 727-733.

Pulvermiiller, F. (1999). Words in the brain’s language. Behavioral and Brain Sciences, 22, 253-336.

Pulvermiiller, F, Hérle, M., &Hummel, F. (2001). Walking or talking? Behavioraland neurophysiological
correlates of action verb processing. Brain & Language, 78, 143-168.

Pulvermiiller, E, Hauk, O., Nikulin, V. V., & Ilmoniemi, R. (2005). Functional links between motor
and language systems. European Journal of Neuroscience, 21, 793-797.

Pulvermiiller, E, Lutzenberger, W., & Preissl, H. (1999). Nouns and verbs in the intact brain: Evidence
from event-related potentials and high frequency cortical response. Cerebral Cortex, 9, 497-506.

Pulvermiiller, F, Shtyrov, Y., & Ilmoniemi, R. (2005). Brain signatures of meaning access in action
word recognition. Journal of Cognitive Neuroscience, 17, 884-892.

Randall, B., Moss, H. E., Rodd, J. M., Greer, M., & Tyler, L. K. (2004). Distinctiveness and correlation
in conceptual structure: Behavioral and computational studies. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 30, 393-406.

Rastle, K., Davis, M. H., Marslen-Wilson, W. D., & Tyler, L. K. (2000). Morphological and semantic effects
in visual word recognition: A time-course study. Language and Cognitive Processes, 15, 507-537.

Rayner, K. (1998). Eye movements in reading and information processing: Twenty years of research.
Psychological Bulletin, 124, 372-422.

Rayner, K., & Duffy, S. A. (1987). Eye movements and lexical ambiguity. In J.LK. O’'Regan &
A. Levy-Schoen, Eye movements: From physiology to cognition (521-529). New York: Elsevier.

Rayner, K., & Pollatsek, A. (1989). The psychology of reading. Mahwah, NJ: Erlbaum.

Rayner, K., & Pollatsek, A. (2006). Eye-movement control in reading. In M. J. Traxler &
M. A. Gernsbacher (Eds.), The handbook of psycholinguistics (2nd ed., pp. 613-657). Amsterdam,
The Netherlands: Elsevier.

References



Word Processing

Reicher, G. M. (1969). Perceptual recognition as a function of meaningfulness of stimulus material.
Journal of Experimental Psychology, 81, 274-280.

Revill, K. P, Tanenhaus, M. K., & Aslin, R. N. (2008). Context and spoken word recognition in a novel
lexicon. Journal of Experimental Psychology: Learning, Memory, and Cognition, 34, 1207-1223.
Rhodes, S. M., & Donaldson, D. I. (2008). Association and not semantic relationships elicit the
N400 effect: Electrophysiological evidence from an explicit language comprehension task.

Psychophysiology, 45, 50-59.

Rips, L. J., Shoben, E. J., & Smith, E. E. (1973). Semantic distance and the verification of semantic
relations. Journal of Verbal Learning & Verbal Behavior, 12, 1-20.

Rissman, J., Eliassen, J. C., & Blumstein, S. E. (2003). An event-related fMRI investigation of implicit
semantic priming. Journal of Cognitive Neuroscience, 15, 1160-1175.

Rizzolatti, G., & Arbib, M. A. (1998). Language within our grasp. Trends in Neurosciences, 21,
188-194.

Rizzolatti, G., & Craighero, L. (2004). The mirror-neuron system. Annual Review of Neuroscience, 27,
169-192.

Rodd, J. M., Gaskell, M. G., & Marslen-Wilson, W. D. (2004). Modelling the effects of semantic
ambiguity in word recognition. Cognitive Science, 28, 89-104.

Rosch, E. H. (1973). Natural categories. Cognitive Psychology, 4, 328-350.

Roskies, A. L., Fiez, J. A, Balota, D. A., Raichle, M. E., & Petersen, S. E. (2001). Task-dependent
modulation of regions in the left inferior frontal cortex during semantic processing. Journal of
Cognitive Neuroscience, 13, 829-843.

Rumelhart, D. E., & McClelland, J. L. (1982). An interactive activation model of context effects in letter
perception: Part 2. The contextual enhancement effect and some tests and extensions of the model.
Psychological Review, 89, 60-94.

Saffran, E. M., & Schwartz, M. E (1994). Of cabbages and things: Semantic memory from a
neuropsychological perspective: A tutorial review. In C. Umilta & M. Moscovitch (Eds.), Attention
and performance: vol. 15. Conscious and nonconscious information processing (pp. 507-536).
Cambridge, MA: MIT Press.

Salverda, A. P, Dahan, D., & McQueen, J. M. (2003). The role of prosodic boundaries in the resolution
of lexical embedding in speech comprehension. Cognition, 90, 51-89.

Salverda, A. P, Dahan, D., Tanenhaus, M. K., Crosswhite, K., Masharov, M., & McDonough, J. (2007).
Effects of prosodically modulated sub-phonetic variation on lexical competition. Cognition, 105,
466-476.

Savin, H. B., & Bever, T. G. (1970). The nonperceptual reality of the phoneme. Journal of Verbal
Learning and Verbal Behavior, 9, 295-302.

Saygin, A. P., Wilson, S. M., Dronkers, N. E, & Bates, E. (2004). Action comprehension in aphasia:
Linguistic and non-linguistic deficits and their lesion correlates. Neuropsychologia, 42, 1788-1804.

Schlaggar, B. L., & McCandliss, B. D. (2007). Development of neural systems for reading. Annual
Review of Neuroscience, 30, 475-503.

Scott, S. K., Blank, C. C., Rosen, S., & Wise, R. J. S. (2000). Identification of a pathway for intelligible
speech in the left temporal lobe. Brain, 123, 2400-2406.

Searle, J. R. (1980). Minds, brains, and programs. Behavioral and Brain Sciences, 3, 417-457.

Seidenberg, M. S. & Tanenhaus, M. K. (1979). Orthographic effects on rhyme monitoring. Journal of
Experimental Psychology: Human Learning and Memory, 5, 546-554.

Seidenberg, M. S., Tanenhaus, M. K., Leiman, J. M., & Bienkowski, M. (1982). Automatic access of the
meanings of ambiguous words: Evidence from priming and eye fixations. Memory & Cognition,
28, 1098-1108.

Setola, P, & Reilly, R. G. (2005). Words in the brain’s language: An experimental investigation. Brain ¢
Language, 94, 251-259.

Shalom, D. B., & Poeppel, D. (2008). Functional anatomic models of language: Assembling the pieces.
The Neuroscientist, 14, 119-127.

Shatzman, K. B., & McQueen, J. M. (2006). Prosodic knowledge affects the recognition of newly
acquired words. Psychological Science, 17, 372-377.

Shelton, J. R., & Martin, R. C. (1992). How semantic is automatic semantic priming? Journal of
Experimental Psychology: Learning, Memory, and Cognition, 18, 1191-1210.



Skinner, B. F. (1957). Verbal behavior. Acton, MA: Copley Publishing Group.

Smith, E. E., Shoben, E. J., & Rips, L. J. (1974). Structure and process in semantic memory: A featural
model for semantic decisions. Psychological Review, 81, 214-241.

Smith, P. T., & Sterling, C. M. (1982). Factors affecting the perceived morphological structure of
written words. Journal of Verbal Learning and Verbal Behavior, 21, 704-721.

Stanners, R. E, Neiser, J. J., & Painton, S. (1979). Memory representation for prefixed words. Journal of
Verbal Learning & Verbal Behavior, 18, 733-743.

Stevens, A., & Coupe, P. (1978). Distortions in judged spatial relations. Cognitive Psychology, 10,
422-437.

Streeter, L. A., & Nigro, G. N. (1979). The role of medial consonant transitions in word perception.
Journal of the Acoustical Society of America, 65, 1533-1541.

Swinney, D.A. (1979). Lexical access during sentence comprehension: (Re)consideration of context
effects. Journal of Verbal Learning and Verbal Behavior, 18, 645-659.

Tabossi, P., Colombo, L., & Job, R. (1987). Accessing lexical ambiguity: Effects of context and
dominance. Psychological Research, 49, 161-167.

Tabossi, P., & Zardon, F. (1993). Processing ambiguous words in context. Journal of Memory and
Language, 32, 359-372.

Taft, M. (1979). Recognition of affixed words and the word frequency effect. Memory & Cognition, 7,
263-272.

Taft, M. (1981). Prefix stripping revisited. Journal of Verbal Learning and Verbal Behavior, 20, 289-297.

Taft, M. (1994). Interactive activation as a framework for understanding morphological processing.
Language and Cognitive Processes, 9, 271-294.

Taft, M., & Forster, K. (1975). Lexical storage and retrieval for prefixed words. Journal of Verbal
Learning and Verbal Behavior, 14, 638-647.

Tettamanti, M., Buccino, G., Saccuman, M. C., Gallese, V., Danna, M., Scifo, P, et al. (2005). Listening
to action-related sentences activates fronto-parietal motor circuits. Journal of Cognitive
Neuroscience, 17, 273-281.

Thompson-Schill, S. L., Aguirre, G. K., D’Esposito, M., & Farah, M. ]. (1999). A neural basis for category
and modality specific semantic knowledge. Neuropsychologia, 37, 671-676.

Thompson-Schill, S. L., D’Esposito, M., Aguirre, G. K., & Farah, M. J. (1997). Role of left inferior
prefrontal cortex in retrieval of semantic knowledge: A reevaluation. Proceedings of the National
Academy of Science, 94, 14792-14797.

Tomasino, B., Fink, G. R., Sparing, R., Dafotakis, M., & Weiss, P. H. (2008). Action verbs and the primary
motor cortex: A comparative TMS study of silent reading, frequency judgments, and motor
imagery. Neuropsychologia, 46, 1915-1926.

Tranel, D., Grabowski, T. J., Lyon, J., & Damasio, H. (2005). Naming the same entities from visual or
from auditory stimulation engages similar regions of left inferotemporal cortices. Journal of
Cognitive Neuroscience, 17, 1293-1305.

Tranel, D, Logan, C. G., Frank, R. J., & Damasio, A. R. (1997). Explaining category-related effects in the
retrieval of conceptual and lexical knowledge for concrete entities: Operationalization and analysis
of factors. Neuropsychologia, 35, 1329-1339.

Tucker, M., & Ellis, R. (2001). The potentiation of grasp types during visual object categorization.
Visual Cognition, 8, 769-800.

Tucker, M., & Ellis, R. (2004). Action priming by briefly presented objects. Acta Psychologica, 116,
185-203.

Tyler, L. K., & Wessels, J. (1983). Quantifying contextual contributions to word-recognition processes.
Perception and Psychophysics, 34, 409-420.

Vandenberghe, R., Price, C., Wise, R., Josephs, O., & Frackowiak, R. S.]. (1996). Functional anatomy of
a common semantic system for words and pictures. Nature, 383, 254-256.

Vainio, L., Symes, E., Ellis, R., Tucker, M., & Ottoboni, G. (2008). On the relations between action
planning, object identification, and motor representations of observed actions and objects.
Cognition, 108, 444-465.

Wagner, A. D., Desmond, J. E., Demb, J. B., Glover, G. H., & Gabrieli, J. D. E. (1997). Semantic repetition
priming for verbal and pictorial knowledge: A functional MRI study of left inferior prefrontal
cortex. Journal of Cognitive Neuroscience, 9, 714-726.

References



Word Processing

Wheeler, D. D. (1970). Processes in word recognition. Cognitive Psychology, 1, 59-85.

Wible, C. G., Han, S. D., Spencer, M. H., Kubicki, M., Niznikiewicz, M. H., Jolesz, E. A., et al. (2006).
Connectivity among semantic associates: An fMRI study of semantic priming. Brain ¢ Language,
97, 294-305.

Zipf, G. K. (1949). Human behavior and the principle of least effort. New York: Hafner.

Zwaan, R. A., Madden, C. ], Yaxley, R. H., & Aveyard, M. E. (2004). Moving words: Dynamic
representations in language comprehension. Cognitive Science, 28, 611-619.

Zwaan, R. A., & Rapp, D. N. (2006). Discourse comprehension. In M. J. Traxler & M. A. Gernsbacher
(Eds.), The handbook of psycholinguistics (2nd ed., pp. 725-764). Amsterdam, The Netherlands:
Elsevier.

Zwaan, R. A., & Taylor, L. J. (2006). Seeing, acting, understanding: Motor resonance in language
comprehension. Journal of Experimental Psychology: General, 135, 1-11.

Zwitserlood, P. (1989). The locus of the effects of sentential-semantic context in spoken-word
processing. Cognition, 32, 25-64.



Sentence Processing

Time flies like an arrow. Fruit flies like a banana.
MARX

When people speak, they produce sequences of words. When people listen
or read, they also deal with sequences of words. Speakers systematically
organize those sequences of words into phrases, clauses, and sentences.
When listeners try to comprehend those sequences, they have to determine
how the sequence of words is organized, and use this information to recover
the speaker’s intended meaning. Thus, when language scientists study
sentences, they are interested in how people organize words before and
during speaking; and they are interested in what cues listeners use to figure
out how words in sentences relate to one another, as those cues are vital in
enabling listeners to recover the speaker’s intended message. The study of
syntax involves discovering the cues that languages provide that show how
words in sentences relate to one another. The study of syntactic parsing
involves discovering how comprehenders use those cues to determine how
words in sentences relate to one another during the process of interpreting a
sentence.

Heres an example of how the organization of words into phrases can affect
meaning (see Pinker, 1994; see also Bever, 1970; Columbia Press, 1980):

(1) Dr. Phil discussed sex with Rush Limbaugh.

Listeners (and readers) could organize the words in this sentence in at least
two distinct ways, and the way the sentence is organized determines what it

Introduction to Psycholinguistics: Understanding Language Science, First Edition.
Matthew J. Traxler.
© 2012 Matthew J. Traxler. Published 2012 by Blackwell Publishing Ltd.

Models of Parsing: Two-Stage
Models

Models of Parsing:
Constraint-Based Models

Story context effects
Subcategory frequency effects
Cross-linguistic frequency data
Semantic effects

Prosody

Visual context effects
Interim Summary
Argument Structure Hypothesis

Limitations, Criticisms, and
Some Alternative Parsing
Theories

Construal
Race-based parsing
Good-enough parsing

Parsing Long-Distance
Dependencies

Summary and Conclusions

Test Yourself
141




Rl

Sentence Processing

means. The likely intended meaning happens when readers treat the prepositional phrase
“with Rush Limbaugh” as being closely related to the verb discussed. This meaning would
fall out of the following hypothetical conversation (Conversation 1):

You: Who did Dr. Phil have on his radio show this morning?

Me: He had Rush Limbaugh on the show.

You: What did they talk about?

Me: They talked about sex. Dr. Phil discussed sex with Rush Limbaugh.

In this conversation, the critical thing that the listener needs to do is to package discussed
and sex together, as in Dr. Phil (discussed sex) and the listener needs to tie that whole thing
to with Rush Limbaugh. We could paraphrase that meaning as, “Dr. Phil had a discussion
with Rush Limbaugh; the discussion was about sex”

The other way to organize the sentence involves treating the prepositional phrase with
Rush Limbaugh as being closely related to the noun sex. This other meaning would emerge
from a conversation like this one (Conversation 2):

You: Who did Dr. Phil have sex with?

Me: Dr. Phil had sex with Rush Limbaugh.

You: Idon’t believe you.

Me: Really. He talked about it afterwards. Dr. Phil discussed sex with Rush Limbaugh.
You: !

If we wanted to draw a diagram that depicts the different ways that we could organize the
words in Dr. Phil discussed sex with Rush Limbaugh, we could use a phrase structure tree (or
tree diagram). Phrase structure trees can seem complicated, but they are really just a handy
way of showing how words in sentences relate to one another.! Every sentence has to have
a noun phrase and a verb phrase. So the top of our phrase structure tree will have an “S”
(for sentence), and below that, we will have an “NP” for (noun phrase) and a “VP” (for verb
phrase), like this:

(2) S

/\

NP VP

This part of the diagram shows that we have a sentence, and that the sentence consists of
one noun phrase and one verb phrase. In a phrase structure tree, the labels, like NP, VP, and S,
are called nodes and the connections between the different nodes form branches. The
patterns of nodes and branches show how the words in the sentence are grouped together
to form phrases and clauses.

In sentence (1), the leftmost noun phrase will consist of Dr. Phil no matter what meaning
is assigned, so let’s go ahead and add that to our tree below the NP node.

3) S

T

NP VP

Dr. Phil



The important differences in the structure of sentence (1) all occur inside the VP node. The
meaning that Conversation 1 expresses involves with Rush Limbaugh modifying the
meaning of discussed sex. To express that relationship, we need to organize our VP node so
that with Rush Limbaugh is assigned as a modifier of the verb discussed. We can do that by

organizing the VP like this:

. /V’P\
A% NP PP

discussed  sex with Rush Limbaugh

(The “PP” stands for Prepositional Phrase. Words like with, of, in and so forth are called

prepositions.)
If we want to get the meaning in Conversation 2, we need to organize the VP differently.
We need to put with Rush Limbaugh and sex together. We can do that using a structure like

this one:
5) /VP\
\% NP
N PP

discussed sex with Rush Limbaugh

Now that we have our our VP diagrams sorted out, we can build two different trees, one that
captures the meaning in Conversation 1 (6a) and one that captures the meaning in
Conversation 2 (6b):

(6) a.
S

/\

NP VP

Dr. Phil discussed sex with Rush Limbaugh
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b.
S
NP VP
v NP
N PP
Dr. Phil discussed sex with Rush Limbaugh

Although there is more to sentence processing than just figuring out which words go together
to make phrases, language scientists have learned a great deal about the mental processes that
people use to interpret sentences by studying globally ambiguous sentences like (1). Globally
ambiguous sentences have sequences of words that can be organized in more than one way, and
those different ways of organizing the sentence are all consistent with the grammar of the
language. One basic question that language scientists have asked is, are ambiguous sentences
like (1) harder to understand than less ambiguous sentences that express about the same
meaning? In other words, does ambiguity impose processing costs on the listener (or reader)?

The short answer to this question is: Yes, ambiguity leads to longer reading times, lower
comprehension accuracy, and different patterns of brain activity in comprehenders than
unambiguous sentences that say the same thing (see, e.g., Frazier & Rayner, 1982; Kutas,
van Petten, & Kluender, 2006; Trueswell, Tanenhaus, & Garnsey, 1994). The longer and
more complicated answer to the question is: There are cases where ambiguity doesn't
produce noticeable processing costs, and ultimately processing cost depends on a variety of
factors, including what information the listener has just processed, and what contextual
information is available (see Traxler & Tooley, 2007, for a review). Lets start with the
straightforward cases and come back to the tricky ones later.

How do we know that ambiguous sentences impose processing costs on the listener or
reader? One thing we can do is measure how much time it takes for someone to understand
a sentence that is ambiguous, and compare that to how much time it takes for someone to
understand a sentence that is unambiguous. Most of the time when language scientists do
this, they are investigating sentences that are only temporarily ambiguous. Temporarily
ambiguous sentences contain a sequence of words that can be configured in more than one
way, but the sentence as a whole has only a single grammatically licensed or acceptable
structure. (In fact, sentences like (1) that are completely ambiguous are very rare and may
not be fully representative of sentences in general.)

Here’s an example of a sentence that is temporarily ambiguous (from Frazier & Rayner,
1982; see also Adams, Clifton, & Mitchell, 1998; Ferreira & Clifton, 1986; van Gompel &
Pickering, 2001):

(7) While Susan was dressing the baby played on the floor.
Compare (7) to the unambiguous (8):

(8) While Susan was dressing herself the baby played on the floor.

Sentence (7) is temporarily ambiguous because where, exactly, the first clause ends is not
entirely clear. It could end after the baby, but it really ends after dressing. Listeners (and
readers) need to figure out whether the noun phrase the baby is supposed to go with the



preceding Susan was dressing, as in Susan was dressing the baby, or whether the baby starts
a new clause, as in Susan was dressing (herself) and the baby played on the floor. In (8), the
sentence is unambiguous because herself closes oft the subordinate clause “While Susan was
dressing herself” and there is no way to put the baby in that clause.

(Hey students: Impress your professor by asking about prosody! Some people do not like
example (7), because, they say, if a person spoke sentence (7), they would put in a pause after
the word dressing to indicate that the clause is over, and so the listener would not be in doubt
about where the clause ends, and so sentence (7) really is not ambiguous when it is spoken. The
short answer to that objection is: That’s right. The longer answer is: It's more complicated than
that. Speakers sometimes do include cues that help the listener organize the words into phrases,
but they don’t do that all the time. We will return to this topic later in the section on prosody.)

In sentence (7), listeners have to figure out whether the baby goes with Susan was dressing
or starts up a new clause. Do they come up with the correct solution right away? Or do they
make mistakes? Alternatively, in cases of uncertainly, do they delay making any decision
until they have enough information to be certain that they are correct? We can find out by
measuring processing load during critical parts of the sentence. In general, the longer it
takes people to understand part of a sentence, the greater the processing load that part of
the sentence imposes. So, which parts of sentence (7) are difficult to process?

When reading times for different parts of sentence (7) are measured, they show that
there are no major increases in processing load during the ambiguous part. That is, reading
times for the baby are about the same whether the sentence is ambiguous or not (Frazier &
Rayner, 2002; Traxler, 2002, 2005). Readers get through While Susan was dressing the baby
just as fast as the equivalent parts of the unambiguous sentence (8). So ambiguity, in and of
itself, is not a huge burden on the listener or the reader. Where people do slow down is at
the verb played. People have much more trouble processing played in sentence (7) than they
do in sentence (8). Why is that? And what does it mean?

It means a couple of things. First, it means that listeners and readers are making decisions
about how to organize words into phrases and clauses before they have enough information
to be certain of making the correct decision. This means that, in sentence processing, just as
in word processing, listeners and readers follow the immediacy principle and use an
incremental processing strategy (Foss & Hakes, 1982; Just & Carpenter, 1980). The immediacy
principle says that people do as much interpretive work as they can, based on partial
information, and making possibly incorrect assumptions, rather than waiting until they
have all the information they need to be certain of making the correct decision. Second, it
means that making structural choices, by itself, is not very difficult to do. If it were, people
should slow down at points of sentences where more interpretive possibilities were available
to them, and this does not seem to be the case. Finally, it means that when people have a
choice of different structures, they sometimes make the wrong choice. If they always made
the correct choice, then there should be no problem processing any part of sentence (7). The
fact that readers slow down at the verb played suggests that something special is happening
at that point of the sentence. What might that be?

One explanation is that during the beginning of the sentence (While Susan was dressing
the baby), listeners and readers treat the baby as the thing that is being dressed, they
include the baby in the same clause as Susan was dressing, and this leads to processing
problems shortly thereafter. To interpret the sentence that way, listeners need to build a
structure like that shown in (9):

Sentence Processing
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/S\
Complementizer S S
NP VP NP VP
\ NP ? A\ PP
While Susan was dressing the baby played on the floor

If the beginning of the sentence is packaged as shown in (9), then the verb played has no
subject (the verb was dressing has, metaphorically, stolen the baby away from its rightful
owner). If the baby is assigned or attached to the verb was dressing, there is no
grammatically acceptable or legal way for the listener to incorporate the verb played
into a single sentence with While Susan was dressing the baby ... The solution to this
dilemma is for the comprehender to undo her original structural commitments—in
other words, to take the baby away from was dressing and give it back to its rightful
owner played. To do that, comprehenders must adopt or build a syntactic structure like
that shown in (10):

(10)
/S\
Complementizer /S\ S
NP /VP NP VP
\ NP \'% PP
While Susan  was dressing the baby played on the floor

This correct structural configuration then leads to the correct meaning being assigned,
Susan dressed (herself) and the baby played on the floor. Notice that baby-stealing is not
possible in sentence (8), and so there is no need to do the mental work of disconnecting



dressing and the baby, no need to un-make structural decisions, and no need to revise an
incorrect structure. (herself fills the object role in (8) that the baby tries to fill in (7)).

Language scientists have investigated a wide variety of garden path sentences, and they
have consistently found that sentences like (7), where listeners initially build one syntactic
structure (e.g., (9)), and later replace that structure with another (e.g., (10)), are harder to
understand (take longer and lead to more errors of interpretation) than equivalent sentences
that are unambiguous (Altmann & Steedman, 1988; Britt, 1994; Ferreira & Clifton, 1986;
Frazier & Rayner, 1982; Konieczny & Hemforth, 2000; Phillips, Kazanina, & Abada, 2005;
Pickering & Traxler, 1998; Rayner, Carlson, & Frazier, 1983; Trueswell, Tanenhaus, & Kello,
1993). They have therefore spent a lot of time developing theories that explain how, exactly,
people react to garden path sentences and what, exactly, makes them difficult to process.

To predict and explain which sentences will be particularly difficult to process, language
scientists appeal to the concept of syntactic parsing. Syntactic parsing is a mental process or
set of processes that takes sequences of words and organizes them into hierarchical
structures(similar to those in the preceding diagrams). Note that the mental representations
that the people build don’t have to be literally “trees in the head” A number of equivalent
representational schemes are possible, and ultimately the relevant structural information is
physically represented as patterns of firings in large populations of neurons. (Some theories
assume representations like the phrase structure trees above, and they don't worry about
how neurons work at all; other theories are far more concerned about how populations of
neurons respond to different sentences, and they do not worry about how, exactly, those
sentences would be represented by tree diagrams.) The really important thing is that the
parser determines how words in sentences relate to one another. The syntactic structures,
and our diagrams, are just a way of keeping track of these relationships. A syntactic parser,
or simply parser, is a mechanism that carries out processes that identify relationships
between words in sentences. Many different sets of processes could accomplish the task of
organizing sequences of words into hierarchical structures. Language scientists would like
to find out which specific set of processes people actually use when they parse sentences.
The next section of this chapter will explore some of these accounts, starting with Lyn
Frazier’s classic garden path theory.

Models of Parsing: Two-Stage Models

Sentences like (7) metaphorically lead you down the garden path and leave you stranded
there so that you have to make your way back to the beginning and start over. So they are
often called garden path sentences. The idea that listeners build the wrong structure for
some temporarily ambiguous sentences (such as sentence (7)) while they are processing the
ambiguous part, discover their error when they get to the disambiguating information (e.g.,
played in (7)), and then revise their initial syntactic (structural) and semantic (meaning)
commitments, sits at the core of the garden path approach to sentence processing and
interpretation (Frazier, 1979; 1987). Frazier’s garden path theory is considered a two-stage
model of syntactic parsing, because she proposes that syntactic parsing takes place in two
distinct processing stages or steps. In the first stage, the incoming sequence of words is
analyzed to determine what categories the words belong to (categories correspond to parts
of speech, such as Noun, Verb, Preposition, and so on). Once the categories have been
identified, the parser can build a syntactic structure for the sequence. Note that no other
information besides word category information is used in the initial structure-building
process. The parser does not care which particular words it is looking at—it only wants to
know what categories are represented in the input. In the second stage of sentence
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Figure 4.1 The garden path model of syntactic parsing.

interpretation, standard meaning is computed by applying semantic rules to the structured
input. Next, let’s look at the two proposed stages of processing in a bit more detail.

In the first stage, a lexical processor identifies the categories that are represented in the
input, and its output is fed into the syntactic parsing mechanism (see Figure 4.1). If we feed
the sentence While Susan was dressing the baby played on the floor, into the lexical processor,
it will output this sequence of categories:

Conjunction-Noun-Verb-Determiner-Noun-Verb-Preposition-Determiner-Noun

The parser can build a syntactic structure for this string of categories without knowing what
specific words are actually represented in the input. Once a syntactic structure has been
built, the actual words in the sentence can be assigned positions in the tree (as in (10)), and
the entire configuration can be sent to a thematic interpreter. The thematic interpreter’s job
is to apply a set of rules that assigns roles to each of the elements in the syntactic tree, based
on their position in the tree and how they are connected to other words (for example,
grammatical subjects are treated as being old or given information, and the system prefers
to treat them as the initiator of the action described in the clause). If the thematic interpreter
produces a meaning that makes sense, is consistent with the listener’s prior knowledge or
assumptions, and can be readily integrated with preceding sentences in the discourse, then
the process of interpreting the sentence ends and the listener can move on to the next one.
If the thematic interpreter produces a meaning that lacks one or more of these qualities, one
remedy is to send a signal to the syntactic parser that prompts the parser to try to find an
alternative structure for the sequence of words (and note that for the parser, unlike NASA,
failure is always an option).

Garden path theory assumes that the parser begins to build a syntactic structure as soon
as the lexical processor begins to deliver information about word categories. The thematic
processor also appears to work on a word-by-word basis. That is, semantic interpretation
does not wait until the end of a phrase or a clause—listeners monitor the meaning of
utterances constantly as they are processing those utterances, and the process of
interpretation will slow down or stop as soon as listeners detect either syntactic or semantic



problems with the input. According to garden path theory, it is this rush to interpretation
that sometimes leads people astray. Because structural and semantic decisions are made on
a word-by-word basis, the parser is forced to choose between alternative structures when
more than one structure is compatible with the input (rather than delaying a decision to
collect more evidence). So the parser often chooses which structural option to pursue
before it has definitive information about which structure is actually required. Sometimes
the parser makes the correct decision, but, as we saw in example sentence (7), sometimes
it does not. When the parser makes an incorrect decision, the structure that it built initially
has to be undone, and processing is disrupted. Two important consequences follow from
these assumptions: First, for garden path theory to work as a general theory of parsing, it
needs to explain how people make choices when more than one syntactic structure is
possible. Second, for garden path theory to work as a theory about how people parse
sentences, there should be evidence that people have problems at just those points in
sentences where garden path theory says structural reanalysis is taking place. (It is also
possible that garden path theory could claim that the act of making a structural choice
imposed processing costs, but as we noted before, there is little or no evidence that making
structural decisions, by itself, leads to any significant processing load.)

So, according to garden path theory, how do people decide which structure to build
when more than one structure is grammatically acceptable (or licensed) and consistent with
the sequence of categories at a particular point in the sentence? First, garden path theory
assumes that people can only build one syntactic structure at a time. That means that it
represents a kind of serial processing system (as opposed to a parallel processing system,
which could build more than one structure at a time). Second, garden path theory says that
the overarching principle that the parser relies on is simplicity. That is, the parser seeks to
build the least complicated structure that it can. Pursuing the simpler structure conveys two
main benefits. First, simpler structures take less time to build than more complicated
structures. Second, simpler structures place lower demands on cognitive resources like
working memory than more complicated structures do, and reduced demands on working
memory also translates into greater speed.

According to garden path theory, the parser pursues its structure-building goals and
obeys the simplicity principle by deploying processing heuristics, basic rules that can be
applied quickly and consistently, to make decisions about which structure to build at any
given point. Heuristics have some advantages and some drawbacks. The main advantage is
that decisions can be made very quickly on the basis of incomplete information—and
people need to make sentence processing decisions quickly because language input arrives
at a rate of about 200 words per minute in both speech and reading. The main disadvantage
is that heuristics do not always lead to the correct solution. However, the occasional error
that heuristics lead to, and the resulting delay in getting to the correct interpretation,
is outweighed by the overall time savings that the heuristics provide.

The classic version of garden path theory proposes two heuristics: late closure and
minimal attachment. Late closure says, Do not postulate unnecessary structure. If
possible, continue to work on the same phrase or clause as long as possible. Minimal
attachment says, When more than one structure is licensed and consistent with the
input, build the structure with the fewest nodes. More recent variants of the garden path
approach postulate additional principles, such as the main assertion preference, which says,
Given a choice between two structures, build the structure where the new elements
relate to the main assertion of the sentence. Let’s look at how these three rules operate,
starting with the late closure heuristic.

In sentence (7), when listeners get to the NP the baby, they can choose to attach it as part
of the preceding clause, as in: [While Susan was dressing the baby ...]. Alternatively, they
can choose to close off the first clause right after dressing. In that case, the phrasal
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organization would look like this: [While Susan was dressing] [the baby ...]. The late closure
heuristic dictates that the first organization will be pursued, because doing so allows the
parser to continue working on the same clause. Pursuing the second organization means
that the parser has to start building a new clause before there is definitive evidence that the
first clause really is finished. The actual structure of sentence (7) is incompatible with this
initial choice, however, and so additional processing is needed to revise the structure.
Sentence (8) is compatible with the parser’s intial choice (the parser chooses to put herself
in the first clause, which is correct), so no additional processing takes place. Hence, garden
path theory predicts that sentence (7) should be harder to process than sentence (8), and
that prediction has been confirmed in numerous experiments where people’s reading times
were measured (e.g., Frazier & Rayner, 1982; Pickering & van Gompel, 2002; Traxler, 2002,
2005). People consistently slow down in sentence (7) when they get to the main verb played,
which is the point where the parser’s initial structural assumptions are shown to be false.

To look at how minimal attachment works, let’s look at a a sentence that is similar to
sentence (1), but where semantic (meaning) information forces an interpretation like that
diagrammed in (6b).

(11) The burglar blew up the safe with the rusty lock.

Here, semantic information forces people to adopt a structure like (6b), because safes can
have rusty locks, but you can’t use a rusty lock to blow up a safe. In a sentence like (12),
people adopt a structure like (6a) because you can use dynamite to blow up a safe.

(12) The burglar blew up the safe with the dynamite.

Look at (6), and count the number of nodes that it takes to represent the intended meaning
of sentence (11). Notice that (6a) has fewer nodes than (6b). Because minimal attachment
says “build the tree with the fewest nodes,” when people listen to sentence (11), they will
build the structure where rusty lock is attached to blew up (rather than safe). According to
garden path theory, when the structure in (6a) is sent to the thematic processor with the
words in sentence (11), the thematic processor will generate an error message (because it
does not make sense to use a rusty lock to blow up a safe). In sentence (12), the minimal
attachment heuristic leads to the correct syntactic structure, and the thematic processor has
no trouble because the parser’s output places dynamite and blew up together, and it makes
sense to use dynamite to blow something up. (Notice that the minimal attachment heuristic
also leads to the preferred and non-libelous interpretation of Dr. Phil discussed sex with
Rush Limbaugh.)

When researchers measured how long it took people to understand sentences like (11)
and (12), they found that people took longer to understand sentences like (11) (Rayner,
Carlson, & Frazier, 1983). Why is this? One possibility is that people really use the minimal
attachment heuristic to make structural decisions. Because the structure that listeners have
to build for sentence (11) is more complicated than the structure that they have to build for
sentence (12), they initially adopt the simpler structure, and this leads to problems when
the thematic interpreter really needs the more complicated structure (as it does when it
processes sentence (11)). Thus, garden path theory provided two sets of predictions that
were confirmed by observing people’s behavior as they processed sentences.

Sometimes different sentence-processing heuristics pull listeners in different directions
at the same time. For example, the main assertion heuristic operates in cases like (13)
and (14):

(13) The young woman delivered the bread that she baked to the store today.
(14) The young woman baked the bread that she delivered to the store today.



The main assertion heuristic says, “When you have a choice of where to attach new
information, attach it so that it goes with the sentence’s main assertion” When listeners get
to the prepositional phrase fo the store in (13) and (14), they have to choose whether to
attach that phrase to the main verb in the sentence (delivered in (13), baked in (14)) or to the
more recently encountered verb (baked in (13), delivered in (14)). The second verb is inside
a relative clause, which in turn is modifying (providing additional information about) the
preceding noun bread. The main assertion of the sentence is provided by the main clause
(The young woman delivered the bread), rather than the relative clause, which provides
additional, elaborative information. As a result, the main assertion heuristic predicts that
people will have less trouble with sentence (13) than sentence (14). (Can you work out why
this should be so?) However, the late closure heuristic makes the opposite prediction. It says
that, when listeners get to the prepositional phrase to the store, they are currently working
on the relative clause (bread that she baked/bread that she delivered). As a result, late closure
says that (14) should be easier than (13). (Again, see if you can work out why this is so.) In
cases like this, garden path theory predicts that people will have no more trouble processing
sentences like (13) than sentences like (14), because, while the main assertion heuristic
motivates attaching the prepositional phrase to the first verb, this preference is canceled out
by the late closure heuristic. That prediction has been confirmed by measuring people’s
reading times—reading times are equivalent for sentences like (13) and (14) (Traxler &
Frazier, 2008).

What happens when the main assertion preference is deactivated? That happens when
the prepositional phrase to the store appears in a subordinate clause, as it does in sentences
(15) and (16):

(15) Before the young woman delivered the bread that she baked to the store today, the
clerk stacked the shelves.

(16) Before the young woman baked the bread that she delivered to the store today, the
clerk stacked the shelves.

In (15) and (16), the main assertion is the clerk stacked the shelves, and there is no gramatically
licensed way to associate the prepositional phrase to the store with the main assertion.
When the main assertion preference is deactivated in this way, garden path theory says that
the late closure heuristic should dominate people’s structural choices. As a result, the
prepositional phrase to the store should be easier to process in sentences like (16) than
sentences like (15), and this is the pattern that appears in people’s reading times (Traxler &
Frazier, 2008).

Findings like these suggest that the parser deploys heuristics in a flexible way. The
specific heuristics that are used at any given point in time depend on the characteristics of
the sentences that are being processed. So, to predict how people will react to any given
sentence, we need to know what properties the sentence has (what kinds of phrases and
clauses it contains) and we need to know what processing heuristics people will use for that
kind of sentence. One of the advantages of garden path theory is that it makes fairly specific
claims about both of these things, so it is testable and potentially falsifiable.

Models of Parsing: Constraint-Based Models

Now that we have surveyed the garden path model, it is time to explore some alternative
theories. Constraint-based parsing models constitute the most prominent alternative to two-
stage models (e.g., MacDonald, Pearlmutter, & Seidenberg, 1994; Spivey-Knowlton & Sedivy,
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1995; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995; Trueswell et al., 1993). There
are two critical differences between the garden path and constraint-based models. The first
is that, rather than building one structure at a time, constraint-based parsers are capable of
pursuing multiple structural possibilities simultaneously. Constraint-based parsers often
times adopt a parallel distributed processing/neural network architecture, similar to the one
that the TRACE model of lexical processing is based on (e.g., Elman, 1994, 2004; Green &
Mitchell, 2006; Rohde & Plaut, 1999; Spivey-Knowlton & Sedivy, 1995; Stevenson, 1994;
St. John & McClelland, 1992; Tabor & Hutchins, 2004). Constraint-based parsers represent
different aspects of sentences, including their syntactic structures, as patterns of activation
spread across large numbers of interconnected processing units. These groups of processing
units and the connections among them are intended to resemble the functioning of networks
of neurons in the brain. As in the TRACE model, partial and incomplete information can
lead to partial activation of multiple mental representations, so at any given point in a
sentence, the neural network could have multiple syntactic structure representations
partially activated. The system as a whole effectively ranks these structural hypotheses, with
more activation being assigned to structures that are more likely given the input and less
activation being assigned to structures that are less likely given the input. An implicit
assumption in most constraint-based accounts is that syntactic structures compete for
activation, similar to what happens at the level of word processing in accounts of lexical
access like TRACE (the competition assumption is made explicit in some versions of
constraint-based processing accounts). The second critical difference between the garden
path and constraint-based parsers is that the garden path parser relies solely on word
category information for its inputs, but constraint-based parsers can draw on a much wider
variety of cues to decide what structures to build and the relative emphasis to place on each
alternative structure. Finally, constraint-based parsers are often referred to as one-stage
models because lexical, syntactic, and semantic processes are all viewed as taking place
simultaneously (as opposed to lexical processing preceding syntactic processing preceding
semantic processing, which is the general approach taken by two-stage models).

The following sections explain how constraint-based parsers work and describe evidence
supporting the idea that human sentence parsing processes are affected by multiple sources
of information in addition to category information.

Story context effects

To start with, let’s look at a set of studies that caused big problems for the classic garden path
theory (Altmann, Garnham, & Dennis, 1992; Altmann, Garnham, & Henstra, 1994;
Altmann & Steedman, 1988; Crain & Steedman, 1985). Recall that the garden path parser
only pays attention to word category information during its initial attempts to build a
syntactic structure for a sentence. If that is true, then information that appears in preceding
sentences should have no effect on the initial processing of a given sentence. Let’s look
at sentence (11)—The burglar blew up the safe with the rusty lock—again. When would
someone want to say something like this? In particular, why add the information about the
safe having a rusty lock? Usually, speakers would add this information because they want to
distinguish between one safe (that has a rusty lock) from some other safe or set of safes (that
do not have rusty locks). But when sentence (11) appears all by itself, listeners have no
direct indication that there could be more than one safe. The sentence only mentions one
safe, and the definite article the strongly implies that there really is only one possible safe
(otherwise, the speaker would say a safe). So, whether the syntactic structure of sentence
(11) is complicated or not, the sentence creates challenges for listeners. In particular, when
listeners get to rusty lock, they need to revise some of their semantic assumptions. They



have to change from assuming only a single safe to assuming at least two safes, and they
have to assume that the implicitly introduced safe or safes do not have rusty locks. These
semantic changes have to be made regardless of the syntactic structure that listeners initially
build for the sentence.

If that is all true, can we do anything to make sentence (11) easier, without changing its
syntactic structure? The answer is, yes we can. We could tell people ahead of time that there
is more than one safe, using a mini-story like (17):

(17) The burglar was planning his next job. He knew that the warehouse had two safes.
Although one was brand new from the factory, the other one had been sitting out in
the rain for ten years. The burglar blew up the safe with the rusty lock.

What should happen if this mini-story ended with sentence (11)? According to garden path
theory, sentence (11) should still be hard to process, because regardless of what happens in
the mini-story, the syntactic structure that you need for sentence (11) is still complicated
and hard to build. But according to the referential context acount (a specific version of
constraint-based parsing theory), the parser can use contextual information to decide
which syntactic structure it will favor at a given point in time. The referential context
account says, “If you have a choice of structures, build the syntactic structure that is most
consistent with your current semantic assumptions. If you have a choice of structures, build
whichever one allows referring expressions to be unambiguous.” This means that sometimes
the parser will build a more complicated syntactic structure when a simpler one is licensed
by the grammar and consistent with the input.

Sentence (11) starts by saying The burglar blew up the safe ... As soon as listeners get to
the safe, they try to figure out what the safe refers to. Notice that the context in the mini-
story has introduced two safes—a new one and an old one. By itself, the safe could refer to
either of these two safes. Thus, listeners need additional information to figure out which of
the two safes the NP the safe is supposed to point to. If listeners attach with the rusty lock to
the safe, that will create a phrase that is semantically unambiguous and that fits well with the
preceding story context. If they build the simpler syntactic structure, the safe will remain
ambiguous—it could refer to either of the safes introduced previously in the story. Referential
theory predicts that, in the context of stories like (17), comprehenders will build the more
complicated structure rather than the simpler one for sentences like (11). As a result,
sentences like (11) should be very easy to process despite their complicated syntax when
they appear in stories like (17). This prediction was confirmed when people’s reading times
were measured. When sentence (11) appeared by itself, people slowed down when they read
the rusty lock. When sentence (11) appeared in the context of story (17), people did not slow
down when they read rusty lock. Thus, contrary to what the garden path theory predicts, the
parser does seem to pay attention to information that context makes available at least some
of the time to make decisions about which syntactic structure to build for a new sentence.

Subcategory frequency effects

The garden path parser uses only word category information to make initial decisions
about which syntactic structures it will build. But words can provide more information
than that. For example, consider the verbs took and put. Both of these words belong to
the same syntactic category— Verb. But, other than having different meanings, are the
two verbs equivalent? One way to approach that question is to see what kinds of syntactic
structures the two verbs can be part of. Let’s start with took. Can took appear
without anything following it?
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(18) Dr. Phil took.

Most people would say that sentence (18) sounds odd. So let’s mark it with an asterisk to
show that it is odd.

*(18) Dr. Phil took.
What if we add a noun phrase (NP) after fook?
(19) Dr. Phil took a nap.

Much better! So, we conclude that took is the kind of a verb that needs a post-verbal
argument. Specifically, took needs to have a direct object, in this case a nap. In technical
terms, we call verbs like took “obligatorily transitive” (transitive verbs take a post-verbal,
direct-object argument).

How about put?

*(20) Dr. Phil put.

That’s odd. How about (21)?

*(21) Dr. Phil put a book.

Still odd. How about (22)?

(22) Dr. Phil put a book on the shelf.

Fine. So, took and put are similar in that neither one can appear all by itself without anything
coming after, but they are different in other ways. Took is fine with just a direct object, but
put requires both a direct object and a goal. Thus, they are both in the category Verb,
but they belong to different subcategories, because they have different requirements for
different kinds of partners (sometimes called arguments or complements), and so different
requirements for syntactic structures. (See if you can draw the structure for the VP when it
has a direct object and when it has both a direct object and a PP goal argument. Ask your
professor for help if you get stuck.)

Verbs like took and put are fairly picky about the kinds of complements they need and
the kinds of syntactic structures they can appear in. Other verbs are more flexible. Consider
the verb was reading. It can appear without any post-verbal arguments at all, as in (23),
where it is intransitive:

(23) Dr. Phil was reading.

It can appear with a direct object, as in (24), where it is transitive:

(24) Dr. Phil was reading a story.

It can appear with a direct object and an indirect object, as in (25), and then it is ditransitive:
(25) Dr. Phil was reading a little girl a story.

So was reading has a number of subcategory possibilities, including intransitive, transitive,
and ditransitive; and each of these subcategory possibilities is associated with a different
syntactic structure. There are, in fact, many verbs that are flexible in this way. (See if you can
think of a few.)

Constraint-based parsers differ from two-stage parsers like the garden path parser
because constraint-based theory says that structural information is associated with
individual words in the lexicon and this information influences which structural hypotheses
will be pursued as sentences are being processed. In particular, a constraint-based parser



will use subcategory information to determine which structural analysis to favor when
more than one structure is consistent with the input. How does this work? Consider the
following sentence fragment:

(26) The student saw the answer ...
This fragment could continue
... to the last question.

In that case, the answer is the direct-object argument of saw, and the sentence should be
structured as in (27).

(27) /S\
NP VP
A% NP
The student saw the answer ...

But in sentence (28)
(28) The student saw the answer ...
continues with

... was in the back of the book.

In that case, the answer does not represent the direct object of saw. Instead, the answer is the
subject of the verb was, and the sentence should be structured as in (29). In sentence (28),
the part the answer was in the back of the book is called a sentence complement. The answer
was in the back of the book is a sentence complement because it really is a sentence that
could appear all by itself and because the whole thing is the post-verbal complement of saw.

(29) S

— T,
]

The student saw

NP

the answer was in the back of the book

So, when comprehenders get to “the answer” in (26) and (27), they face a choice between
the structures in (30):
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. b.
(30) a s, /sz\
NP VP NP /VP\
v NP v /S\
NP VP

Garden path theory predicts that people should prefer the left-hand structure (a), because
it is simpler than the right-hand structure (b) and because pursuing that structure allows
comprehenders to continue working on the current VP. So garden path theory predicts that
sentences like (28) should be harder to understand than sentences like (26), and this is true
in general. Constraint-based theory also predicts that (28) should be harder than (26), but
for a different reason. It turns out that both theories are correct in this instance—sentences
like (28) really are harder to process than sentences like (26) (Frazier & Rayner, 1982;
Pickering & Traxler, 1998).

Constraint-based theory assumes that people pay attention to subcategory preference
information. Subcategory preference information reflects the likelihood that a given
structure and a given verb go together. Consider the verb saw again. Suppose you know that
9 times out of 10 in the past saw was followed by a direct object (as in 26). Suppose that,
after you heard The student saw but before you got the next word, someone would let you
bet about what structure the sentence as a whole would have. Would you bet on direct
object or on something else, sentence complement perhaps? If you bet (or predicted) that
the next thing would be a direct object, you would be right in the long run 90% of the time
(and you would become rich). Essentially, this is what the constraint-based parser does. It
takes information about the past—e.g., the likelihood that a given structure will appear
when a given verb appears—and uses it to predict the future. So, according to constraint-
based theory, (28) is hard because the parser predicts that a direct object is coming, and so
the parser assigns more weight to the syntactic structure that allows saw to have a direct
object. When the sentence actually provides the input for a different structure (sentence
complementin this case), the constraint-based parser has to change its mind. The constraint-
based parser has been garden-pathed, not because it has used the wrong heuristics, but
because sentence (28) goes against the general pattern that has occurred in the past.

Garden path theory and constraint-based parsing theory both make the same prediction
for sentences (26) and (28), and they both provide an explanation for people’s actual observed
behavior. But garden path theory and constraint-based parsing theory do not always make
identical predictions. They make opposite predictions for sentences like (31) and (32):

(31) Dr. Phil realized his goals early on.
(32) Dr. Phil realized his goals were out of reach.

The syntactic structures we need for (31) and (32) are the same structures that we need for
the corresponding (26) and (28). In (31), his goals is the direct-object argument of realized,
so it has the same structure as (26). In (32), his goals is the subject of a sentence complement
(his goals were out of reach), so it has the same structure as (28). Garden path theory predicts
that (32) should be harder than (31) (for the reasons laid out above), but constraint-based
theory predicts that (32) should be just as easy to process as (31). Why is that?



According to constraint-based parsing theory, (32) should be just as easy as (31) because
the subcategory information in (32) points readers toward the correct syntactic structure
right away. Unlike the verb saw, realized appears with a sentence complement about 90% of
the time. In the language at large, it is much more likely that someone would say I realized
I was late, than something like I realized a profit. So, what happens when people hear
Dr. Phil realized ...? The constraint-based parser will predict that a sentence complement
is coming and will favor the more complicated structure at that point. In effect, the parser
will be well prepared to deal with the rest of sentence (32) because it is expecting the
structure that actually appears. Hence, no structural revisions are necessary to deal with the
complicated structure of the end of sentence (32).

%%

(Hey students: Confound your professor by asking why (31) isn't harder to process than
(32)! If your professor answers “the cost of the unlikely structure is balanced by the benefits
of having a simple structure,” give her a round of applause.)

X%

So, across sentences (26)-(32), garden path theory predicts that (26) and (31) will be easy
to process and (28) and (32) will be hard to process. By contrast, constraint-based parsing
theory predicts that only sentence (28) will be hard to process, because the structure that
the parser predicts is different from the structure that actually appears only in that case.
Eye-tracking and self-paced reading experiments showed that only sentences like (28) cause
comprehenders difficulty (Garnsey, Pearlmutter, Myers, & Lotocky, 1997; Trueswell et al.,
1993). This can be explained if we assume that the parser keeps track of how often specific
verbs go together with different syntactic struct ures and that it uses this information very
quickly when it is making decisions about which structural options to pursue. Findings like
these also support the idea that the parser is trying to anticipate which structures it is likely
to encounter in the near future, and that subcategory information is one of the sources of
information that the parser uses to make its predictions.

When comprehenders demonstrate sensitivity to subcategory preference information
(the fact that some structures are easier to process than others when a sentence contains a
particular verb), they are behaving in ways that are consistent with the tuning hypothesis.
The tuning hypothesis says, “that structural ambiguities are resolved on the basis of stored
records relating to the prevalence of the resolution of comparable ambiguities in the past”
(Mitchell, Cuetos, Corley, & Brysbaert, 1995, p. 470; see also Bates & MacWhinney, 1987;
Ford, Bresnan, & Kaplan, 1982; MacDonald et al., 1994). In other words, people keep track
of how often they encounter different syntactic structures, and when they are uncertain
about how a particular string of words should be structured, they use this stored information
to rank the different possibilities. In the case of subcategory preference information, the
frequencies of different structures are tied to specific words—verbs in this case. The next
section will consider the possibility that frequencies are tied to more complicated
configurations of words, rather than to individual words.

Cross-linguistic frequency data

So far, when considering parsing strategies and theories, the focus has been entirely on
English. However, considerable work has been done in other languages that helps illuminate
how people parse and interpret sentences. One line of cross-linguistic research (research that
compares how different languages are processed) has focused on the extent to which
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structural preferences in different languages match the frequencies with which different
structures occur in those languages. For example, Spanish speakers can use a relative clause
to modify a preceding noun. Sentence (33) is globally ambiguous because the relative clause
“who was standing on the balcony with her husband” could go with either “(female)
servant” or “actress” (from Cuetos & Mitchell, 1988):

(33) Alguien disparo contra la criada de la actriz que esta ba en el balcon con su marido.

“Someone shot the (female) servant of the actress who was standing on the balcony with
her (male) spouse”

(34) Alguien disparo contra el criado de la actriz que esta ba en el balcon con su marido.

“Someone shot the (male) servant of the actress who was standing on the balcony with
her (male) spouse”

Sentence (34) is temporarily ambiguous because, although “who was standing on the balcony”
could describe either “(male) servant” or “actress,” the end of the relative clause (“with her
spouse”) ties the relative clause definitely to the second of the two nouns. For sentences like
(33) and (34), English readers exhibit a preference to attach the relative clause to the second of
the two nouns (“actress”), but Spanish speakers exhibit a preference to attach the relative clause
to the first of the two nouns (“servant”; Carreiras & Clifton, 1993; 1999). French speakers also
appear to prefer to attach the relative clause to the the first noun in equivalent French sentences,
while Italians and Germans prefer the second (Cuetos, Mitchell, & Corley, 1996; Mitchell et al.,
1995). Why should there be this difference in structural preferences across languages? One
possibility is that the frequency with which the structures appear differs across languages.
While attachment to the first noun appears to be the more frequent option in Spanish and
French for sentences like (33) and (34), English and Italian appear to pattern the other way.

Although it would be possible to tie the likelihood of being modified to individual
nouns, it appears that structural frequency information is being associated with larger
elements—configurations of nouns. (For example, people are more likely to modify a noun
like thing than a more specific noun like apple, and people almost never modify proper
names. So you're far more likely to hear plain old Dr. Phil than The Dr. Phil who is standing
right over there talking about sex with Rush Limbaugh.) The idea that frequencies are
associated with groups of words is supported by the fact that near exact translations of the
same sentences like (33) and (34) have been used in different languages, so the same nouns
are represented in the different studies. If the structural preferences were associated with
individual nouns, they should be pretty similar across languages.

Experimental outcomes for sentences like (33) and (34) appear to support the idea that
frequent structures are easier to process than less frequent structures. This is compatible
with constraint-based accounts’ claims that people keep track of how often they encounter
particular kinds of sentences, and that they lean toward structures they have encountered
in the past when a new sentence can be structured in more than one way. However, there is
a possible counter-example from Dutch. Marc Brysbaert and Don Mitchell measured Dutch
speakers’ eye movements while they read the Dutch equivalents of (33) and (34) (Brysbaert &
Mitchell, 1996). The eye movements indicated that Dutch speakers had more trouble
interpreting the test sentences when the relative clause went with the first noun than when
it went with the second noun. But when researchers looked at a database of Dutch sentences
(that came from newspaper and magazine articles), they found that relative clauses went
with the first noun more often than they went with the second. So, the more frequent
structure appeared to be more difficult to process, contrary to what constraint-based and
other frequency dependent parsing theories would predict. However, when other researchers
analyzed the test sentences and the sentences from the database, they found that semantic



factors like animacy and concreteness were more important than position in determining
where the modifying relative clauses should go (Desmet, De Baecke, Drieghe, Brysbaert, &
Vonk, 2006). So, when more fine-grained information was taken into account, reading time
could be predicted by detailed frequency information.

The cross-linguistic investigation of relative clause attachment raises a further important
issue: How does the parser decide whether something is frequent or infrequent? If we just
count all sentences, simple active voice sentences will be the most frequent (example active
voice sentence: John kissed Mary). The parser should therefore favor the direct-object
interpretation of any sentence that starts with a noun phrase and a verb phrase. But if we start
counting up which structures go with an individual verb, then the parser should favor the
sentence complement interpretation of any sentence that starts with a noun phrase followed
by the verb realized followed by another noun. But if we start counting up the likelihood of
specific verb-noun combinations, then the parser should switch back to favoring the direct-
object interpretation of any sentence that starts with a noun, the verb realized, and the noun
goals. Likewise, if we start factoring in animacy, then any sentence that starts with an inanimate
noun should reduce the likelihood of a simple, active structure. This problem goes by the
name the grain size problem (coined by Don Mitchell in an article in 1987). Languages offer
us multiple levels of analysis (different grains), people can potentially keep track of statistics
at any level of analysis, and the degree to which a structural alternative is preferred can differ
at different grains. One solution to the grain size problem is to suggest that the parser does
not keep any statistics at all (as some two-stage models claim). If the parser does not try to
estimate likelihood, and instead bases its decisions on other criteria (like simplicity or recency),
then there is no reason for us to worry that different frequencies apply at different grains.
Another solution is to suggest that the parser keeps track of statistics at different grains, and
that it combines data from different grains to arrive at an overall estimate of likelihood. So, in
our example involving realized, the parser will give some weight to the fact that the most
common structure in the language is subject-verb-object, it will also give some weight to the
fact that the most likely structure for any sentence with the verb realized in it is the sentence
complement structure, but if it gets realized followed by goals, the parser will pay attention to
the fact that, at this very fine grain, goals is a really good direct object for realized, and will
therefore boost the activation of the syntactic structure that goes with that interpretation.

Semantic effects

So far, we have seen how a constraint-based parser could use story context information and
subcategory information to anticipate upcoming syntactic structure. Another source of
information that the parser could rely on is the semantic (meaning) information associated
with specific words in sentences (as in the realized his goals example). Again, this is a point
where constraint-based theory differs from garden path theory, because garden path theory
says that the parser ignores semantic information as it is making its initial structural
decisions. To see how that works, let’s look at a kind of sentence called a reduced relative:

(35) The defendant examined by the lawyer went to prison.

(35) is called a reduced relative because it contains a relative clause examined by the lawyer
that modifies the meaning of the preceding NP The defendant (“Which defendant are we
talking about?” “The one examined by the lawyer”). The sentence can be made easier to
process if we introduce the relative clause with a relativizer. In (36) the relativizer who
unambiguously marks the start of the relative clause.

(36) The defendant who was examined by the lawyer went to prison.
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Numerous studies have shown that sentences like (35) are harder to process than sentences
like (36) (e.g., Clifton et al., 2003; Ferreira & Clifton, 1986). Why is that? In general, reduced
relatives are difficult to process because listeners have a hard time figuring out that they are
dealing with a relative clause rather than something else. Why do they have trouble
identifying the relative clause? One reason is that the beginning of the reduced relative
clause looks like a regular old main clause. (Main clauses consist of the grammatical subject
of the sentence, the main verb of the sentence, and the arguments and modifiers that go with
the main verb. Subordinate and relative clauses provide additional information about the
main clause or individual words that appear in the main clause.) So, while processing The
defendant examined ... listeners might begin to build a syntactic structure that is appropriate
for a main clause continuation. If so, they would be ill prepared to deal with the actual
continuation in (35), but they would be well prepared if the sentence continued as in (37):

(37) The defendant examined the photographs.

The structural choices that the parser faces are represented in (38).

(38) i /S\ " /s\
NP VP NP VP
v N RC
The defendant examined \%

The defendant examined

(38a) shows the structure that you need for the main clause interpretation. (38b) shows the
structure that you need for the relative clause interpretation.

Notice that the structure in (38b) is more complicated than the structure in (38a), and so
garden path theory predicts that people will prefer the structure in (38a)—the main clause
structure. As a result, people should have trouble dealing with a sentence that requires the
more complicated structure in (38b). Constraint-based parsing theory also predicts that the
reduced relative clause in (35) will be hard to process, but for a different reason. Constraint-
based theory says that the problem of figuring out that examined is part of a relative clause
is made worse by the fact that defendant refers to a person, and people are very likely to
examine things. That is, defendant falls in the category of animate things. Animate things,
like people, animals, and fish, can move around, have goals, initiate actions, and so forth.
Inanimate things, like rocks, trees, and houses, do not move around, do not have goals, and
do not initiate actions. Most of the time, when a sentence starts with an animate entity, the
animate entity is responsible for starting the action described in the sentence (as in 37).

The technical name for someone or something that starts an action is agent or thematic
agent (Jackendoff, 1990). It is less likely that an animate entity that starts a sentence will be
the recipient of an action that is initiated by someone else. The technical names for someone
or something that is the target of an action are theme, experiencer, or recipient. (An exception
to the general pattern of an animate initial noun being the agent occurs in passive sentences,
like The defendant was examined by the lawyer. But here, the sentence provides abundant
structural cues that clarify the patient status of the initial noun defendant. See if you can
spot some of the cues that the passive provides.) So, according to constraint-based parsing



theory, when people hear The defendant examined ..., they know that defendant is animate,
they assume that the animate defendant will initiate the action, and examined provides
them with the action that the defendant is initiating. When they actually get by the lawyer,
all of those assumptions need to be undone. The defendant isn’t the initiator of the examining
action, he’s the recipient. The defendant isn’t examining anything, he’s being examined. On
top of all of that semantic (meaning) revision, it turns out that the parser’s structural
assumptions were also wrong. Chaos! The poor listener has been garden-pathed in a major
way and has to do a lot of work to clean up the mess.

(Hey students: An even more difficult reduced relative than sentence (35) is, The editor
played the tape was furious. Astonish your professor by explaining to him why that one is
harder than sentence (35).)

If semantics is the driving factor that turns reduced relatives into mental train wrecks, it
should be possible to use semantic information to make sentences like (35) easier to process.
How might we do that? Because the train wreck starts with assumptions about the defendant,
we could start by triggering a different set of assumptions. We can do that by starting the
sentence with an inanimate noun, like evidence, as in (39):

(39) The evidence examined by the lawyer was complicated.

Because evidence is inanimate, it is not a good agent and is highly unlikely to initiate the
action in the sentence. But it is a really good thematic patient. So when listeners hear The
evidence examined ..., they should heavily discount the possibility that they are looking at a
sentence with a main-clause structure like (37). So, the parser should immediately rule out
the possibility that examined is the main verb of the sentence and it should choose a different
structure right away. By using information about the meaning of the initial noun (is it
animate or inanimate?), the parser can avoid building the wrong structure for the sentence.
If this allows the parser to avoid making bad semantic and structural assumptions, then
people should not have very much trouble processing sentences like (39). In fact, although
there is some uncertainty about how quickly semantic information influences the structure-
building process, sentences like (39) with inanimate initial nouns are easier to interpret
than sentences like (35) with animate initial nouns—having an inanimate initial noun like
evidence does reduce the overall processing difficulty that the reduced relative imposes on
the comprehender (Clifton et al.,, 2003; Trueswell et al., 1994). (Researchers agree that
animacy either helps comprehenders get to the right syntactic structure straight away, or it
helps them dump a bad structure faster so that they can start building the right structure
faster after building the wrong structure, or both.) Note that if the animacy experiments
show that comprehenders use animacy to avoid building bad structure, then findings like
these are problematic for garden path parsing theory. The garden path parser ignores
semantics when it makes its structural decisions, so it should make the same structural
choices for sentences with animate initial nouns and sentences with inanimate initial nouns.

Prosody

When people speak sentences, they produce sequences of words, and they modulate the
speed, loudness, and pitch that they speak at depending on what roles the words are playing
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in the sentence. The speech information that identifies specific words is called segmental
information (where a “segment” is any discrete unit that can be identifed, including
phonemes, syllables, and words). The information that correlates with grammatical role
and other discourse functions is called suprasegmental information (“suprasegmental”
means the speech pattern extends across more than one segment), and this is normally
what is referred to when language scientists use the term prosody (Speer & Blodgett, 2006).
People who study prosody categorize speech patterns into two general classes. Non-linguistic
prosody consists of those aspects of speech that provide cues to the speaker’s general mental
state. Is the speaker happy, angry, or depressed? The tone and tempo of the speaker’s output
will differ depending on how the speaker is feeling at the moment. Linguistic prosody
consists of those aspects of speech that provide cues to how the words are organized into
phrases and clauses. For example, stress—how loud particular speech segments are
spoken—can indicate whether someone is speaking a compound noun or whether someone
is speaking an adjective and a noun. If someone says green HOUSE, it is likely that they
are talking about a house that’s been painted green. If someone says GREEN house, they are
probably talking about a place where you grow plants when it’s too cold outside. Another
example is the difference between statements and questions. Suppose someone says John
wants a hamburger with a rising tone at the end. Normally, a speaker would use that prosodic
cue to indicate uncertainty—the speaker is asking a question. If the speaker pronounces the
same sentence with a falling tone at the end, that usually indicates that the speaker is making
a statement—i.e., the speaker knows what John wants.

Prosody can provide cues that help the parser to construct the correct syntactic
structures when the input is syntactically ambiguous. For example, consider sentence (40)
(from Speer & Blodgett, 2006, p. 506):

(40) The professor said the student had on socks that did not match.

This sentence could be pronounced in different ways with pauses in different locations. Try
speaking the sentence with a big pause after said, and no big pauses anywhere else. If you
pronounce the sentence that way, who has the mismatched socks, the professor or the
student? Now try speaking the sentence with two big pauses, one right before said and one
right after student. Now it should be someone else who is having a bad socks day. Pauses
are a good cue to phrase structure, because words that go together to make a phrase are
usually pronounced together without any major pauses or breaks. This does not always
happen, however, as sometimes speakers make mistakes or are dysfluent—real speech is full
of false starts, “ums”, “ahs”, “you knows”, and other verbal tics that can interfere with the
clean packaging of prosodic cues and phrase structure. So, while prosodic cues can be very
useful, they are not always available, and when they are, they are not always 100% valid.
Therefore, one question language scientists have asked is: How much do listeners rely on
prosody when they are making syntactic structure decisions? This section will review some
of the studies that indicate that, when prosodic cues are available, listeners use them very
quickly to choose between alternative structural possibilities.

Because naturally occurring speech has a lot of syntactic and prosodic properties that are
not easy to control for in an experiment, language scientists often use carefully constructed
utterances to test how listeners respond to prosodic cues. Using carefully planned and
recorded speech allows them to control for nuisance variables. Researchers who study
prosody have also created a very sophisticated analytical tool called the ToBI (Tones and
Breaks Index) system that allows them to clearly identify the prosodic cues that are present
in any given utterance. With these tools in hand, researchers can systematically manipulate
the prosodic cues in sentences that are controlled with regard to their syntactic structures
and meaning. They can then present their sentences to listeners in situations that allow



them to carefully observe the listeners’ behavior. Researchers draw inferences about how
prosody affects the meaning assigned to globally ambiguous sentences and determine how
quickly listeners combine prosodic and syntactic information as they interpret sentences.

Prosodic cues appear to strongly influence the interpretation of some sentences that
have globally ambiguous syntactic structure. For example, consider sentence (41) (from
Carlson, Clifton, & Frazier, 2001):

(41) Susie learned that Bill telephoned after John visited.

This sentence is globally ambiguous because after John visited could tell us when Susie
learned something about Bill, in which case the phrase after John visited attaches to the verb
learned. Alternatively, the phrase after John visited could tell us when Bill telephoned, in
which case it attaches to felephoned. If there is a relatively large pause between Bill and
telephoned, listeners are likely to judge that after John visited goes with telephoned. If there
is a relatively large pause after telephoned, listeners are likely to judge that after John visited
goes with learned.

Sentences like (41) are somewhat artificial, because they have been digitally altered, but
similar effects occur under more natural circumstances. For example, researchers observed
naive participants who came into the lab and took part in a game (Schafer, Speer, Warren, &
White, 2000). The game involved game pieces that came in different shapes and colors.
A “driver” instructed a “slider” how to move the pieces around the board. The trick was that
the driver knew where the pieces were supposed to end up, but only the slider knew the
location of bonuses (cookies) and penalties (ravenous goats). The driver and slider
cooperated to earn points. The researchers elicited temporarily ambiguous sentences from
the participants by giving them a list of scripted sentences that they could use to play the
game, such as (42) and (43):

(42) When that moves the square should land in a good place.
(43) When that moves the square it should land in a good place.

Drivers spontaneously produced prosodic cues that helped to disambiguate the sentences
(e.g., they would pause after moves when speaking sentences like (42) and after square in
(43)). Next, the researchers deleted everything after the word square and played the
truncated sentences to a new set of participants. These participants were asked to guess how
the sentences would continue. They were able to accurately predict what ending the original
speakers had used, and this indicates that the listeners were using prosodic information to
choose between alternative syntactic structure possibilities.

Other research addresses the question of how quickly listeners use prosody to make
structural decisions. One such study involved sentences like (44) and (45) (Kjelgaard &
Speer, 1999; see also Snedeker & Trueswell, 2003):

(44) When Roger leaves the house is dark.
(45) When Roger leaves the house it’s dark.

(44) is a garden path sentence very similar to (7). (45) is also temporarily ambiguous, but it
is normally easier to process than (44), because the listener’s syntactic assumptions match
the structure that the sentence actually requires. We could help the listener deal with
sentence (44) by inserting a big pause after the word leaves (try pronouncing the sentence
that way). We could make things more difficult for the listener by pronouncing leaves the
house all together without any pause between leaves and the house, and by putting in a big
pause before is (try pronouncing the sentence that way—it will probably sound strange to
you). (There are other prosodic cues that can help the listener deal with (44). Those cues
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involve changing the average pitch of different parts of the utterance and the length or
duration of the words in the utterance. (See Speer & Blodgett, 2006, for a more complete
description.) The same prosodic changes can be made to sentences like (45). When the
prosodic cues point listeners toward the correct syntactic structure, the prosody is said to
be cooperating. When the prosodic cues point listeners toward the incorrect syntactic
structure, it is said to be conflicting. Researchers can measure how hard it is to process
sentences like (44) and (45) using a variety of experimental tasks. They can ask listeners to
press a button when they have figured out what the sentence means after they hear it.
Alternatively, they can ask listeners to respond to a visual target word after listening to most
of the sentence. For example, listeners might be asked to name (speak) the word is after
listening to When Roger leaves the house. If listeners have been building the correct syntactic
structure for the beginning of the sentence, it should be easier to say is than if they have
been building the wrong structure. The same predictions apply for sentence (45).
Participants’ behavior on both of these tasks showed that they used prosodic cues very
quickly to make structural decisions in sentences like (44) and (45). Listeners pressed the
“Got it” button faster when the sentences had cooperating prosody than when they had
conflicting prosody; and they pronounced the syntactically disambiguating main verb (is or
it’s) faster for cooperating than conflicting prosody as well.

Visual context effects

Previously, we have seen that information in a story, and the way a new sentence fits into the
story, can affect the structural choices that the parser makes. This section will review further
evidence that syntactic parsing can be influenced by information from outside the language-
processing system. Specifically, the information available in a visual scene can increase the
parser’s preference for a complex syntactic structure. To see how this works, consider
sentence (46):

(46) The girl placed the apple on the towel in the box.

(46) is a garden path sentence because comprehenders interpret the first prepositional
phrase (PP) on the towel as the goal of the placing action (i.e., they think that the girl put the
apple on the towel). To interpret the sentence as it was intended, comprehenders have to
attach the first PP to the apple (as in Which apple did the girl place? The apple (that was) on
the towel.). In that case, on the towel is a source rather than a goal location. Garden path
theory says that sentences like (46) are hard to process because the minimal attachment
heuristic makes the parser adopt the wrong syntactic structure. Constraint-based parsing
theory and referential theory say that sentences like (46) are hard to process because, when
the sentence appears by itself, nothing tells the listener that there might be more than one
apple, and so there is no obvious reason to treat on the towel as information that discriminates
between the explicitly mentioned apple and some other set of un-mentioned apples. We
have seen that mentioning more apples in a story context can make sentences like (46)
easier to process, but is there any other kind of context that can have a similar effect?

To answer that question, Mike Tanenhaus and his colleagues conducted a study where
they manipulated what listeners were looking at as they listened to and tried to understand
sentences like (46) (Tanenhaus et al., 1995). This study used the visual world experimental
method (or paradigm). In the visual world paradigm, participants wear an eye-tracking
device that shows researchers where they are looking during an experiment. Real objects
are placed on a table in front of the participant. Participants listen to sentences about these
objects and they respond to the sentences by moving the objects around. The researchers
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Figure 4.2 Sample visual displays and eye-movement patterns (from Tanenhaus et al.,
1995)

can manipulate characteristics of both the visual display and the sentences to see what effect
this has on participants’ eye movements. By analyzing participants’ eye movements,
researchers can draw conclusions about how the participants interpreted the sentences.

For example, consider the displays in Figure 4.2. The left-hand display contains only a
single apple, and that apple is on a towel. The left-hand display also has an empty towel and
a box. The right-hand display contains two apples. One of the apples is on a napkin and the
other apple is on a towel. There is also a towel with nothing on it. So both displays have an
empty towel that could match up with the goal interpretation of on the towel. Because it has
two apples, the right-hand display is the visual equivalent to the story that mentioned two
safes. While participants looked at either the left-hand display (the one-apple display) or
the right-hand display (the two-apple display), they listened to a sentence that said, Put the
apple on the towel in the box. The critical thing that the researchers wanted to know was:
Where did participants look when they heard on the towel? If participants interpreted on the
towel (incorrectly) as the goal of Put the apple, then they should look at the empty towel. If
they interpret on the towel (correctly) as modifying the meaning of apple, then they should
look at the apple that is on the towel. So what happened in the experiment?

First, let’s consider what happened when the visual display only had one apple (the left-
hand side of Figure 4.2). When participants heard on the towel in Put the apple on the
towel ..., they were more likely to look at the empty towel than the apple. So it looks like
participants were interpreting on the towel (incorrectly) as a goal, rather than something
that modified the meaning of apple. But something very different happened when the visual
display had two apples (one on a towel and one on a napkin) and an empty towel. Under these
conditions, when participants heard on the towel, they were more likely to look at the apple
that was on the towel, rather than looking at the empty towel. So it looks like participants
were (correctly) interpreting on the towel as going with apple when the visual display had
two apples. That result is very similar to the story context experiment involving sentences
like (11)—The burlar blew up the safe with the rusty lock. This new result goes beyond those
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Figure 4.3 A constraint-based outlook on syntactic parsing.

previous ones, however, by showing that information from other modalities (i.e., vision)
has a rapid effect on processes taking place within the language-processing system. When
the display has two apples, the expression the apple by itself does not successfully refer to
either apple. Under those conditions, participants were willing to build a more complicated
syntactic structure so that they could attach on the towel as a modifier of the expression the
apple, and in that case, the expression as a whole the apple on the towel successfully picked
out one of the two apples in the display. So the way the syntactic parser functioned was
affected by what was happening in the visual system.

Interim Summary

So far in this chapter, we have seen that sentence interpretation involves a parser that makes
decisions about how words in sentences relate to one another. We have looked at two different
processing mechanisms that have been proposed to explain how parsing takes place. The
currently available experimental evidence shows that there are some aspects of people’s
behavior that are not fully compatible with the garden path theory. As a result, many
researchers favor one of the constraint-based versions of sentence-processing theory. If one
wanted to draw a picture to represent the main assumptions that constraint-based theory
makes about sentence processing, it might look like Figure 4.3. The key points to take away are:

1. A constraint-based parser can activate multiple syntactic structures simultaneously.

2. It ranks different structures based on how much evidence is available for each in the
input.

3. Evidence for a given structure and its accompanying semantic interpretation can come
from multiple sources, including story context, visual context, subcategory information,
and the semantic properties of specific words.

Argument Structure Hypothesis

One of the central claims that constraint-based theory makes about parsing is that structural
information is tied to specific words in the lexicon. What does this structural information
look like? Let’s look at how structural information related to verbs might be represented.



One possibility is that our long-term memories contain information about phrase structure
trees like those in (47) (MacDonald et al., 1994). For a verb like was reading, long-term
memory would contain at least three phrase structure trees, one for the intransitive form,
one for the transitive form, and one for the ditransitive form. But what about the dative
form? Is that represented, too? If so, there would be a fourth tree, as in (48). And what if
the dative form is supplemented by information about location? Do we need another tree
for was reading the book to the girl at the park? If so, we need the structure in (49). What if
we had something like this? Dr. Phil was reading the book to the girl at the park next to the
fire station that was built by generous pilgrims from Burkina Faso who liked to take long walks
with their vicious pet lizards. If we wanted to prestore all of the structure that goes with the
verb, then we would need something like (50).

(47) “was reading”

VP(1) VP@3)
T T~
auxiliary v auxiliary Vv
| /'\
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(50)
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(Hey students: This doesn't even take into account the multiple structural ambiguities and
alternative interpretations for the sentence in (50), such as the interpretation where the vicious
pet lizards helped to build the fire station. See if you can draw the syntactic structure for that
interpretation. If you can, show it to your professor and tell her you get an “A” for the course.)

What we really need is some set of principles or guidelines that allows us to avoid the
psycholinguistic equivalent of the leg-shaving problem: Where do I stop? In leg-shaving,
many people adopt the principle, “I stop below the knee.” This principle requires us to decide
where, exactly the knee is, and that can be somewhat ambiguous, but now we at least have a
clear “stop” rule, and we can proceed even if we have only a rough idea where the knee is.
Can we come up with a similar principle for verb-related syntactic structure? One possible
stop rule for storing syntactic representations is the argument structure hypothesis
(Boland & Blodgett, 2006; Boland & Boehm-Jernigan, 1998; Tutunjian & Boland, 2008).
According to the argument structure hypothesis, structural information related to a verb’s
arguments is stored in the lexicon, and everything else is computed “on the fly” So, like
figuring out where the knee is, we have to figure out what counts as an argument.

Linguists have spent considerable effort coming up with principles that support a
distinction between arguments and adjuncts. Although there is not 100% agreement in
linguistics about how to draw the distinction, arguments are (roughly speaking) linguistic
partners that a word absolutely must have. Adjuncts are partners that a word can have, but



does not need. Arguments are usually thought of as being elements of meaning that a word
needs to express a complete thought. These elements of meaning are usually explicitly
expressed in the sentence, but sometimes they can be omitted. For example, the verb eating
is thought to require an object (you have to eat something in order to eat), but that semantic
argument can be omitted from the actual spoken sentence if the speaker wishes to focus the
listener’s attention on the action, as in Dr. Phil was eating (Jackendoft, 2002).

Verbs can have between zero and four arguments. Verbs like rained and snowed have zero
arguments (Jackendoff, 2002). Because languages require sentences to have grammatical
subjects, speakers include a meaningless pronoun as a place-holder when they use zero-
argument verbs in sentences, as in, It rained. It snowed. Verbs like sneezed have one argument,
as in Dr. Phil sneezed. (The arguments are underlined in the examples.) Verbs like devoured
have two arguments, as in Dr. Phil devoured the sandwich. (And in the case of devoured all of
the arguments must be included in the actual spoken sentence. * Devoured the sandwich and
*Dr. Phil devoured are both ungrammatical.) Verbs like put have three arguments (Dr. Phil
put the sandwich on the plate.) Verbs like bet or wagered have four arguments—a bettor, an
opponent, something that is being risked, and an event, as in Dr. Phil bet Rush Limbaugh
a sandwich that Big Brown would win the Kentucky Derby. As far as we know, there are no 5-,
6-, or 57-argument verbs. (E-mail me if you can think of a counter-example.)

Given that the maximum number of arguments for a verb is four, the problem of storing
structural possibilities for verbs is greatly simplified. Instead of having an infinite number
of structures associated with each verb, we have between one and five. In the case of was
reading, everything beyond the subject (Dr. Phil) and the direct object (book), is optional.
The argument structure hypothesis would claim, therefore, that only two structural
possibilities would be stored in long term memory and associated with was reading. So,
when comprehenders access the verb form was reading, they would activate two associated
syntactic structures, one that did not have a place for a post-verbal object, and one that did.

How is this information accessed and used during parsing? According to constraint-
based parsing theory in general, and the argument structure hypothesis in particular, when
listeners access the lexical representation of a verb like was reading, they immediately
activate the associated structural information (kind of like what happens with spreading
activation in semantic processing). The different structural possibilities are activated to the
extent that they have appeared in the past with the verb in question. So, if was reading most
often appeared with a direct and an indirect object, the ditransitive structure will be more
active than the intransitive structure. If it appeared most often with just a direct object, then
that structure will be more activated than any of the stored alternatives.

The argument structure hypothesis provides a somewhat more nuanced view of how
argument-hood influences parsing. According to the argument structure hypothesis,
argument frames and their corresponding syntactic structures are important because they
determine how some elements of sentences are interpreted. For example, how should
a comprehender interpret a prepositional phrase like to Harry? It could be interpreted as the
goal of a transferring action, as in The bully sent a threatening letter to Harry (Boland &
Blodgett, 2006, p. 386). But the prepositional phrase could be interpreted instead as alocation,
as in The bully stapled a threatening letter to Harry (Boland & Blodgett, 2006, p. 386). How
does a comprehender know which interpretation to apply to the prepositional phrase? The
argument structure hypothesis contends that the subcategory properties of the verb
determine how the prepositional phrase is interpreted. When the lexical representation of the
verb specifies a recipient or goal argument (e.g., sent specifies a recipient), then a prepositional
phrase headed by fo will be interpreted as that goal argument. When the verb does not specify
a goal argument, prepositional phrases headed by to will be interpreted as locations.

Is there any evidence that suggests that the argument structure hypothesis accurately
describes how syntactic information is represented in long-term memory? For starters,
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a growing body of evidence suggests that arguments are treated differently than adjuncts
during sentence interpretation. For example, consider sentences (51) and (52) (from Clifton,
Speer, & Abney, 1989):

(51) The saleswoman tried to interest the man in the wallet. (People interpret this as
meaning she wanted him to buy the wallet; not that the man was inside the wallet.)

(52) Thesaleswoman interested the man in his fifties. (People interpret this as meaning that
the man was between 50 and 60 years old; not that the saleswoman wanted the man to
like being between 50 and 60 years old.)

In sentence (51), in the wallet is an argument of the verb interested because people have to
be interested in something. (Contrast that with the verb sneezed. You don’t have to sneeze
anything, you just have to sneeze.) In (52), in his fifties is an adjunct of the noun man
because, although we can always think or talk about how old the man is, we don’t have to.
But note that, until we figure out the exact meaning of wallet and in his fifties, and until we
integrate those meanings with the preceding parts of the sentence, it is not clear whether we
are dealing with an argument or an adjunct. According to some accounts of parsing,
including the argument structure hypothesis, comprehenders have a general preference or
bias to interpret incoming phrases as arguments. Given this assumption, comprehenders
will try to treat both in the wallet and in his fifties as arguments of the verb interested. Since
wallet makes more sense than his fifties as something to be interested in, comprehenders
should take less time to process wallet than his fifties. Indeed, when reading times were used
to measure processing load, comprehenders were able to process sentences like (51) faster
than sentences like (52) (Clifton, Speer, & Abney, 1999; Speer & Clifton, 1998; see also Britt,
1994; Schutze & Gibson, 1999). So, people appear to process argument relations faster than
non-argument (or adjunct) relations.

Other studies show that people are more satisfied with the outcome of the interpretive
process when they can interpret phrases like to Harry as arguments as opposed to when
they are forced to interpret those same phrases as adjuncts. For example, if people are ask to
judge how natural sentences are, they rate sentences where the arguments are explicitly
stated higher than sentences where adjuncts, but not arguments, are explicitly stated
(Boland & Blodgett, 2006).

Other evidence for an effect of argument status on parsing and interpretation comes
from studies showng that people infer a “missing” argument in cases where a verb requires
an argument, but the argument is not explicitly included in the sentence (Koenig, Mauner, &
Bienvenue, 2003; Mauner, Tanenhaus, & Carlson, 1995). For example, consider the difference
between the simple past tense verb sank and the very closely related past perfective was
sunk. If somebody says, The ship sank, there does not have to be an external agent. The
sentence describes a change of state (the ship goes from floating on the top of the ocean to
sitting on the bottom of the ocean), but the change of state can be internally caused by the
ship itself (maybe the hull was very rusty and sprung a leak). However, if somebody says,
The ship was sunk, that means that somebody or something other than the ship was
responsible for the change in the ship’s state. Do people process sentences like The ship sank
differently than The ship was sunk? Gail Mauner and her colleagues showed that they do, in
the following way: When people hear sentences like The ship was sunk, that need an agent
but don’t explicitly provide one, comprehenders immediately add or infer the presence of
the unnamed external agent. So, they interpret the sentence with a missing argument as if it
said, The ship was sunk by somebody ... If the sentence then continues with a purpose clause,
for example, ... to collect the insurance money, that purpose clause is very easy to process,
because comprehenders have already inferred that there’s somebody involved in the sinking,
and that somebody is available to provide the subject of the purpose clause. However, if the



sentence starts The ship sank ... and continues ... to collect the insurance money, then
comprehenders have a hard time processing the sentence. Why? Because the beginning of
the sentence (The ship sank ...) does not require people to infer an agent, so there’s nothing
in the comprehender’s representation of the sentence to connect up with the purpose
clause ... to collect the insurance money. There’s no one in the comprehender’s mental
representation who could serve as the person with the insurance fraud motive.

Limitations, Criticisms, and
Some Alternative Parsing Theories

Although a considerable amount of experimental work in the past decade has produced
results favorable to a variety of processing accounts that fall within the constraint-based
sentence-processing framework, some people still prefer some version of a two-stage
parsing theory. There are a number of reasons for this, but let’s just focus on two of the main
criticisms of the general constraint-based approach.

The first criticism is based on the suggestion that the parser may not always favor likely
structures over less likely, but simpler structures (e.g., Clifton, Kennison, & Albrecht, 1997).
For example, in sentences like (53), the less likely structure is simpler and adopting the less
likely structure leads to a semantically odd interpretation:

(53) The athlete realized her shoes somehow got left on the bus.

The athlete realized her shoes is just weird. So if people interpret the beginning of sentence
(53) as having a subject, a verb, and a direct object, they should slow down when they read
the word shoes. But recall that realized hates direct objects and really likes sentence
complements. If the parser uses this information immediately, then comprehenders should
never consider realized her shoes as going together inside the same verb phrase. In that case,
comprehenders should have no difficulty with (53), because they will correctly package her
shoes together with somehow got left on the bus to make up a sentence complement. When
sentences like (53) were used in an eye-movement experiment, readers did slow down at
shoes, suggesting that they did consider the (incorrect) direct-object interpretation, which
would mean that in this case they favored the simple structure over the likely structure
(Pickering, Traxler, & Crocker, 2000).

The second criticism of the constraint-based approach relates to the absence of evidence
that sentences with simple syntactic structures are ever hard to process. Let’s return for a
moment to the sentence The burglar blew up the safe with the rusty lock. According to the
constraint-based referential theory of sentence processing, the right kind of story context
will cause comprehenders to favor, assign more activation to, or have a bias toward, the
more syntactically complex noun-modification interpretation. If that is the case, then when
the structurally simple sentence appears in a context that supports the more complex
structure, that should make the simple structure harder to process. To date, no such evidence
has appeared. Researchers have looked for analogous effects in other sentence types, also
without success so far (with one exception, Sedivy, 2002, Experiment 4). Consider, for
example, the main clause construction in (54) (Binder, Duffy, & Rayner, 2001, p. 312):

(54) The criminal exiled his undependable partner and changed his identity.

Sentences like (54) can be embedded in a story where there are two different criminals.
Similar to the burglar blew up the safe case, a two-criminal context should encourage
comprehenders to favor the complex, reduced relative structure over the simple main clause
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one as people read the beginning of the sentence (The criminal exiled ...). If context changes
people’s structural preferences in that way (and as predicted by a generic constraint-based
account), then sentences like (54) should be harder to process when the story mentions two
criminals than when it mentions only one. However, sentences like (54) appear to be
relatively easy to process regardless of what information appears in preceding context.

Further criticisms of the constraint-based approach to parsing relate to the testability of
various constraint-based proposals and the fact that some types of sentences do not seem to
be very susceptible to context effects; interested readers should consult Pickering & van
Gompel (2006), for further details; and MacDonald and Seidenberg (2006), for additional
arguments in favor of constraints.

More recent theoretical developments in sentence processing have attempted to move
beyond the older two-stage and constraint-based processing accounts, while retaining the
best features of each approach. Let’s briefly consider three of these more recent developments.

Construal

The construal account is essentially a refinement of the classic garden path parsing theory
(Frazier & Clifton, 1996). Construal retains the idea that parsing occurs in discrete stages,
but it adopts the idea that context can influence which structure the parser prefers and the
idea that the parser can sometimes build multiple structures simultaneously. If that sounds a
lot like a constraint-based parser to you, pat yourself on the back. But construal differs from
the average constraint-based account in that there are a limited set of circumstances under
which the parser will respond to contextual information or build syntactic structures in
parallel. Most of the time, the construal parser will behave just like the garden path parser.
In fact, it will even use the same late closure and minimal attachment heuristics to make
definite decisions about which structural alternative to pursue. How does the parser decide
which strategy to use?

To answer that, we need to think about different kinds of relationships between words.
Construal says that dependencies between words can come in two flavors, primary relations
and non-primary relations. Primary relations correspond roughly to argument relations as
defined above. Non-primary relations correspond to everything else. All other things being
equal, the parser prefers to treat incoming material as though it represents a primary
relation. When the parser interprets an incoming word or set of words as representing a
primary relation, it makes its structural decisions based on the standard garden path
processing heuristics. But when the incoming material can’t be interpreted as reflecting a
primary relation, the parser will use a different strategy to deal with the material. In the first
stage, the parser will affiliate the incoming material to the preceding sentence context.
During this stage, the parser will simultaneously consider all possible attachment sites for
the incoming material—effectively building multiple syntactic structures simultaneously.
During a following stage of processing, the parser evaluates the different structural
possibilities in light of the story context, sentence-level meaning, and other possibly “non-
syntactic” sources of information.

To explore the construal parser in greater detail, consider sentences (55) and (56):

(55) The daughter of the colonel who had a black dress left the party.
(56) The daughter of the colonel who had a black mustache left the party.

In (55), people generally interpret the relative clause who had a black dress as going with
daughter rather than colonel. In (56), they interpret the relative clause who had a black



mustache as going with colonel rather than with daughter. Before you start writing an angry
e-mail to my boss (her name is Debra): Of course, it is possible for a colonel to have a black
dress. First, colonels can be female. Second, I'll bet you that some male colonels have black
dresses in the back of their wardrobe. And yes, it is certainly possible for a colonel’s daughter
to have a black mustache. Despite these possibilities, most people automatically interpret
the sentences in the way described above.

If comprehenders apply the late closure heuristic to parse (55) and (56), they should
have an easier time processing (55) than (56). (See if you can work out why this should be
the case.) But the construal account says that who had a black dress and who had a mustache
are adjuncts of the preceding noun, and so represent non-primary relations. Under those
conditions, the parser affiliates the relative clause to the preceding context and simultaneously
looks for every place that the relative clause could attach. In (55) and (56), there are two
possible hosts for the relative clause (daughter and colonel). In (55), the daughter-related
structure works well given the meanings of all of the words involved, and in (56) the colonel-
related structure works well. So, when it comes time to evaluate the different structural
possibilities, there is always one good one. As a result, the construal account predicts no
difference in difficulty between (55) and (56), and this is the pattern that actually occurs
when participants’ reading times are measured (Traxler, Pickering, & Clifton, 1998; for
further evidence relating to the Construal account, see Frazier & Clifton, 1996.)

Race-based parsing

The race-based account represents a different refinement of the parallel processing approach
to parsing (Traxler et al., 1998; van Gompel, Pickering, & Traxler, 2000). Like constraint-
based parsers, the race-based account stipulates that the parser can build multiple syntactic
structures in parallel. And like the garden path and construal accounts, the race-based
approach to parsing advocates a two-stage process. In the first stage of processing, all
structures that are licensed by the grammar accrue activation from the input. But rather
than competing for a fixed pool of activation, syntactic structures race against each other.
So, adding activation to one structural representation does not take away activation from
any possible alternatives. According to this account, the first structure to exceed some
threshold amount of activation is taken to represent the input and that structure is used as
the basis for semantic interpretation.

Evidence for the race-based account comes from reading time experiments on sentences
like (55), (56), and (57):

(57) The brother of the colonel who had a black mustache left the party.

Recall that readers had no preference for (55) or (56), both were equally easy to process. But
now have a look at (57). In (57), who had a black mustache could go with either brother or
colonel. So, in a race, it does not matter which structure gets to the threshold first. If brother
who had a black mustache wins the race, you wind up with a sensible interpretation. The
same thing happens if colonel who had a black mustache wins the race. But what about in
(55) and (56)? If colonel who had a black dress wins, the reader will be puzzled. If daughter
who had a black mustache wins the race, readers will be similarly puzzled. So, while readers
do not have a preference either way between (55) and (56), that does not mean that the
sentences are easy to process (although they are certainly easier than some very complex
and tricky garden path sentences, like The horse raced past the barn fell.) The race-based
parsing account says that, in (55) and (56), the winning structure will lead to a weird
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interpretation about half the time. So, on average, readers will have to reanalyze their initial
structural and semantic interpretation about half the time. As a result, even though there is
a very sensible interpretation for both (55) and (56), comprehenders will often arrive at the
sensible interpretation only after they have built a structure that leads to a nonsensical
interpretation.

To distinguish between construal’s parallel affiliation and evaluation parsing process and
a race, we need to compare (55) and (56) to (57). Construal predicts that they should all be
equally easy. The race-based parsing account predicts that (57) will be easier than both
(55) and (56). When people’s eye movements were monitored as they read sentences like
(55)-(57), sentences like (57) really did prove easier to process than (55) and (56). Analogous
effects occurred in another sentence type (58)-(60), where minimal attachment is the
relevant garden path processing heuristic:

(58) This morning, I shot an elephant in my pajamas. (minimal attachment)
(59) This morning, I shot an elephant with great big tusks. (non-minimal attachment)
(60) This morning, I shot a poacher with a rifle. (ambiguous)

Sentences like (58)-(60) are analogous to the daughter of the colonel sentences, because they
involve a choice of places to attach a modifier (to a verb or to a noun), sometimes the
attachment leads to a good interpretation, but sometimes it does not. In (60), both
attachments lead to a good interpretation (you can use a rifle to shoot a poacher; a poacher
can carry a rifle and get shot). So, no matter what attachment the comprehender opts for
and builds for sentence (60), the result is sensible. In (58) and (59), half of the available
attachments lead to bad interpretations (an elephant should not wearing my pajamas;
I cannot use a big tusk to shoot something). So, the race-based parsing account predicts
that (60) will be easier to process than the other two kinds of sentence once comprehenders
get to the modifier (with a rifle, in my pajamas, with great big tusks). That prediction
was verified by eye-movement data (van Gompel, Pickering, & Traxler, 2001).

Race-based parsing and constraint-based parsing both allow multiple syntactic structures
to accrue activation simultaneously, but they differ in that activated structures try to inhibit
or interfere with one another according to (some) constraint-based parsing accounts, but in
a race-based architecture, alternative structures do not steal activation from one another—
they increase or decrease their activation based on the cues available in the input. So, if one
structure has a lot of activation, that does not prevent another structure from accruing
activation as well. To distinguish between race-based and constraint-based parsing
experimentally, it is important to find out whether syntactic structures do, in effect, compete
with one another. Considerable mathematical modeling has been done showing that
people’s reading times can be predicted by neural-network models that incorporate
competition between activated structures. These models tend to show that reading times
are slowest at those points in a sentence where a previously low-ranked (or barely activated)
structure suddenly needs to be promoted over a structure that previously enjoyed a high
amount of activation (very similar to what happens in the processing of lexical ambiguity,
reviewed in Chapter 3). These models also predict that if two structures are activated to
about the same degree (say, two structures are both about 50% likely given the input at a
certain point in the sentence), then comprehenders should slow down because two evenly
matched competitors will take longer to sort out than when one competitor is much stronger
than the other. So, what happens when two structural alternatives are about equally likely?

To find out, Roger van Gompel and his colleagues tested sentences like (61) and (62):

(61) Iread that the bodyguard of the governor retiring after the troubles is very rich.
(62) Iread quite recently that the governor retiring after the troubles is very rich.



In (61), the modifying expression retiring after the troubles could go with bodyguard or
governor. Pretesting showed that people put the modifying expression with bodyguard
about half the time, and with governor about half the time, suggesting that their structural
preferences were pretty well balanced. In (62), there is only one place where the modifier
could go (it goes with governor). If syntactic structures are activated in parallel (more
than one at a time), and if they compete with one another for activation, then it should
take people longer to read retiring after the troubles in (61), where there are two structures
to compete, than in (62), where there is only one. When processing load was measured
using eye tracking, however, readers were just as fast in (61) as they were in (62),
suggesting that syntactic structures did not compete with one another (van Gompel,
Pickering, Pearson, & Liversedge, 2005; see Green & Mitchell, 2006, for an alternative
viewpoint).

Good-enough parsing

Fernanda Ferreiras good-enough parsing hypothesis represents a recent, more radical
departure from the classical approaches to parsing and interpretation (Christianson,
Williams, Zacks, & Ferreira, 2006; Ferreira, Bailey, & Ferraro, 2002; Ferreira, Christianson, &
Hollingworth, 2001; Ferreira & Patson, 2007). Good-enough parsing starts by asking,
“What good is parsing, anyway? Do we really need it?” The short answer to these questions
is: Sometimes we don’t need syntax and parsing at all. For example, if you know someone is
communicating about cheese, a mouse, and an act of eating, you can be highly confident
that after the event, the cheese is gone and the mouse is heavier, rather than the other way
around. In this case, syntax provides cues that are redundant with the lexical information.
The words by themselves tell you everything you need to know, and there is no need to
compute syntactic structure to recover the speaker’s intentions or the event that inspired the
act of communication. In fact, there is some evidence that the lexical level can overpower
the syntactic level when the two are placed in opposition. Consider, for example, the passive
sentence (63):

(63) The mouse was eaten by the cheese.

This sentence sets up a conflict between the lexical-semantic content of the individual
words and the sentence meaning that should be derived given standard assumptions about
parsing and interpretation. If we transformed sentence (63) into an active form, we would
get (64):

(64) The cheese ate the mouse.

But if we rely just on the lexical information, we would get the interpretation expressed
by (65):

(65) The mouse ate the cheese.

One very basic question that researchers have addressed is: What meaning do people
assign to sentences like (63)? If they build the correct syntactic structure for (63), they
should come up with the interpretation in (64). If they just go with the lexical information
and don’t bother with doing a whole bunch of syntactic parsing, then they will probably
come up with the (more sensible, but unlicensed) interpretation in (65). When people are
given sentences like (63) and are asked to choose the best paraphrase or come up with an
active sentence on their own that expresses the same meaning, many people come up with
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the sensible, rather than the grammatically licensed, interpretation. This suggests that
people may not always compute syntactic relations between words in sentences or that,
when the syntax and the lexical level disagree, people prefer to base their interpretation on
default lexical-semantic associations. Either outcome would go against standard
assumptions about how sentences are interpreted—that people look up words in the mental
lexicon, structure the input, and use semantic rules to assign a standard meaning to the
structured input.

Further evidence that people fail to construct the correct structure for some sentences
comes from sentences like (66):

(66) While the hunter was stalking the deer drank from the puddle.

If participants parse this sentence correctly, they should not interpret the sentence to mean
that the hunter was stalking the deer. But when participants were asked directly after
reading the sentence, “Was the hunter stalking the deer?”, they would very likely answer
“yes” That is the result that one would expect if readers left the deer attached as the direct
object of was stalking, but that structure is not licensed by the grammar. You may object that
just because, under the correct parse, the sentence does not explicitly say that the hunter
was stalking the deer, there is nothing in the sentence that directly contradicts that
interpretation. To address that criticism, researchers ran an additional set of experiments
using sentences like (67):

(67) While the hunter was stalking the deer in the zoo drank from the puddle.

Because it is very highly unlikely that a hunter would stalk an animal in a zoo, the correct
syntactic structure should lead participants to an interpretation where the hunter is stalking
something besides a deer. Nevertheless, when participants in this study were asked the
same question, “Was the hunter stalking the deer?”, they were likely to respond “Yes” How
can that be?

According to the good-enough parsing hypothesis, comprehenders set a threshold
for understanding. If the communicative context is high stakes and getting the meaning
right is really important, comprehenders will allocate sufficient resources to build
syntactic structures licensed by the grammar. Additionally, in those cases where the
comprehender initially builds a faulty or incorrect syntactic structure, they will
undertake the processes necessary to revise that structure, even if doing so is effortful
and resource intensive. However, in most experimental contexts, the stakes are very low
(for the participants, anyway), there are no consequences for failing to interpret, and the
sentences tend to be tricky and abstract, and refer to little or any real-world content.
Under those conditions, participants will do just enough syntactic processing to come
up with some meaning. If the syntax is tricky, as it is in sentences like (66) and (67), and
participants’ thresholds for feeling like they understand is low, they may not recognize
that there is a problem with the syntax—either because they are not actually parsing the
input or because they are satisfied with a structure that is not licensed according to the
standard grammar.

On top of inability or reluctance to build syntactic structure, comprehenders may be
unwilling to abandon an interpretation just because the interpretation is not supported by
a licensed parse. For example, it appears that participants in garden path experiments stick
with their initial semantic interpretations, while simultaneously showing signs that they are
undertaking syntactic revisions at least some of the time. For example, participants persist
in thinking that the hunter was hunting deer in sentences like (66) and (67), even though
the correct parse, especially of sentence (67) seems to rule out that interpretation. Other



experimental evidence also suggests that comprehenders are less likely to successfully revise
an initial interpretation when a change in syntactic structure entails a change in meaning
(van Gompel, Pickering, Pearson, & Jacob, 2006). So, participants appear to maintain initial
syntactic commitments when changing a syntactic structure involves changes in semantic
interpretation as well.

One problem in distinguishing between the good-enough parsing account and alternative
accounts is that we need to have a way to tell the difference between an error and a good-
enough parse. If someone reads a sentence and comes up with the wrong meaning, is this
because the system is designed to mis-parse the sentence (as assumed under the good-
enough parsing account)? Or did they just make an error? In practice, these two possibilities
are extremely hard to distinguish experimentally. So we will need more studies before we
can choose whether some version of a determinate parser (like the garden path, constraint-
based, and race-based parsers) or a good-enough parser more closely describes the
mechanism that people actually carry around in their heads.

Parsing Long-Distance Dependencies

So far, we have been considering the processing of sentences where the words that go
together to make phrases appear right next to one another as the sentences are produced.
For example, in a simple active sentence like (68), the subject, verb, and direct object are all
adjacent to one another.

(68) The girl chased the boy.

Thus, the relationships between the words in the sentence are classified as local dependencies.
Many sentences have long-distance dependencies (sometimes called non-local, sometimes
called unbounded dependencies), where the words that have close syntactic relationships
appear in separate locations in the sentence. Sentence (69) has a meaning very similar to
sentence (68), but instead of having all local dependencies, it has some long-distance
dependencies.

(69) It was the boy whom the girl chased.

In sentence (69) the boy is the object argument of the verb chased, but rather than coming
right after the verb (which is the normal pattern in English), the boy appears before the verb
chased. As a result, the boy and chased together form a long-distance dependency. (See if
you can think up some other examples of sentences where there are long-distance
dependencies.)

Sentences like (68) and (69) are closely related in meaning, and according to some
theories of sentence representation and interpretation, they have a common underlying
syntactic representation. For example, Noam Chomsky’s gaps-and-traces account says
that people plan and produce sentences like (69) starting with a canonical form like the
one that you would use to represent the syntax of sentence (68), see (70) (Chomsky,
1965, 1981). Canonical syntactic form corresponds to the simplest possible phrase
structure that could be used to express the syntactic relationships between the words
in a sentence. If we have two actors, a boy and a girl, and an action of chasing, the
form in (70) is the simplest structure we could use to express the idea that the girl
chased the boy.

Parsing Long-Distance Dependencies
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NP VP
A\ NP
The girl chased the boy

To produce the more complex sentence (69), the gaps-and-traces hypothesis says that
people perform transformations on the canonical form. These transformations involve
moving the boy out of its normal direct-object position following the verb chased into a
position closer to the beginning of the sentence. (Speakers do this when they are trying to
draw more attention to the recipient of the action.) Moving the boy out of the chased VP
leaves a void in the syntactic structure of that clause. Chased needs a direct object, and
because boy is no longer there to be the direct object, something has to happen, otherwise
the structure would violate the grammar. What happens, according to gaps-and-traces
theory, is that people insert a mental place-holder to take the place of the missing direct
object. This mental place holder is called a gap or gap site. The resulting representation of
the chased VP looks like the one in (71).

(71) VP
The boy [i] A
A% NP
chased [0i]

In sentences like (69), the noun phrase the boy is called a filler or filler phrase. According
to some linguistic accounts, sentences where all the dependencies are local are parsed by
associating words directly with one another. But long-distance dependencies are processed
by associating fillers with gaps, rather than by associating fillers directly with the words that
govern how they are to be interpreted. So, to parse a sentence like (69), people first identify
the filler phrase the boy. The boy can be recognized as a filler because the phrase It was ...
often times precedes a displaced element like the boy (although sometimes it will be used in
a simple declarative statement like It was lunchtime.) Having identified a filler phrase,
people start looking for a place to put it. Right after the verb chased, they infer or posit a gap
site—because chased is missing its direct object. They associate the filler phrase with the
gap site and then they associate the gap site with the verb chased. Associating the filler
phrase and the gap site establishes a “trace” (analogous to a mental pathway) between the
filler and the gap site. Doing so allows people to recognize that the boy goes together with
chased, the verb phrase with chased is complete, and interpretation can be completed.



Is there any evidence that gap-filling is a real psychological process? The short answer is
“yes” Some experimental evidence comes from cross-modal priming and cross-modal naming
experiments (Nicol & Pickering, 1993; Nicol & Swinney, 1989). In a cross-modal experiment,
participants are exposed to language coming in from two different senses—hearing
and vision—at different times. For example, people might listen to a sentence like (72):

(72) That’s the boy that the people at the party liked [gap site] very much.

In (72), the boy is a filler phrase, and the gap site appears right after the verb liked. If gap
filling is a real psychological process, something special should happen when people reach
the gap site. To find out whether something special happens, researchers showed participants
target words on a computer screen at different points in time as the participants were
listening to sentences like (72). The researchers measured how long it took participants to
respond to the visual target words. If the participants responded quickly, that suggests that
information associated with the target words was particularly activated or accessible. If
people responded more slowly, that suggests that information associated with the target
words was less activated. According to the gaps-and-traces account, information about the
filler phrase (the boy) should be particularly active and accessible right at the gap site. So, if
you measured how long it takes people to respond to the filler word itself, people should
respond especially quickly right after the verb liked. To test that prediction, researchers
interrupted the spoken sentence right before the verb liked (where nothing special should
be happening) and right after the verb liked (i.e., at the gap site, where something special
should be happening), and presented a visual target word. Participants would have to
respond to the target word by saying it out loud (“naming” it) as fast as they could. In the
experiment, participants responded to target words like the boy, or semantically associated
words (like the girl), faster after than before the verb liked. So it looks like something special
did happen right where the gaps-and-traces account says it should.

Sentences like (72) only have one filler phrase and one possible gap site. Other sentences
are more ambiguous. For example, sentence (73) has two places where the filler phrase
could go (but it actually only goes in one of them, the second one):

(73) That’s the boy that the girl liked [possible gap site] to ignore [actual gap site].

(See if you can think of a sentence that has three possible gap sites.) The possible gap site in
(73) is sometimes called a doubtful gap because, although it could be the place where the
filler goes, the filler does not have to go there (and in this case, it doesn’t). How do people
parse sentences with multiple possible gap sites? According to Janet Fodor’s active filler
strategy, the parser tries to put the filler into every possible gap site as soon as it locates one
(Fodor, 1979, 1989). If that were the case, then people would routinely mis-parse sentences
like (73). When they encountered the filler phrase the boy, they would start looking for a
gap to put it in. There is a possible gap right after liked, because the verb liked can have a
direct object (i.e., the sentence could have been the equivalent of The girl liked the boy.). But
if the parser assigns the boy as the direct object of liked, there will be no room for the actual
post-verbal complement of liked, the infinitival phrase to ignore. The active filler strategy
therefore predicts that sentences like (73) are a kind of garden path sentence. People first
put the filler in the wrong place (in the doubtful gap after liked.) When they hear to ignore,
they know that this filler-gap assignment is incorrect, and they re-parse the sentence so that
the boy is inside the infinitival phrase to ignore (and so people eventually interpret the
sentence in the correct way, as meaning The girl liked to ignore the boy). In fact, sentences
like (73) that have a doubtful gap in them are more difficult to process than equivalent
unambiguous sentences when the first gap site is not the correct host for the filler phrase
(Pickering & Traxler, 2001, 2003; Stowe, 1986).

Parsing Long-Distance Dependencies
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Not all linguists and psycholinguists agree that gaps and traces are involved in the
parsing of long-distance dependencies. Some theories of grammar do not include gaps as
an element of their representational systems (e.g., Head-Driven Phrase Structure Grammar,
or HPSG; see Sag, Wasow, & Bender, 2003). Some accounts of parsing also do away with the
concept of a gap (Pickering & Barry, 1991, 1993). One such account, Martin Pickering and
Guy Barry’s gap-free parsing account, says that local dependencies and long-distance
dependencies are handled in the same way: words are associated directly with one another.
So, rather than finding a gap site, when the parser spots a filler phrase, it looks for a word
that is missing one of its partners. For example, instead of associating a filler with a gap, and
then associating the gap with a verb, the parser associates the filler directly with the verb.
How can we decide whether the gaps-and-traces account or the gap-free account does a
better job of describing what people actually do when they parse and interpret sentences?

The approach taken by some researchers is to look for sentences where the critical verb
comes before the hypothetical gap site. If something special happens at the verb, that would
suggest that the filler is associated directly with the verb. If nothing special happens before
people get to the gap site, then that would suggest that the filler is associated with the gap,
and not directly with the verb. In sentences like (74), the gap site comes well after the verb
that goes with the filler:

(74) That’s the pistol [filler] with which the killer shot the helpless man [gap] yesterday.

The gap site is after man in (74), because, if the sentence were “de-scrambled,” it would say
The killer shot the helpless man with the pistol yesterday. Does anything special happen at
the verb? To find out, researchers compared reading times for sentences like (74) with
reading times for sentences like (75):

(75) That’s the pistol [filler] in which the killer shot the helpless man [gap] yesterday.

(75) differs from (74) by only a single word (in instead of with). Changing the preposition from
with to in changes the meaning of the sentence so that (75) makes a lot less sense than (74). In
particular, sentence (75) stops making sense at the verb shot if people immediately associate the
filler phrase the pistol with the verb. If people wait until they get to the gap site after man, then
they will not notice that (75) is odd until well after the verb shot. Normally, when a sentence
stops making sense, processing load goes up as people try to diagnose what is wrong and
correct the problem. So, researchers can use reading time to tell whether processing load has
increased. When reading times for (74) are compared to reading times for (75), reading times
for (75) are much longer starting at the verb shot (Pickering & Traxler 2001, 2003; Traxler &
Pickering, 1996). Since the verb shot comes a long time before the hypothetical gap site, it looks
like people associate the filler phrase directly with the verb, rather than with a gap. Results like
these have motivated some theorists to say that gaps are not necessary, and so they prefer
theories that say that syntactic structure representations do not include anything like a gap. An
additional advantage of the gap-free approach is that we do not need special and different
syntactic structure-building processes to handle long-distance dependencies. Both local and
long-distance dependencies are parsed by associating words directly with one another.

Summary and Conclusions

Parsing is an important aspect of interpreting sentences. This chapter has reviewed evidence
for and against two-stage and one-stage theories of human parsing processes. The available
evidence suggests that the parser makes use of a wide variety of information very quickly as
it is figuring out how words in sentences relate to one another. As a result, many researchers



have adopted some version of the constraint-based processing framework to explain how
parsing is accomplished. They view syntactic parsing as resulting from the operation of
distributed neural networks. Alternative parsing accounts agree with some of the theoretical
claims made by constraint-based advocates, such as simultaneous consideration of different
syntactic structures, but without agreeing that current neural network models capture all of
the key aspects of people’s parsing processes. The chapter also described the difference
between local and long-distance dependencies and showed that the direct-association
hypothesis could explain how both local and long-distance dependencies are parsed and
account for experimental results in each domain.

N
TEST YOURSELF

1. Describe the relationship between sentence structure and sentence meaning. How
does the way that we organize words in sentences influence the meanings we
assign to those sentences?

2. What do experiments in which reading times are measured tell us about the
process of interpreting a sentence? What do these experiments have to say about
incrementality and immediacy?

3. Describeaprominent two-stageaccount of sentence processing. What experimental
evidence supports such an account?

4. What kinds of information can influence the process of building a syntactic
structure for a sentence? Give examples of each kind of information.

5. Explain how constraint-based models differ from two-stage models. Describe
experiments that support constraint-based models of sentence processing.

6. Describe the argument structure hypothesis. How does it compare to two-stage
and constraint-based accounts. Why might a person believe in the argument
structure hypothesis?

7. Describe two alternatives to both the two-stage and constraint-based accounts of
sentence processing.

8. Describe how long-distance dependencies differ from local dependencies.
Describe two accounts of long-distance dependency processing.

I
THINK ABOUT IT

1. Draw phrase-structure diagrams for the following sentences. (Hint: (c) may be
better represented using a dependency diagram than a phrase-structure tree. Ask
your professor for help if you get stuck.)

a. Hungry monkeys ate tasty bananas.
b. Bananas tasty monkeys hungry ate.

c. Tasty bananas ate monkeys hungry.

Test Yourself
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What do you see when you compare the different kinds of sentences? Which one
do you think would be easiest to produce or comprehend? (More hints: (a) is
typical in English, (b) is more like Japanese, (c) is like Latin.)

2. Design an experiment to investigate how people respond to syntactically
ambiguous sentences. Write some syntactically ambiguous sentences. Write some
unambiguous sentences that mean the same thing. Ask your classmates or your
friends to provide ratings for the sentences—how much do they like each one, or
how much sense do they make, or how grammatical are they, or how hard are they
to understand. Which dependent measures do you think will have different values
for the ambiguous sentences compared to the unambiguous ones? Which
measurements do you think will be the same for ambiguous and unambiguous
sentences? What do you think accounts for these differences (or lack thereof)?

Note

Although some theorists contend that phrase structure representations apply universally, they may not be
particularly good descriptions for languages that allow words from different phrases to be intermixed. These
scrambling languages may be better described in terms of dependencies, rather than phrase structures (Evans &
Levinson, 2009).

—
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Discourse Processing

What makes us human is really our imaginations. I think
we are probably not actually homo sapiens. I think we
are Pan narens. We are a chimpanzee that's good at telling

stories.
TERRY PRATCHETT

To interpret clauses and sentences, comprehenders engage in complex
processes that produce intermediate products before a final interpretation is
reached. During interpretation, comprehenders do a substantial amount of
mental work to structure the input. So comprehenders do not treat sentences
as mere lists of words. Comprehenders also engage in complex cognitive
processing involving intermediate stages as they interpret discourse—
interrelated sets of sentences—including narratives (stories) and expository
texts (texts that try to explain how things work, like this one). This process of
understanding involves building mental representations that capture features
of the text itself (such as the exact words that it contains, the order in which
words appear, and the syntactic structures that the speaker or author used),
but the comprehender must do much more than this to figure out what the
text is about. If the comprehender does not do this additional work and go
beyond representing the text itself, her representations of the text will
resemble an incoherent list of clauses and sentences, and she will not
appreciate the ideas that the text conveys. This chapter focuses on describing
the mental representations and processes that comprehenders bring to bear
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to create meaning while listening to or reading discourse. The chief focus will be on
narrative texts (stories), because this is the area that has received the most attention from
language scientists. This focus is not accidental, however, as the comprehension of narrative
text is most closely related to the kind of attributional (explanatory) processing that people
do in their daily lives (Singer, Graesser, & Trabasso, 1994). As people go about their
business, they try to understand why and how events happen in the world, why people
behave the way they do, and what is likely to happen in the future. Similarly, when people
read stories, they try to figure out why events happen, how the different events in the story
fit together, why characters do what they do, and why and how characters react to the
events in the story. To do so, comprehenders combine information that is directly and
explicitly signaled by the text with information that they supply themselves, including pre-
existingideas and knowledge about physical and psychological causation. This combination
of explicit and implicit information helps comprehenders make sense of the sequence
of events in the story, characters’ actions, their emotional responses, and so forth. Rather
than being a passive process, comprehension resembles other forms of active cognitive
processing. “Seeing, hearing, and remembering are all acts of construction” (Neisser,
1967, p. 10).

Current approaches to discourse comprehension focus on four main aspects of
processing. First, there are a whole set of processes that are responsible for identifying the
exact content of the clauses and sentences that make up the text itself. Second, there are
processes that connect the actual words in the text with the ideas, objects, or events that
those words refer to (these are called referential processes). Third, there are processes that are
responsible for connecting the different pieces of the text to one another (these are the
processes that establish textual cohesion or coherence). Finally, there are processes that
are responsible for building a representation of what the text is about (these are processes
involved in building a discourse representation or mental model). A good way to describe
these interrelated processes is to look at some current theories that seek to explain how
extended texts are processed and interpreted. The next sections will review Walter Kintsch’s
construction—integration theory and related approaches, Morton Ann Gernsbacher’s
structure building framework, and Rolf Zwaan’s event indexing model.

Construction-Integration Theory

Perhaps the best known and most widely studied theory of discourse comprehension is
Walter Kintsch’s construction-integration theory (Kintsch, 1988, 1998; Kintsch & van Dijk,
1978). The construction integration processing model represents a kind of production
system, not because it has anything to do with speaking (although Kintsch has proposed
that the model can be adapted as an account of spoken-language planning), but rather
because the system is built like a particular kind of computer program—a production
system. In a production system, the contents of an active memory buffer (short-term or
working memory) are scanned. A set of if-then rules (or productions) is applied based on
the contents of the active memory buffer. For example, one production rule might be: “If
the contents of the memory buffer are empty, then input another unit of text” Another rule
might be: “If two units of text in the working memory buffer have overlapping content, then
connect those two units into one larger unit” Thus, the discourse processing system consists
of a set of productions that manipulates the contents of working memory and builds
coherent, structured mental representations that can be stored in a stable form in the
comprehender’s long-term memory.



The construction-integration production system interprets texts by building three
distinct kinds of mental representations. The least abstract mental representation is the
surface model, which is essentially a phrase structure tree that captures the exact words
in the text, along with their syntactic relations. To build the second model, interface
processes take the surface model as input, do some work on that input, and output a set of
propositions that the surface model represents. The mental representation that describes the
propositions represented by the text is called the fext-base. The text-base is close to the
verbatim form of the text itself, but it can include some information that was not explicitly
mentioned in the text (some examples appear below), and it does not include information
about the precise wording of the original text—so some surface information is lost as the
construction—-integration system builds the text-base representation. Finally, at the highest
level of abstraction, the construction-integration theory proposes that comprehenders
build a situation model. The situation model describes the ideas and/or events that the text
is about. This is the ultimate goal of the construction-integration system, as it is with most
comprehenders. People are usually not particularly interested in the exact wording of a text
(unless the person in question is a proofreader, a poet, or a playwright). Normally, people
read texts because they want to know what happened and why, and they are not particularly
concerned about how, exactly, that knowledge is conveyed.

We have already spent a considerable amount of time discussing how words are identified
and how sentences are parsed, so we don't need to spend additional time here discussing
how the surface model is built. Just take your favorite parsing model and plug it in to do that
job. Instead, let’s take some time to think about propositions and the text-base level of
representation.

The text-base representation consists of a set of connected propositions. Propositions are
defined in two ways in construction-integration theory. The first definition of a proposition
is, “a predicate and its arguments.” Basically, that boils down to a verb (the predicate) and
the role-players that go along with the verb (the arguments). So, in sentence (1)

(1) The customer wrote the company a complaint.

wrote is the predicate, customer is the subject/agent argument, the company is the indirect
object/recipient argument, and a complaint is the direct object/theme argument. If we
wanted to express that proposition in a convenient, generic notation form, it would look
like this (Kintsch, 1994, p. 71):

Proposition 1: predicate [agent, recipient, theme]

The specific proposition in the preceding sentence could be represented in the
following form:

Proposition 1: write [customer, company, complaint]

Propositions capture the action, state, or change of state that is being expressed in an
utterance, and the arguments of the predicate indicate which characters or objects are
involved in the action, as well as other information that elaborates on how the action is
taking place. (Note that the definition of argument in Kintsch’s construction-integration
theory is different than the definition of argument that is more common in linguistic
theories. According to Kintsch, all of the partners of the predicate count as arguments.
According to linguistic theories, optional partners, like locations, the specific time that the
action takes place, and so forth, would be called adjuncts rather than arguments.)

The other way that proposition is defined in construction-integration theory is, “The
smallest unit of meaning that can be assigned a truth value” Anything smaller than that is

Construction-Integration Theory
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a predicate or an argument. Anything bigger than that is a macroproposition. So, wrote is a
predicate, and wrote the company is a predicate and one of its arguments. Neither is
a proposition, because neither can be assigned a truth value. That is, it doesn’t make sense
to ask, “True or false: wrote the company?” But it does make sense to ask, “True or false: The
customer wrote the company?” To answer that question, you would consult some
representation of the real or an imaginary world, and the statement would either accurately
describe the state of affairs in that world (i.e., it would be true) or it would not (i.e., it would
be false).

Although the precise mental mechanisms that are involved in converting the surface
form to a set of propositions have not been worked out, and there is considerable debate
about the specifics of propositional representation (see, e.g., Kintsch, 1998; Perfetti & Britt,
1995), a number of experimental studies have supported the idea that propositions are a
real element of comprehenders’ mental representations of texts (van Dijk & Kintsch, 1983).
In other words, propositions are psychologically real—there really are propositions in the
head. For example, Ratcliff and McKoon (1978) used priming methods to find out how
comprehenders’ memories for texts are organized. There are a number of possibilities. It
could be that comprehenders’ memories are organized to capture pretty much the verbatim
information that the text conveyed. In that case, we would expect that information that is
nearby in the verbatim form of the text would be very tightly connected in the comprehender’s
memory of that text. So, for example, if you had a sentence like (2) (from Ratcliff & McKoon,
1978)

(2) The geese crossed the horizon as the wind shuffled the clouds.

the words horizon and wind are pretty close together, as they are separated by only two short
function words. If the comprehender’s memory of the sentence is based on remembering it
as it appeared on the page, then horizon should be a pretty good retrieval cue for wind (and
vice versa).

If we analyze sentence (2) as a set of propositions, however, we would make a different
prediction. Sentence (2) represents two connected propositions, because there are two
predicates, crossed and shuffled. If we built a propositional representation of sentence (2),
we would have a macroproposition (a proposition that is itself made up of other propositions),
and two micropropositions (propositions that combine to make up macropropositions). The
macroproposition is:

as (Proposition 1, Proposition 2)
The micropropositions are:

Proposition 1: crossed [geese, the horizon]
Proposition 2: shuffled [the wind, the clouds]

Notice that the propositional representation of sentence (2) has horizon in one proposition,
and wind in another. According to construction-integration theory, all of the elements of
that go together to make a proposition should be more tightly connected in memory to each
other than to anything else in the sentence. As a result, two words from the same proposition
should make better retrieval cues than two words from different propositions. Those
predictions can be tested by asking subjects to read sentences like (2), do a distractor task
for a while, and then write down what they can remember about the sentences later on. On
each trial, one of the words from the sentence will be used as a retrieval cue or reminder. So,
before we ask the subject to remember sentence (2), we will give her a hint. The hint
(retrieval cue) might be a word from proposition 1 (like horizon) or a word from proposition



2 (like clouds), and the dependent measure would be the likelihood that the participant will
remember a word from the second proposition (like wind). Roger Ratcliff and Gail McKoon
found that words that came from the same proposition were much better retrieval cues
(participants were more likely to remember the target word) than words from different
propositions, even when distance in the verbatim form was controlled. In other words, it
does not help that much to be close to the target word in the verbatim form of the sentence
unless the reminder word is also from the same proposition as the target word (see also
Wanner, 1975; Weisberg, 1969).

Other studies using reaction time methods also support the psychological reality of
propositions. If memory for texts is organized around propositions, which would mean that
people extract propositions as they comprehend stories, then people should be able to
access information from one proposition faster than information from two separate
propositions. To test this hypothesis, Ratcliff and McKoon (1978) had people read pairs of
unrelated sentences like (3) and (4):

(3) Geese crossed the horizon as the wind shuffled the clouds.
(4) The chauffeur jammed the clutch when he parked the truck.

They then had their participants perform a probe recognition task. In a probe recognition
task, participants are presented with a list of words. Their task is to say as fast as possible,
yes or no, whether each word appeared in a text that they had read previously. Unbeknownst
to the participants, the list of words was organized so that sometimes a pair of adjacent
words in the list was from the same proposition (e.g., horizon and crossed), sometimes the
pair of words was from a different proposition, but the same sentence (e.g., horizon and
wind), and sometimes the pair of words was from a different sentence (e.g., horizon and
clutch). The dependent measure in a probe recognition study is how long it takes the
participant to answer the yes-or-no question. If the representation of the test word is very
active, or very accessible, people should respond very quickly; otherwise, they should be
slow. In Ratcliff and McKoon’s experiment, the first word in the pair serves as a retrieval
cue. If the text is organized into propositions, then presenting the first word should activate
other information from the same proposition more than it activates other information from
the same sentence; and information from the same sentence should be more activated than
information from a different sentence. This prediction was confirmed. Reading and
responding to cue words like horizon caused participants to respond much faster to target
words from the same proposition, the cue words had some effect (but not as big) on
target words from the same sentence, and they had no effect at all on target words from the
other sentence in the pair.

Other evidence for the psychological reality of propositions includes the fact that the
number of words recalled from a sentence depends on the number of propositions in the
sentence, when length is held constant (Forster, 1970). Error rates on recall tasks also
depend on the number of propositions in the sentence. Errors increase geometrically as the
number of propositions to be remembered increases, irrespective of the length of the text
(Barshi, 1997; in Kintsch, 1998). Propositions tend to be recalled in an all-or-nothing
fashion. That is, if any part of the proposition is recalled it is very highly likely that the
entire proposition will be recalled (Goetz, Anderson, & Schallert, 1981). Overall reading
time for a text depends on the number of propositions in the text, again when the number
of words in different texts containing different numbers of propositions is held constant
(Kintsch & Keenan, 1973). Finally, when people read stories, are given an individual word
from the story, and are asked to say the first word that comes to mind (a form of free
association test), the most likely response will be a word from the same proposition
(Weisberg, 1969).

Construction-Integration Theory
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The final type of mental representation that people build while reading texts is the
situation model (sometimes called a mental model, Johnson-Laird, 1983). The situation
model is a mental simulation of the events in a story, and it captures a number of different
features of the real or imaginary world that the text is about, including space, time, causality,
and characters’ emotional states. One way to appreciate the importance of the situation
model is to see what happens to text processing when the situation model cannot be built.
Read the following paragraph and see whether you can make sense of it (from Bransford &
Johnson, 1972, p. 719; see also Johnson, Doll, Bransford, & Lapinski, 1974):

If the balloons popped, the sound wouldn’t be able to carry since everything would be too
far away from the correct floor. A closed window would also prevent the sound from
carrying, since most buildings tend to be well insulated. Since the whole operation depends
on a steady flow of electricity, a break in the middle of the wire would also cause problems.
Of course, the fellow could shout, but the human voice is not loud enough to carry that far.
An additional problem is that a string could break on the instrument. Then there could be
no accompaniment to the message. It is clear that the best situation would involve less
distance. Then there would be fewer potential problems. With face to face contact, the least
number of things could go wrong.

If you are like most people, you will find it very difficult to understand the preceding
paragraph, even if you read it over several times. The main problem here is that it is nearly
impossible to figure out what the paragraph is about. That is, it is impossible to build a
model of the situation or context that the words in the paragraph refer to. What does the
author mean by problems? What kind of problems? What kind of stringed instrument is the
paragraph about? What do balloons have to do with it?

It turns out that when people listen to paragraphs like this, they view them as being
incoherent, and their memory for the contents of the paragraph tends to be very poor
(Bransford & Johnson, 1972). Now, read the paragraph again after looking at the picture in
Figure 5.1. If you are like most people, you will find it much easier to make sense of the text
after looking at the picture. Why the big difference? One answer is that, without the picture,
it is impossible (or nearly so) to build a situation model that captures what the text is about,
so your representation of the text lacks global coherence. Without an overarching situation
model, it is difficult to figure out what the words in the paragraph refer to (so you have
trouble establishing reference); and it is difficult to figure out how individual sentences in
the paragraph relate to preceding and following sentences, so your representation of the
text lacks local coherence. With the picture in mind, you can bring to bear all of your general
world knowledge about instruments and the problems that are involved in trying to impress
a dream woman. This allows you to establish reference (e.g., instrument refers to electric
guitar), and you understand how and what kinds of problems might arise (if the balloons
pop; the speaker will fall). So the situation model, which is where general world knowledge
meets the specifics of the text itself, is a vital element of discourse comprehension.

Construction and integration

The ultimate goal of the construction-integration system is to build a situation model
describing relevant aspects of what a text is about. The system builds a surface form
representation, converts that to a text-base, and then builds a situation model that reflects
the contents of the text-base combined with information from general world knowledge.
How does this all take place? The construction-integration account proposes that discourse
processing is divided into discrete cycles. This is because there are limits on the capacity of



Figure 5.1  Contextual prerequisites for understanding: Some investigations of
comprehension and recall (from Bransford & Johnson, 1972)

active or working memory, so only a small part of the text can be worked on at any given
time. During any given processing cycle, only a small portion of the text is being worked on.
Each processing cycle itself consists of different subcycles. The first of these subcycles is the
construction phase; and the second is the integration phase.

In the construction phase, new text is brought into the system for processing. A surface
form representation is built, propositions are extracted, and knowledge is activated to the
degree that it is associated with the words in the text and the activated propositions. This
knowledge activation phase is conceptualized as being largely or entirely automatic. That s,
so long as the comprehender is paying attention and is trying to comprehend, she has little
or no control over what information becomes active and available to the comprehension
system. We have already seen that the semantic associates of ambiguous words become
active, regardless of their relationship to the context of the sentences that they appear with
(see Chapter 3). Construction-integration theory proposes similarly that general knowledge
that is associated with the current contents of the active memory buffer also becomes
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activated automatically. So, for example, if people are reading a story about a musical concert
and they see an unambiguous word like piano, all of the properties of piano become
accessible (activated), whether those properties are relevant to the current context or not
(but see Tabossi, 1988). So, immediately after people see the word piano they respond
quickly to probe words like heavy (because pianos are heavy), even though that property is
not particularly useful to understanding a story about a concert. It is only at later stages of
processing that non-useful or irrelevant associated information becomes deactivated.
Construction-integration theory adopts a model of knowledge activation very close to the
TRACE account of lexical processing. According to Kintsch (1998, p. 76), “Meaning has to
be constructed by activating nodes in the neighborhood of a word. This activation process
is probabilistic, with activation probabilities being proportional to the strengths of
connections among the nodes, and it may continue for a variable amount of time, spreading
outward into the knowledge net from the source node.”

Once knowledge has been activated promiscuously, constraint satisfaction processes
reduce the pattern of activated nodes, so that the remaining activated nodes are most closely
relevant to the overall context or theme of the text. These activated nodes are conceptualized
as a set of activated propositions in the working memory buffer. During the integration
phase of processing, the propositions that are active in working memory are connected to
one another and to the contents of the preceding text.

Lets look at a specific example to see how integration works in the construction-
integration system. Assume that the active memory buffer contains two propositions
extracted from this mini-text (from Kintsch, 1994):

John traveled by car from the bridge to the house on the hill. A train passed under the
bridge.

If the first sentence were parsed into its component propositions, the propositional
representation would look like this:

(P1) predicate: TRAVEL
agent: John
instrument: car
source: bridge
goal: house
modifier: on hill

If the second sentence were parsed into its component propositions, the propositional
representation would look like this:

(P2) predicate: PASS
object: train
location: under bridge

With these two propositions active in the working memory buffer, the construction
integration system now tries to find a way to integrate them, to build a representation that
establishes a relationship between the two propositions. According to Kintsch, the
production system applies an argument overlap strategy to integrate the propositions. The
argument overlap strategy says, “When you have two propositions active in working
memory, look for arguments in each proposition that represent the same concept. When
you find overlapping arguments, use those arguments to tie the two propositions together”

In our example mini-text, the proposition extracted from the first sentence can be
integrated with the proposition extracted from the second sentence, because they share the



argument bridge. So what makes the two sentences fit together is that readers assume that
the bridge that John started at is the same bridge that the train passed under. If readers do
not make this assumption, then they will not be able to figure out how the first sentence
relates to the second, their representation of the mini-text will be incoherent, and, if they
remember both propositions, they will most likely remember the two as reflecting entirely
separate and independent events.

In order for two propositions to be related or integrated, both propositions must be in an
active state in the working memory buffer at the same time. However, given that working
memory capacity is limited to about seven independent chunks of information (Baddeley,
1972; Miller, 1956), and given that the processes used to manipulate the contents of working
memory also use up some of the available resources, only a small number of propositions
can be active in working memory simultaneously. Sometimes, the comprehender will have
a proposition that is active in working memory that does not relate to, and can not be
integrated with, other active propositions in working memory. When this happens,
comprehenders can search their long-term memory to try to find a proposition from earlier
in the discourse that does relate to the “orphaned” new proposition. These reinstatement
searches are sometimes needed to maintain coherence, but they are costly in terms of
processing resources, as indicated by increased reading times at points in texts where
incoming propositions cannot be directly related to immediately preceding text (Fletcher,
1981, 1986; Fletcher & Bloom, 1988; Fletcher, Hummel, & Marsolek, 1990). Sometimes, the
reinstatement search will fail to supply an old proposition that can connect to the new
proposition. In that case, the orphaned proposition will be purged from working memory.
There is some chance that the proposition will be stored as an independent unit in long-
term memory, but it is more likely that the proposition will simply be lost or forgotten.
Purging propositions from working memory frees up capacity that will be needed for new
propositions in the next processing cycle.

Once a text-base representation has been built and propositions have been integrated,
comprehenders can update their situation model—their representation of what the text is
about. As comprehenders update their situation models, they include information that is
directly stated in the text, but they also use their general world knowledge to add information
to the situation model that is not directly stated in the text. This process of inference can
take many forms, and there is a debate about when and how different kinds of inferences are
made (see below), but there is no question that inferred information is an important aspect
of comprehenders’ situation models. For example, texts do not always explicitly state how
two different propositions are related, and comprehenders must supply the “missing”
information themselves (or else their representation of the text will be incoherent). For
example, consider this brief story from Haviland and Clark (1974):

Mary unpacked some picnic supplies. The beer was warm.

To integrate these two sentences, the reader has to determine how they fit together. Because
there is not any explicit overlap between the two sentences at the level of arguments, the
comprehender needs to do some extra work to bridge the two sentences (so this kind of
inference is called a bridging inference). In this case, the comprehender infers that the beer
and some picnic supplies go together (because general world knowledge tells them that
people often take beer along when they go on a picnic), and so the two sentences can be
integrated on that basis. This process of inferencing takes time and uses up some of the
available processing resources, however, and so The beer was warm, takes longer to read in
the context of picnic supplies than it would if the preceding sentence explicitly mentioned
beer. Generally speaking, researchers working on discourse processing agree that bridging
inferences are made “on-line;” during the process of discourse interpretation, and do not
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a fish swam beneath it/them” and a fish swam beneath it.” and a fish swam beneath them.”

Figure 5.2 Three turtles, a fish, and a log

depend on any kind of special strategy on the comprehender’s part (e.g., Graesser, Singer, &
Trabasso, 1994; McKoon & Ratcliff, 1992).

Previously, we reviewed evidence that propositions are a psychologically real aspect of
comprehenders’ mental representations of texts. But what about the other elements of the
construction-integration representational scheme? Do we really need three levels of
representation: the surface form, the textbase, and the situation model? Or can we just stop
at propositions? There is, in fact, considerable evidence from studies of how people
remember texts that supports the distinction between surface form, the text-base, and the
situation model. These experiments also provide evidence that comprehenders construct
all three kinds of mental representations when they process extended discourse.

The idea that we represent more than just the verbatim form of the text comes from
classic memory studies from the early 1970s. These experiments provide evidence that,
while the situation model is developed on the basis of the verbatim or surface form, there
really are at least two different representations being built. In these studies, people read
either sentence (5), (6), (7), or (8) (Bransford, Barclay, & Franks, 1972; see also Franks &
Bransford, 1974; Johnson, Bransford, & Solomon, 1973):

(5) Three turtles rested on a log and a fish swam beneath them.

(6) Three turtles rested on a log and a fish swam beneath it.

(7) Three turtles rested beside a log and a fish swam beneath them.
(8) Three turtles rested beside a log and a fish swam beneath it.

They were told beforehand that their memories for the sentences would be tested later on.
The participants’ task was to try to memorize the sentences exactly as they were written.
Notice that the meaning of sentences (5) and (6) is essentially the same, even though there
is a slight difference in the wording of the two sentences (them in (5) is replaced by it in (6)).
Both meanings are conveyed by the leftmost configuration of objects in Figure 5.2. The
surface forms of sentences (7) and (8) are distinguished by the same small change in
wording (it replaces them), but this small change in wording also changes the meaning.
Sentence (7) goes with the middle configuration of objects in Figure 5.2, while sentence (8)
goes with the rightmost configuration. If people remember the surface form of the sentences
they read, then they should be equally accurate when asked to remember the exact wording
of a sentence that they have previously read. So, after a short retention interval (a few
minutes doing a distractor task), people were presented with pairs of sentences, one of
which they had read, and one of which they had not, and they were asked to pick out the
exact sentence that they had read. People were much less accurate picking between sentences



(5) and (6), which express the same meaning. They were much more accurate picking
between sentences (7) and (8), which express different meanings. These findings indicate
that the memory for surface form decays very rapidly (within a couple of minutes), but
memory for meaning or gist is more durable. A person can identify the exact wording of a
sentence she read previously if her situation model representation is consistent with only
one of the available choices. But if two sentences convey the same meaning (i.e., they map
onto the same situation model), a person has much more difficulty remembering which
version she read, even when she tries to memorize the exact wording of the sentences.

More recent research shows that, in addition to representing spatial relations in their
situation models, people also represent temporal relations, that is how events in a story are
laid out in time (Rinck, Hihnel, & Becker, 2001). This experiment used the same study-test
procedure as the classic Barclay experiments, but in addition to conveying spatial
information, some of the test sentences conveyed temporal information. The test sentences
(which were presented in German) described two events as occurring simultaneously, with
a third event following, as in sentence (9):

(9) The piano was heard together with the harp and the soprano sang along with it.

In German, the feminine gender pronoun ihr (“it”) can only refer to the harp. In half of the
test sentences, the feminine pronoun ihr was replaced by the masculine pronoun ihm,
which can only refer to the piano. But whether the pronoun refers to the harp or the piano,
both versions map onto the same sequence of events (or the same “temporal model”). As
was the case when to-be-memorized sentences referred to the same spatial model, subjects
were not able to recognize which version (the one with ihr or the one with ihm) that they
had actually studied when they were tested following a brief distractor task.

Further evidence for the independent existence of surface, text-base, and situation models
come from studies of more lengthy texts. For example, consider the following brief
paragraph (from Fletcher & Chrysler, 1990; see also Kintsch, Welsch, Schmalhofer, &
Zimny, 1990):

George likes to flaunt his wealth by purchasing rare art treasures. He has a Persian rug
worth as much as my car and it’s the cheapest thing he owns. Last week he bought a French
oil painting for $12,000 and an Indian necklace for $13,500. George says his wife was angry
when she found out that the necklace cost more than the carpet. His most expensive
“treasures” are a Ming vase and a Greek statue. The statue is the only thing he ever spent
more than $50,000 for. It’s hard to believe that the statue cost George more than five times
what he paid for the beautiful Persian carpet.

In Randy Fletcher and Sue Chrysler’s study, participants read the preceding story. Later,
they were asked to say whether test sentences had appeared verbatim in the story or not.
The test sentences were designed to probe the surface form, the text-base, or the situation
model. To test the surface form, the test sentence either contained the exact wording that
had appeared in the text, or else one of the words was replaced by a synonym (e.g., rug in
He has a Persian rug worth more than my car would be replaced with the word carpet). If
participants correctly report that He has a Persian carpet is a new phrase that did not
appear in the story, then they have an accurate surface form representation. To test the
text-base, the set of propositions that the participants built from the text, the word necklace
in his wife was angry when she found out that the necklace cost more than the carpet was
replaced by the word painting. It is true (according to the story) that the painting cost more
than the carpet, but that is not what the wife was angry about. So, if participants correctly
reject the sentence with painting in place of necklace, they must have remembered the
proposition the wife was upset that the necklace cost more than the carpet. Finally, to test the
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Figure 5.3 Recognition memory results from Kintsch et al. (1990)

situation model, the word carpet was replaced by the word vase to make the test sentence
his wife was angry that the necklace cost more than the vase. If participants falsely recognize
this last test sentence, this violates the correct situation model, because the vase is stated to
be worth much more than the carpet. When participants’ recognition memory was tested,
they almost never made mistakes about the situation model, they sometimes made
mistakes about the specific propositions that were in the story, and they frequently made
mistakes about the specific wording of the story. Differences between the error rates for
different kinds of questions shows that the questions were tapping into different kinds of
mental representations.

Kintsch and his colleagues (1990) also found evidence for separate memory strengths for
different kinds of text representations. In this study, participants read short paragraphs and,
after varying retention intervals, judged whether test sentences were exactly the same as
sentences they had read in stories previously. When the test sentences violated the situation
model, participants almost never said they appeared in the stories, even after a delay of four
days between reading the story and being tested (see Figure 5.3, the bottom line labeled
“New inap”” reflects how often participants false alarmed and said that a new sentence that
violated the original situation model was really an old sentence from the original story). By
contrast, participants were very likely to say “yes” to new sentences when the new sentences
were paraphrases of sentences that had appeared in the stories, and this likelihood increased
as the delay between initial reading and test increased (see Figure 5.3, the open circles
labeled “Para” for “paraphrase”). This shows that the surface form representation is fairly
weak and decays very rapidly. The “Inf” curve represents new test sentences that reflect
information that was not directly stated in the original text, but could be inferred from it.
(For example, if you read that John sent Susan a love letter, you might infer that John wanted



to go on a date with Susan.) The graph shows that, immediately after reading the story,
participants knew the difference between information that was explicitly stated in the
story and inferences that they drew from the explicitly stated information. But as time
elapsed, participants were more and more likely to “remember” that inferred information
was directly stated in the original story. This kind of mistake is often called a “source
memory” error by memory researchers, because although the information in the inference
is accurate, people make mistakes about how they acquired the information (see, e.g.,
Jacoby, Woloshyn, & Kelley, 1989). Surface form, propositions, and the situation model are
each represented separately and remembered for different lengths of time by people who
read stories. The situation model is the strongest and longest lasting representation, the
text-base is the next strongest, and the surface form is the weakest and shortest lived (but
some surface information does survive, even over the long haul; Gernsbacher, 1985; Keenan,
MacWhinney, & Mayhew, 1977).!

So, to summarize, the construction-integration production system builds three
separate mental representations. The surface form model represents the exact words in
the text and their syntactic relations. The text-base represents a set of connected
propositions extracted from the surface form. The situation model includes information
directly and explicitly stated in the text plus information that comprehenders supply
themselves in the form of inferences. Text is processed in cycles. In each cycle,
comprehenders input a few propositions’ worth of text and knowledge associated with the
inputted text becomes automatically activated. In the integration phase comprehenders
connect new propositions to previously processed propositions, draw inferences, and
update their situation models.

The Structure Building Framework

The structure building framework (Gernsbacher, 1990) is a theory of discourse processing
that has influenced researchers for the past two decades. Like the construction-integration
account, the structure building framework seeks to explain how comprehenders build
mental representations of extended discourse. But while Kintsch’s theory is largely restricted
to spoken and written text, Morton Ann Gernsbacher’s theory can be applied to the
comprehension of both verbal and non-verbal materials (like picture stories). And while
Kintsch’s account explains discourse comprehension as being the product of special purpose
discourse comprehension mechanisms, the structure building framework appeals to general
purpose cognitive mechanisms to explain how discourse is interpreted and remembered.
According to Gernsbacher, the processes that are responsible for discourse comprehension
are also responsible for other cognitive tasks that may not be directly related to language.
Some specifics will help illustrate these points.

The structure building framework proposes that general purpose cognitive mechanisms
are responsible for discourse comprehension. To understand a story, comprehenders begin
with the process of laying a foundation. The foundation is based on the information that
arrives first, just as laying a foundation is the first thing that happens when you build a
house. Two additional general processes, mapping and shifting, are used to continue building
the structure once the foundation has been laid. The mapping process connects incoming
information to the foundation as long as the incoming information is related to, or coheres
with, the preceding information. If the new information is not related to the preceding
information, comprehenders undertake the process of shifting to build a new substructure.
Thus, the comprehenders’ mental representation of a story, or any set of events with a
coherent structure, consists of a foundation, plus an appropriate number of connected
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substructures. The story representation as a whole then, consists of “several branching
substructures (Gernsbacher, 1995, p. 49),” with the branches terminating at the foundation.

According to the structure building framework, the metaphorical building blocks that
comprehenders use to create their representations for stories consist of activated memory
nodes (similar to the nodes in Collins and Quillian’s semantic network theory; or
propositions in Kintsch’s construction-integration framework). When memory nodes
become activated by a text, they send out processing signals. The processing signals that the
memory nodes send out lead to either enhancement or suppression of other memory nodes.
The enhancement mechanism increases the activation of memory nodes that are related to
the input and the currently activated set of memory nodes. The suppression mechanism
decreases the activation of memory nodes.

This fairly simple account can be used to explain a wide variety of experimental results.
For example, if the process of laying a foundation is psychologically real, then we should see
evidence that first-mentioned parts of texts are dealt with differently than later-arriving
parts. One piece of evidence is that comprehenders take longer to process a given word if it
appears as the first word in a sentence than if it appears later (Aaronson & Scarborough,
1976). People also process the first sentence in a paragraph more slowly than other sentences
(Cirilo & Foss, 1980; Haberlandt, 1980). Similar effects occur for non-verbal materials. For
example, when viewing a picture story, people spend more time looking at the first picture
in the story than the other pictures (Gernsbacher, 1996). This slow-down would be expected
if comprehenders are dedicating special effort to encoding the first-mentioned parts of a
story or text (i.e., laying a foundation).

Given this extra effort at encoding, we might expect that information arriving first in a
text should enjoy some kind of special status in the mental representation of the text, and it
turns out that it does. This advantage of first mention has been demonstrated in experiments
where people read or listen to sentences like (10) (Gernsbacher & Hargreaves, 1988;
Gernsbacher, Hargreaves, & Beeman, 1989).

(10) Tina beat Lisa in the state tennis match.

After reading this sentence, people verify that the first-mentioned person (Tina) appeared
in the sentence much faster than they verify that the second-mentioned person (Lisa) did,
suggesting that in the comprehender’s mental representation of sentence (10), the first-
mentioned person enjoys a higher degree of activation. One might offer a counter-
explanation to the advantage of first mention hypothesis by appealing to the fact that Tina
is the grammatical subject of the sentence (a prominent and important syntactic position),
but verification times for Tina are still faster than verification times for Lisa when both are
part of a conjoined subject (as in Tina and Lisa beat Susan and Marsha in the state tennis
match). Similarly, the semantic role that the individual characters play also does not override
the advantage of first mention. In sentence (10), Tina is the subject of the sentence and she
is also the thematic agent (do-er, or initiator) of the action. In (11), Tina is still the first-
mentioned participant, but now she is the patient (do-ee, or recipient) of the action:

(11) Tina was beaten by Lisa in the state tennis match.

People still verify that Tina appeared in sentence (11) faster than they verify that Lisa was in
sentence (11), suggesting again that people pay special attention to first-mentioned
participants, whether the first-mentioned character is the initiator or recipient of the action
described in the text.

Evidence for mapping and shifting processes can be found by looking at how textual
cohesion and coherence affect processing and memory for texts. Mapping occurs when
incoming information is highly related to the part of the text that is currently being



processed. Shifting occurs when incoming information does not closely relate to the
material currently being processed. Shifting should produce two effects. First, because the
process of shifting takes up processing resources, comprehenders should slow down at
points in a text where coherence breaks occur, because it takes more time for them to shift
and start building a new substructure than it does to map the same information onto an
ongoing substructure. Second, because shifting results in the construction of a new
substructure, information from previous portions of the text should become less available
after shifting has occurred. Both of these predictions enjoy support from experiments on
text processing. The first prediction is verified by experiments showing that parts of texts
that follow topic shifts are processed more slowly than texts that maintain the current topic
(Mandler & Goodman, 1982).

Other experiments show that information becomes less available after the comprehender
has shifted and started a new substructure. For example, clause structure determines how
accessible concepts are after a sentence has been processed (Caplan, 1972). Sentences (12)
and (13) each contain two substructures, each of which consists of a clause.

(12) Now that artists are working fewer hours, oil prints are rare.
(13) Now that artists are working in oil, prints are rare.

In (12), the word oil appears in the second clause (the second substructure). In (13), oil
appears in the first clause (the first substructure). So, according to the mapping and shifting
hypotheses, oil should be more accessible at the end of sentence (12), because it is part of
the most recently constructed substructure, than at the end of the sentence (13), because
there it is part of the first substructure and comprehenders will have shifted and built a new
substructure after they read the word oil. Participants more quickly verified that the word
oil appeared in the test sentence at the end of sentence (12) than at the end of sentence (13),
consistent with the mapping and shifting hypotheses. Note that the word oil is followed by
the exact same three words in both (12) and (13), so the pure effect of recency cannot
explain this outcome.? Similar loss of information occurs at important boundaries in non-
verbal picture stories (Gernsbacher, 1985). Participants are less able to remember the left-
right orientation of pictures (a surface feature that does not affect meaning) from picture
stories after they finish “reading” the story than while they are in the process of
comprehending the story. Further, the process of shifting can help explain some of the
differences between good and poor comprehenders. Comprehenders who score lower on
tests of general verbal ability, such as the Verbal section of the SAT, are less able to access
recently comprehended information, which might indicate that they shift and build new
substructures more often than comprehenders who are better able to comprehend what
they read (Gernsbacher, Varner, & Faust, 1990).

The hypothetical processes of enhancement and suppression have also been supported by
research findings. Enhancement is viewed as an automatic process whereby knowledge that is
related to the current text is activated rapidly, without conscious volition (as long as the
comprehender is paying minimal attention), and proceeds in an uncontrolled fashion, at least
initially. Findings from probe recognition experiments and reading time studies indicate
that information is activated as people listen to or read stories, whether that information is
relevant to the context or current topic of the discourse or not (e.g., Duffy, Henderson, & Morris,
1989; Onifer & Swinney, 1981; Rayner & Dulffy, 1988; Seidenberg, Tanenhaus, Leiman, &
Bienkowski, 1982; Swinney, 1979). For example, if comprehenders read sentence (14),

(14) The teacher has a lot of patience.

and they are asked to judge whether a target word is semantically related to the sentence,
they have a hard time rejecting the word hospital. That is because when they see the word

[ |

The Structure Building Framework



Rl

Discourse Processing

patience, they activate the phonologically related word patients, which is semantically
related to the word hospital (Gernsbacher & Faust, 1991). So, even though the word patients
has a completely different meaning than the word patience, the similarity in the way they
sound creates an associative relationship, and this associative relationship means that we
have to activate both meanings, even though we only need one.

This automatic, widespread activation of associated knowledge occurs very rapidly,
within a few hundred milliseconds after a word is encountered, but if the comprehender is
to end up with a coherent representation of what the text is about, this automatically
activated but irrelevant information must be removed from the comprehender’s
representation of the discourse. That is where the process of suppression comes in.
Suppression operates on those activated memory nodes that are not closely related to the
topic or theme of the ongoing discourse. When the unrelated information is removed, the
resulting discourse representation is less cluttered with irrelevant details, and hence more
coherent. The process of suppression is conceptualized as a less automatic process than
enhancement. It takes longer to work than enhancement does (e.g., Neely, 1977; Wiley,
Mason, & Myers, 2001) and it is more variable across individuals. In fact, differences in
suppression ability may underlie differences in people’s ability to understand texts.

Differences between individuals in how well they are able to suppress irrelevant
information have been demonstrated in a series of studies involving lexically ambiguous
words like spade. As we saw in Chapter 3, reading or listening to words like spade leads to
the automatic activation of all of the meanings related to the word. So, when readers see the
word spade, they activate both the playing card meaning and the shovel meaning. This
automatic activation of multiple meanings occurs even when the word spade appears in a
context that makes only one of the meanings appropriate. In Sentence (15), only the shovel
meaning of spade fits with the rest of the sentence:

(15) The gardener dug with the spade.

However, if the word ace is presented, and people are asked to judge whether its meaning is
related to the preceding sentence, they take a long time to say “no’, because the playing card
meaning is activated by the word spade. To get rid of this irrelevant meaning, the mechanism
of suppression starts to operate on the activated playing card meaning, and after a short
period of time, a few hundred milliseconds, the “playing card” meaning of spade is no
longer activated—it has been suppressed.

How does suppression work? Is it as automatic as enhancement? There are a number of
reasons to think that suppression is not just a mirror image of enhancement. First,
suppression takes a lot longer to work than enhancement does. Second, while knowledge
activation (enhancement) occurs about the same way for everyone, not everyone is equally
good at suppressing irrelevant information, and this appears to be a major contributor to
differences in comprehension ability between different people (Gernsbacher, 1993;
Gernsbacher & Faust, 1991; Gernsbacher et al., 1990). For example, Gernsbacher and her
colleagues acquired Verbal SAT scores for a large sample of students at the University of
Oregon (similar experiments have been done on Air Force recruits in basic training, who
are about the same age as the college students). Verbal SAT scores give a pretty good
indication of how well people are able to understand texts that they read, and there are
considerable differences between the highest and lowest scoring people in the sample. This
group of students was then asked to judge whether target words like ace were semantically
related to a preceding sentence like (15), above. Figure 5.4 presents representative data from
one of these experiments. The left-hand bars show that the ace meaning was highly activated
for both good comprehenders (the dark bars) and poorer comprehenders (the light bars)
immediately after the sentence. After a delay of one second (a very long time in language
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Figure 5.4 Estimated activation of inappropriate meanings based on a semantic judgment
task (from Gernsbacher & Faust, 1991). RT = reaction time; hphone = homophone;
nonhphone = nonhomophone

processing terms), the good comprehenders had suppressed the contextually inappropriate
“playing card” meaning of spade, but the poor comprehenders still had that meaning
activated (shown in the right-hand bars of Figure 5.4).

Further evidence for the non-automatic nature of the suppression process comes from
studies like the Gernsbacher experiments, but using slightly different experimental tasks.
One potential problem with the semantic judgment task used by Gernsbacher is that it can
encourage participants in the experiment to think about different meanings of the test
words and it requires an explicit, conscious judgment of how the sentence and the target
word go together. Thus, people’s responses might be influenced more by their decision-
making processes than by processes involved in interpreting the text itself. To try to get
around this problem, Debra Long and her colleagues manipulated the kind of task that
participants engaged in, and they tried to find tasks that could be done on the basis of more
automatic mental processes (Long, Seely, & Oppy, 1999). When Long and her colleagues
used a naming task (which is thought to be relatively immune to strategic or controlled
mental processes; McKoon, Ratcliff, & Ward, 1994; Potts, Keenan, & Golding, 1988), rather
than a semantic judgment task, both better and poorer comprehenders showed the same
pattern of meaning activations. Both groups showed a high degree of activation for
contextually inappropriate meanings immediately after reading sentences like (15). Both
groups appeared to suppress the contextually inappropriate meaning after a delay of
850 ms. The experimental task was changed to lexical decision in a second experiment and
meaning judgment in a third. Performance on both lexical decision and meaning judgment
is thought to reflect strategic mental processes. Under these conditions, less skilled
comprehenders again appeared to keep the contextually inappropriate “playing card”
meaning active even after significant delays, consistent with the original Gernsbacher
results. Hence, it appears that less skilled comprehenders do have trouble suppressing
contextually inappropriate meanings, and this deficit is especially apparent in tasks where
performance requires comprehenders to manage conflict between different sources of
information, such as an ambiguous word and the context it appears in, in order to produce
a response.

The Structure Building Framework H
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To sum up, the structure building framework says that we use general purpose cognitive
mechanisms to process and understand discourse. Comprehenders begin by laying a
foundation, and then they either map incoming information onto the current structure, or
they shift and build a new substructure. Processes of enhancement and suppression
manipulate the activation levels of memory nodes. Shifting too often can lead to incoherent
mental representations of texts. Failing to suppress activated but irrelevant information can
also impair comprehension.

The Event Indexing Model

The Event Indexing Model (EIM) is first and foremost a theory about how people build
situation models from narrative texts (Zwaan, Langston, & Graesser, 1995). According to
the EIM, the purpose of the discourse comprehension system is to understand the “goals
and actions of protagonists ... and events that unfold in the real world or some fictional
world” (Zwaan et al., 1995, p. 292; see also Zwaan & Rapp, 2006). To represent these story
elements, five core aspects of stories are tracked, and each event in the story is indexed or
tagged according to each of the five core features: The time frame over which the event
occurs (time), the characters that are involved in the event (protagonists), the causal
connection of the current event to preceding and following events (causation), the spatial
location(s) where the events occur (space), and how the event relates to a protagonist’s goals
(motivation). Similar to the structure building framework, the EIM conceptualizes events as
activated memory nodes, and the representation of a story consists of a set of memory
nodes and the connections between them. Each memory node is coded for the five
previously mentioned features, and as each new piece of the text is processed, it is evaluated
as to how it relates to previously activated memory nodes. So, each time a new piece of text
is processed, the comprehender updates the situation model to reflect the information
provided by the text. Different pieces of text can require updating of different features of the
event index.

Sometimes, new information in a text elaborates on the elements of a previously activated
event node. But sometimes, new information indicates a break between the previously
activated event and the new information. According to the EIM, if there is a discontinuity
on one or more of the five features, the current event node is deactivated and a new node is
activated. This process is similar to the shifting process in the structure building framework,
and discontinuities in stories should produce measurable processing costs (because shifting
to work on a new event node is more complicated than continuing to map incoming
information onto a previously activated event node). So, one way to test the EIM is to see
how people respond when a new piece of text creates a discontinuity between the activated
memory node and the new information provided by the text. In fact, people do process
parts of texts that create discontinuities slower than parts of texts that can be mapped
directly onto a previously activated memory node (Zwaan, Magliano, & Graesser, 1995).
For example, when the text explicitly signals a temporal discontinuity (e.g., it says, A day
later ...), concepts mentioned just before the discontinuity are less accessible than in an
equivalent story that does not signal a temporal discontinuity (e.g., it says, A moment
later ...; Zwaan, 1996). Texts can indicate that currently described events are part of
flashbacks, and so occurred a long time ago in the virtual world described by the text. When
the recency of the flashback episode is manipulated (i.e., the text either says the flashback
episode happened recently or a long time ago), information from episodes that is described
as taking place a long time ago is less accessible than information that is described as
happening more recently (Claus & Kelter, 2006; see also Kelter, Kaup, & Claus, 2006).



THE CZAR AND HIS DAUGHTERS (GRAESSER, 1981)

nce there was a Czar who had three lovely
daughters. One day the three daughters
went walking in the woods. They were enjoying
themselves so much that they forgot the time
and stayed too long. A dragon kidnapped the

they cried for help. Three heroes heard their
cries and set off to rescue the maidens. The
heroes fought the dragon. Then the heroes
returned the daughters to their palace. When
the Czar heard of the rescue, he rewarded

three daughters. As they were being dragged off,  the heroes.

Another way to assess the EIM is to see how comprehenders organize and remember the
events in texts. According to the EIM, parts of texts that have overlapping values in the event
index should be connected together in the comprehender’s mental representation of the
story. For example, two sub-events that occur at the same time should be represented more
closely than two sub-events that occur at different times. Take a minute to read the story
“The Czar and His Daughters” Notice that the action of dragging takes place at the same
time as crying. Normally, these two concepts would be unrelated—they are semantically
very different, and people tend not to associate the two. But because the two events are
connected by the temporal structure of the story, comprehenders should create a connection
between crying and dragging when they read the story. By contrast, the actions of walking
and crying are unrelated both in general terms (for the same reasons crying and dragging are
unrelated), and the event structure of the story also does nothing to bring the two actions
together. To test whether the story affects how people view the relationship between crying
and dragging, Rolf Zwaan and his colleagues (Zwaan et al., 1995) asked people to read
stories like “The Czar and His Daughters” and then to perform a categorization task. To
perform the categorization task (also known as a clustering task), the subjects read a list of
verbs and placed the verbs inside a set of boxes. The subjects were told to place two verbs in
the same box if they thought the verbs “belonged together” (Zwaan et al., 1995, p. 294).
Subjects who had read the story were far more likely to place dragging and crying in the
same box than they were to place walking and crying together, but subjects who had not read
the story were just as likely to place walking and crying together as they were to place
dragging and crying together. Pairs of verbs that were related on the other event indexing
dimensions (space, causation, entities, and goals) were also likely to be grouped together by
subjects who had read the story and not by subjects who had not read the story. These
results indicate that people use all five of the event indexing dimensions to organize their
representations of stories.

Recent neuroimaging results also support separate indexing of different story
characteristics (Ferstl, Rinck, & Von Cramon, 2005). Evelyln Ferstl and her colleagues
manipulated whether words in a story conveyed temporal information (Markus’ train
arrived at the station 20 minutes before Claudia’s) or emotional information (Sarah couldn’t
remember that she had ever been so sad; Ferstl et al., 2005, p. 726). Emotion-conveying
words led to increased brain activity in posterior ventromedial prefrontal cortex (see the
green-marked regions in Plate 8). Words that conveyed temporal information produced
increased brain activity in a different set of brain regions (marked in yellow and red in
Plate 8), including parts of the frontal and parietal cortices on both sides of the brain.
Additional fMRI and positron emission tomography (PET) studies also suggest that
different kinds of indexing processes are supported to different degrees by different
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networks of brain regions. Stories that call on people to infer characters’ mental states
produce different patterns of brain activity when compared to stories that require inferences
about physical causes (Ferstl, Neumann, Bogler, & Von Cramon, 2008; Fletcher et al., 1995;
Mason, Williams, Kana, Minshew, & Just, 2008).°> Of course, when people understand a
story, these different indexing dimensions are normally integrated into a coherent whole
(Rapp & Taylor, 2004).

Modeling space, time, protagonists, and motivation

SPACE

The EIM proposes that we use our general perceptual apparatus to build situation models
from texts. One of the main tasks that our perceptual apparatus does for us is modeling
three-dimensional space, so that we can navigate through the world, pick out perceptual
targets for detailed processing and evaluation, predict how objects will move, and so forth.
It is not surprising, then, that spatial models are an important aspect of discourse
understanding. To comprehend stories, we build an internal representation of the space that
the events in stories take place in, and we track the movements of characters through this
virtual space (e.g., Black, Turner, & Bower, 1979; Bower & Morrow, 1990; Bower & Rinck,
2001; Glenberg, Meyer, & Lindem, 1987; Morrow, Bower, & Greenspan, 1989; Morrow,
Greenspan, & Bower, 1987; Rapp, Klug, & Taylor, 2006). Languages provide us with
numerous ways to mark spatial relations (e.g., over there, in, behind, next to, to the left, and
so forth). Although different languages have different ways of expressing spatial relationships
(Choi, McDonough, Bowerman, & Mandler, 1999), spatial modeling is a general feature of
discourse comprehension. Comprehenders assume that the information in stories will be
consistent throughout with regards to the way space is described, and it is more difficult to
process parts of texts that are inconsistent with previously inferred spatial relations than
parts of texts that are consistent with previously inferred spatial relations (de Vega, 1995).
In some of the classic experiments on spatial modeling of texts from Gordon Bower’s lab,
research subjects start by memorizing the layout of a fictitious space (Bower & Morrow,
1990; Bower & Rinck, 2001; Morrow et al., 1987, 1989). Subjects continue to look at and
memorize the layout until their accuracy on a test reaches a very high level. After they
successfully memorize the layout of the imaginary building, including the locations of
particular objects within the building, participants then listen to a story about a character
moving through the memorized space. During the story, the research subjects are
interrupted periodically by a visual target word on a computer screen. Their task is to react
as quickly as possible to the word (by saying whether the object is present in the imaginary
building, or by indicating whether the target on the computer screen is a word or not, or
simply by naming the object). People’s reaction time on the test depends on how far the
main character is from the named object in the virtual, or imaginary space. If the main
character in the story is close to the tested object, then people respond quickly. If the main
character is distant from the tested object, then people respond more slowly. Findings like
these indicate that people represent space in stories in an anological form, which means
that their mental representation of space in stories preserves features of actual, three-
dimensional, real-world space (as shown in the general mental representation literature in
mental rotation and image scanning experiments; e.g., Kosslyn, 1973; Shepard & Metzler,
1971). So, people who listen to stories about a character moving through an imaginary
space behave as though there is a “spotlight of attention” following the main character
through the space. Objects that are in close proximity to the main character enjoy higher
than normal activation because the comprehender’s attention is focused on the main
character, but attention is not limited to the main character (hence the spotlight metaphor).



One of the benefits of having a spotlight (rather than a laser beam) of attention is that
objects that are likely to be mentioned in the near future enjoy a higher than normal
degree of activation, and so comprehenders can access and integrate those concepts more
quickly once they are mentioned.

One of the potential concerns about Bower’s map task experiments is that subjects had
to spend a considerable amount of time memorizing the layout of the spaces they would
hear about later, and this is not a normal part of the way people experience language. People
also sometimes object that the probe recognition task is unnatural. However, when stories
refer to spaces that people are already familiar with (so they do not have to memorize
anything special for the experiment), the same kinds of effects occur (Glenberg et al., 1987),
whether activation of a concept is assessed by the probe recognition task or a naturalistic
reading task. Objects that are in close virtual proximity to a currently focused character
enjoy a higher degree of activation than objects that are further away from the currently
focused character in the comprehenders’ mental model of the situation.

TIME

Comprehenders model temporal relations in narratives by taking advantage of real-world
knowledge and explicit cues in the discourse (e.g., de Vega, Robertson, Glenberg, Kaschak, &
Rinck, 2004). Speakers and listeners share schematic knowledge about the temporal
organization of commonly occurring events (e.g., eating food comes after ordering food at
a restaurant), and this schematic organization affects the way people tell stories (Barsalou &
Sewell, 1985). Comprehenders model time in stories by applying a default strategy, modified
by the presence of explicit linguistic cues. The default strategy is to assume that events in the
world occurred in the order that they were described in the story, but that default assumption
can be overridden by schematic knowledge or by explicit cues in the discourse. If the
information conveyed explicitly by the text activates a schema, comprehenders will assume
that the events conform to the order specified by the schema, unless the text directly indicates
something else. When there is no pre-existing schema, or the schema leaves the order of the
events unspecified, comprehenders apply the temporal iconicity heuristic, and assume that
the events occurred in the order they were mentioned in the story. So, if a story said, Megan
and Kristen ate lunch and walked to the park, comprehenders assume that the event of eating
happened before the event of walking. This temporal iconicity assumption frees speakers
and writers from having to explicitly mark every event in a story with a time tag.

Speakers can decide to explicitly signal that events are described in a different order than
they occurred using connectives like before and after, or using explicit time tags (e.g., at
noon, at twilight). So, a speaker could say Before Megan ate lunch, Kristen walked to the park.
However, when a text describes events in a different order than they happened, people take
a little extra time to process that text (Mandler, 1986).* Violations of temporal iconicity also
produce different patterns of neural activity, as indicated by ERP measures (Miinte,
Schiltz, & Kutas,1998; Figure 5.5). Miinte’s study showed that sentences that violate temporal
iconicity (the before sentences) produce a greater negative deflection in the ERP signal than
sentences that describe events in the same order that they happened (the after sentences).
The size of the difference correlated with subjects’ working memory capacity, so this
supports the idea that comprehenders model the events in the order that they are described,
but when temporal iconicity is violated, they have to mentally flip the order of the events.
This flipping process uses up working memory resources.’

PROTAGONISTS

Stories are centered around characters, so it is not surprising that comprehenders include
a wide variety of features of protagonists in their mental models in stories. Characters’
mental states are modeled extensively as comprehenders process stories. So, for example,
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First clause Second clause

Figure 5.5 ERP data from Miinte et al., 1998 (p. 71)

Test sentences: After/before the scientist submitted the paper, the journal changed its policy.
The ERP signal in the circle shows increased negativity for the before sentences during
processing of the second clause

in the Bower map-task experimental paradigm, objects that are in a room that a main
character is thinking about enjoy a higher degree of activation and accessibility than other
objects that may be associated with the virtual story space. This modeling of characters’
mental states extends to modeling of their perceptual experiences. In other words,
comprehenders adopt the visual perspective of characters in stories and view the virtual
story world through their eyes. As a result, objects in the story that are out of the focused
character’s line of sight are less accessible to the story comprehender (are less activated in
the story comprehender’s situation model) than objects that are “visible” to the focused
character, and comprehenders’ reaction times to virtually occluded objects are slower
than reaction times to objects that are visible from the focused character’s perspective
(Horton & Rapp, 2003).

Comprehenders also model character’s emotional states, and use them to draw inferences
about how characters will respond to events in stories (Gernsbacher, Goldsmith, &
Robertson, 1992; Gernsbacher, Hallada, & Robertson, 1998; Gernsbacher & Robertson,
1992).° So, if you are reading a story about someone winning the state tennis match, you
would be surprised and respond more slowly if that character were described later as being
sad or depressed. Comprehenders also model aspects of characters’ personalities, this
information is accessible when the characters are mentioned, and may serve as the basis for
inferencing. Have a look at the story about the character Carol (from Peracchi & O’Brien,
2004; p. 1046; see also Rapp, Gerrig, & Prentice, 2001):



Context Version 1:

Carol was known for her short temper and her tendency to act without thinking. She
never thought about the consequences of her actions, so she often suffered negative
repercussions.

Context Version 2:
Carol was known for her ability to peacefully settle any confrontation. She would never
even think to solve her problems with physical violence.

Continuation:

Carol was fed up with her job waiting on tables. Customers were rude, the chef was
impossibly demanding, and the manager had made a pass at her just that day. The last
straw came when a rude man at one of her tables complained that the spaghetti she had
just served was cold. As he became louder and nastier, she felt herself losing control.
Without thinking of the consequences, she picked up the plate of spaghetti, and raised it
above the rude man’s head.

Test Word: dump

In Peracchi and O’Brien’s experiment, comprehenders either read version 1 of the context
or version 2 of the context before reading the continuation. The continuation describes a
sorely trying day at the restaurant, and the question is whether comprehenders represent
information about the focused character’s personality, and use that information to predict
how the story will turn out. When the target word dump was presented to readers after the
sentence She picked up the plate of spaghetti, and raised it above the rude man’s head, subjects
responded to it faster if Carol had previously been described as having a short temper, but
no faster than a control condition if she had previously been described as being calm and
peaceful. So it appears as though comprehenders do model characters’ personality traits,
they activate those models when the character is mentioned in the text, and they use the
modeled personality traits to predict how things will turn out in the story.

MOTIVATION

Another way comprehenders organize their representations of narrative texts is by keeping
track of protagonists’ (main characters’) goals (Egidi & Gerrig, 2006; Singer & Halldorson,
1996; Singer, Halldorson, Lear, & Andrusiak, 1992; Singer & Richards, 2005; Suh & Trabasso,
1993; Trabasso & Suh, 1993; Trabasso, van den Broek, & Suh, 1989). Narratives frequently
have a complex goal structure, and so information about characters’ goals increases and
decreases in accessibility as comprehenders process the narrative. Sometimes, goals are
nested within goals. In Soyoung Suh and Tom Trabasso’s seminal work on goal inferences,
they presented people with stories that had complex goal structures. For example, a character
called Jimmy wanted a new bike (first-mentioned and superordinate goal), so he tried to get
a job (second-mentioned and subordinate goal). Half of the time (goal success condition),
the superordinate goal was described as being satistied (Jimmy’s mom agrees to buy him a
bike) before the subordinate goal was mentioned. The other half of the time, the
superordinate goal was thwarted (Jimmy’s mom does not agree to buy him a bike) before
the subordinate goal was mentioned. When the superordinate goal is thwarted, presumably
Jimmy still has that goal (at least, the text does not state that he has abandoned it). Under
those conditions, the superordinate goal remains more active in the comprehender’s mental
representation of the story. This is demonstrated by the fact people mention the
superordinate goal more in the goal failure condition when they are asked to talk out loud
while reading the story (see Figure 5.6, “goal failure” condition). When the goal succeeds
(Timmy’s mom buys a bike), that superordinate goal becomes less active in comprehenders’
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Figure 5.6 Goal failure and goal success (from Suh & Trabasso, 1993, p. 289)

representations of the story (see Figure 5.6, “goal success” condition). These activation
differences are also reflected in differences in reaction times to goal-related target words
between the goal failure and goal success conditions. Subjects respond to target words related
to the superordinate goal faster in the goal failure condition (where the main character is
still pursuing the goal) than in the goal success condition (where the main character has
moved on and is now motivated by some other goal).

Comprehenders’ ability to track goals in narratives is actually very sophisticated, as they
appear to be able to track multiple goals of multiple characters, and do so to the extent that
the characters are salient, prominent, or central to the narrative. Further, comprehenders are
able to recognize when different characters’ goals are in conflict (Magliano, Taylor, & Kim,
2005; Richards & Singer, 2001).

Causation, Cohesion, and Coherence
in Discourse Encoding and Memory

The modeling of causal relations is an important aspect of the EIM, but it is also a core
issue in discourse processing, interpretation, and memory more generally. More specifically,
causal connections between propositions seem to be the glue that holds different parts of
narratives together. Recall that, in reviewing the construction-integration theory, the
notion of argument overlap was introduced. Argument overlap occurs when two adjacent
pieces of text contain information that refers to the same object, character, or concept.
When this occurs, two propositions can be linked together on the basis of this overlapping
information. This kind of textual connection is sometimes referred to as cohesion—
different parts of a text go together by virtue of having common elements that refer to the
same thing in the world. Cohesion is one factor that can contribute to textual coherence—
the notion that different parts of a text fit together somehow. Cohesion is an important
element of the mental representation of extended discourse, but some researchers think



that construction—integration’s focus on cohesion as the prime factor that ties propositions
together is a mistake. They note that there are things besides argument overlap that can tie
propositions together and that texts that are highly cohesive are not always highly coherent.
Consider, for example, the following paragraph:

It was a sunny day in the city on the hill. Hills are higher than valleys. The central valley
contains a number of interesting museums. Museums often have antique weapons. Weapons
of mass destruction are a threat to security. Linus’ security blanket needs washing.

If we asked people to judge whether the preceding paragraph was coherent, most of them
would say it’s pretty incoherent. This is so even though each proposition in the paragraph
can be linked to the preceding proposition because of argument overlap. According to
construction-integration theory, this paragraph should be rated as highly coherent, but it
patently is not. What is missing from the preceding paragraph is any kind of causal structure.
Although adjacent sentences refer to the same concepts, there is no other reason why one
sentence follows the other. You could scramble the order of the sentences at random and the
result would be nearly as coherent as the original.

Some researchers have therefore proposed that a critical element of discourse coherence
and discourse understanding is the discovery of the causal structure of the story (Fletcher,
1986; Fletcher & Bloom, 1988; Fletcher et al.,, 1990; Trabasso & van den Broek, 1985;
Trabasso et al., 1989; van den Broek & Trabasso, 1986). Rather than looking for overlapping
arguments, readers analyze the statements in narrative according to two criteria:

1. Is this statement a cause of events that occur later in the story?

2. Is this statement a consequence of events that occurred earlier in the story?

To determine whether something is a cause, comprehenders apply the necessity in the
circumstances heuristic (which is based on the causal analysis of the philosopher Hegel).
The necessity in the circumstances heuristic says that “A causes B, if, in the circumstances
of the story, B would not have occurred if A had not occurred, and if A is sufficient for B to
occur”” Let’s look at an example (from Keenan, Baillet, & Brown, 1984):

Timmy’s brother punched him again and again. The next day Timmy’s body was covered
in bruises.

Event A (Timmy’s brother punching him) is considered a cause for event B (Timmy having
a lot of bruises the next day), because in the context of this mini-drama, being punched is
enough all by itself for bruises to happen (it is sufficient), and absent some other named
cause, event A is necessary for event B to occur (take away punching and the bruises also
go away).

When people read or listen to stories, they are not so much concerned that adjacent
units of texts (sentences, paragraphs, or episodes) have common arguments (although
causally connected elements often will have common arguments, for example “Timmy” in
the preceding mini story). What is important to comprehenders is to figure out why events
follow one another in a given sequence, and discovering a causal relation answers the
question of why event B followed event A in the story.

The importance of causal structure in the mental processing of texts can be demonstrated
in a variety of ways. First, the propositional structure of texts can be described as a network
of causal connections. Some of the propositions in a story will be on the central causal chain
that runs from the first proposition in the story (Once upon a time ...) to the last (... and
they lived happily ever after). Other propositions will be on causal dead-ends or side-plots.
In Cinderella, her wanting to go to the ball, the arrival of the fairy godmother, the loss of the
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glass slipper, and the eventual marriage to the handsome prince, are all on the central causal
chain. Many of the versions of the Cinderella story do not bother to say what happens to the
evil stepmother and stepsisters after Cinderella gets married. Those events are off the
central causal chain and, no matter how they are resolved, they do not affect the central
causal chain. As a result, if non-central events are explicitly included in the story, they are
not remembered as well as more causally central elements (Fletcher, 1986; Fletcher &
Bloom, 1988; Fletcher et al., 1990).

Second, causal connections between propositions in stories also provide a basis for
maintaining information in an active state between processing cycles. According to the leading
edge strategy (Kintsch, 1988, 1994), comprehenders connect propositions to one another based
on argument overlap. So, when they are choosing propositions to maintain in working
memory, they choose the most recently encountered propositions. Other accounts appeal to
the importance of causal connections in narrative (e.g., Fletcher, 1986). According to the
current state strategy, the discourse processing system looks for recently encountered propo-
sitions that have antecedents but no consequences. Antecedents are events in the preceding story
that caused the proposition in question to happen. So, in the Timmy mini-story, being punched
is the antecedent of having bruises; and having bruises is the consequence of being punched. In
the Timmy mini-story, Timmy’s body was covered in bruises is both the most recent proposition
and the end of the causal chain. So, both the leading edge strategy and the current state strategy
predict that this proposition will remain in working memory as a continuation of the Timmy
story is being processed. In longer and more complex narratives, the most recently encountered
proposition is not necessarily at the end of the causal chain. So, experimentally, it is possible to
manipulate whether the final clause or sentence in a story meets the criteria of having
antecedents but no consequences in the preceding text. According to the leading edge strategy,
this will not matter, so long as a new proposition shares an argument with the most recently
encountered proposition. According to the current state strategy, processing times should
increase if the most recently encountered proposition does not provide a cause for an incoming,
new proposition. When extended narrative texts are analyzed for their causal structure, and
when causal structure and argument overlap are used to predict the amount of time it takes
people to process and interpret different portions of the text, the current state strategy does a
better job of predicting how long it takes people to read different parts of the text. In other
words, causal structure, rather than argument overlap, appears to exert a bigger influence on
how long it takes people to integrate different bits of narrative texts.

Further evidence against the leading edge strategy, according to which comprehenders
link sentences based on associative links, comes from a reading time and memory study
conducted by Wolfe and his colleagues (Wolfe, Magliano, & Larsen, 2005). They showed
that that semantic (associative) relationships between sentences influenced processing time
and memory only when the sentences did not share a clear causal relationship. The current
state strategy also does a better job than the leading edge strategy in predicting how people
will choose to continue a story (van den Broek, Linzie, Fletcher, & Marsolek, 2000). When
given a choice between a more distant proposition that is at the end of the causal chain, and
a more recent proposition that is not, speakers base story continuations on the more distant,
but more causally central proposition.

The causal structure of a narrative affects how long it takes people to process incoming
text, and this is probably because causal structure influences how easy it is to integrate
adjacent elements of text. This factor influences the amount of time it takes to process
incoming text, but it also affects the likelihood that comprehenders will remember how two
pieces of text go together. This has been demonstrated in experiments that systematically
varied how causally related adjacent elements of texts were. For example, consider the
Timmy mini-story again (Keenan, et al., 1984; see also Dufty, Shinjo, & Myers, 1990; Myers,
Shinjo, & Dufty, 1987):



Timmy’s brother punched him again and again. The next day his body was covered in
bruises. (High coherence)

These two sentences are highly coherent because they have a strong causal relationship.
Timmy getting punched caused him to have bruises. It is possible to manipulate this
relationship by replacing the first proposition. For instance, you could have:

Timmy was riding his bicycle. The next day his body was covered in bruises. (Medium
coherence)

These two events do not have the same tight causal relationship as the preceding version,
but it is not too hard to connect them together. Riding a bicycle in and of itself does not
cause people to have bruises. So the two sentences can not be integrated as easily as the
version where the first sentence provides the cause for the second (as defined by Hegel, see
above). Most people when they read this second version infer a plausible bridging event,
such as Timmy fell off his bicycle. Falling off one’s bicycle is a reasonable consequence of
riding a bicycle, and it provides a reasonable cause for having bruises. So, while it takes
longer to read this second mini-story (because you need to take time to make the bridging
inference), comprehenders can build an integrated representation of the two explicitly
mentioned events by inferring the presence of an unmentioned third event. Now, consider
this third version of the Timmy story.

Timmy went to his neighbor’s house to play. The next day his body was covered in
bruises. (Low coherence)

In this version, it is more difficult to figure out how the two events go together, and there is
no clear path to a bridging inference. There are many events that could connect the two
sentences, and none of them seems very highly likely or very extremely plausible. Were they
playing tackle football? Did he get in a fight with his neighbor? Were they practicing tae
kwan do with no pads? Did they get in a car accident? In the low coherence version, it will
probably take comprehenders a long time to come up with a plausible way to relate the two
events, they are likely to have lower confidence in the accuracy of their inferences, and they
may fail to bridge the gap.

In fact, when participants are asked to read the second sentence in each pair (The next
day his body was covered in bruises), their reading times are a straight line function of causal
relatedness. The target sentence is read fastest in the highly coherent version, slower in the
medium coherence version, and slowest of all in the low coherence version (Keenan et al.,
1984). These differences in reading time likely reflect inferencing processes. No inference is
needed in the highly coherent version, an obvious inference is available in the medium
coherence version, and it takes a long time to come up with one of many non-obvious
inferences in the low coherence version (and some additional time might be necessary to
choose which inference to include in the integrated discourse representation). While
coherence has a straightforward effect on processing time, it has a less straightforward
effect on memory. If the first sentence is given to participants as a retrieval cue, and their
task is to remember the target sentence (The next day his body was covered in bruises),
the best recall is not in the highly coherent version, it is actually in the medium coherence
version of the Timmy story. Across the three conditions, high coherence, medium coherence,
low coherence, memory performance creates an upside-down-U-shaped pattern. Both the
high and low coherence versions of the story lead to lower levels of recall than the medium
coherence version.

There are likely two factors at work that determine recall performance. First,
comprehenders may fail to build an integrated discourse representation at all in the low
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coherence version. That is, they fail to discover a connection between the two events during
on-line interpretive processing, and so, if they store both events in long-term memory, they
store them as independent, unrelated events. So, activating one event at test does not lead
to any increased activation of the other event at test, because there is no connection between
them in long-term memory.

The difference in recall performance between the high and medium coherence
condition is most likely a function of depth of processing. Depth of processing refers to the
fact that the more mental effort we put into processing a stimulus, the stronger our mental
representation and memory of that stimulus will be (Craik & Tulving, 1975). Ironically,
because the highly coherent pair of sentences does not require much effort to encode, it
does not leave much of an impression in memory. By contrast, the moderately coherent
pair requires a bit more effort in the form of a bridging inference, but the extra time and
effort taken to connect the two sentences and the fact that we engage in a more active
process to make the connection both contribute to a stronger integrated representation,
and this leads to superior memory performance. In fact, it is possible to have people do
more active processing on the highly coherent pairs, by asking them to mentally elaborate
on the explicitly stated information. In Susan Dufty and colleagues’ (1990) experiment,
they made sure that some of their research subjects would elaborate on all of the sentence
pairs by instructing them to write down a sentence that could “come between” the two
critical sentences (Duffy et al., 1990, p. 30). The other subjects just read the sentences, as in
the previous studies. Participants who read and elaborated on pairs of sentences recalled
all of the target sentences equally well, whether the original sentence pair had been in the
high, moderate, or low coherence condition. Further, in the elaboration condition, recall
was just as good after 24 hours as it was if subjects were tested immediately after they read
the sentences. This study shows that the way comprehenders approach the text has a big
effect on how much they can remember later on. If they use a “deeper” encoding strategy,
such as elaboration, memory is much stronger and lasts much longer, and this can overcome
features of the text that make it either too coherent or too incoherent to leave a strong
memory trace.

The Role of General World
Knowledge in Discourse Processing

All current models of discourse processing and interpretation place great emphasis on the
role that general world knowledge plays in the construction of coherent representations of
texts. What form does this knowledge take and how is it applied as texts are being processed?
General world knowledge can affect discourse processing in at least three distinct ways.
First, we have knowledge about the way stories are typically structured, and these
expectations affect the way we process and remember texts. Second, general world
knowledge provides the information we need to make inferences that keep our
representations of texts coherent. Third, general world knowledge affects the form and
content of the situation models we build to represent what texts are about. Let’s consider
each of these ideas in turn.

First, because we are storytelling monkeys, we have had a great deal of exposure to
narrative. But because different cultures put together narratives in different ways, our
expectations for what kinds of events will occur in narratives, and how those events will be
expressed, is heavily dependent on the kind of culture we are raised in. For example,
Sir Frederic Bartlett (1932/1995) is still widely quoted in psycholinguistics because he



showed that memory for texts depends largely upon the expectations and knowledge that
comprehenders bring to the task as they are listening to or reading stories. In his landmark
study, Bartlett had people read the story below, “War of the Ghosts,” and then engage in a
variety of re-production tasks.

One night two young men from Egulac went down to the river to hunt seals and while they
were there it became foggy and calm. Then they heard war-cries, and they thought: “Maybe
this is a war-party.” They escaped to the shore, and hid behind a log. Now canoes came up,
and they heard the noise of paddles, and saw one canoe coming up to them. There were five
men in the canoe, and they said:

“What do you think? We wish to take you along. We are going up the river to make war on
the people”

One of the young men said, “I have no arrows.”
“Arrows are in the canoe,” they said.

“I'will not go along. I might be killed. My relatives do not know where I have gone. But you,”
he said, turning to the other, “may go with them.”

So one of the young men went, but the other returned home.

And the warriors went on up the river to a town on the other side of Kalama. The
people came down to the water and they began to fight, and many were killed. But
presently the young man heard one of the warriors say, “Quick, let us go home: that Indian
has been hit” Now he thought: “Oh, they are ghosts.” He did not feel sick, but they said he
had been shot.

So the canoes went back to Egulac and the young man went ashore to his house and
made a fire. And he told everybody and said: “Behold I accompanied the ghosts, and we
went to fight. Many of our fellows were killed, and many of those who attacked us were
killed. They said I was hit, and I did not feel sick.”

He told it all, and then he became quiet. When the sun rose he fell down. Something black
came out of his mouth. His face became contorted. The people jumped up and cried.

He was dead.

(Bartlett, 1932/1995)

One task involved a group of people each telling the story from memory to one other person
in the group, who would then tell the story to a third person, and so on. The point of the
experiment was to find out how close the final version of the story was to the original.
Bartlett found that his subjects consistently changed the story as they retold it, in particular,
“by adding statements about the characters’ thoughts, motivations, intentions, and feelings”
(Johnston, 2001, p. 355). Violating people’s expectations about story structure influences
their ability to remember the verbatim form of the story and elements of meaning, but it
also affects how difficult texts are to process and interpret. When story constituents are
moved away from the normal locations in stories, reading times slow down, both at the
place where the moved constituent is taken from and the new place where it is inserted
(Mandler & Goodman, 1982).

Mandler and Johnson (1977) developed an artificial intelligence approach to
representing the contents of stories. They reasoned that stories have an internal structure
the same way that phrases and sentences have an internal structure. When comprehenders
encounter a new story, they use their knowledge of the typical story components and their
relations to encode information from the new story. In Western narrative, we expect
stories to begin with descriptions of characters and settings; and we expect to encounter a
series of episodes that plays out in a temporal order roughly from oldest to most recent,
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and we expect the episodes to be coherent by virtue of having a causal structure—we
expect later episodes to be directly or indirectly caused by the events taking place earlier
in the story.® As a result, people’s memories for stories will be biased in the direction of the
typical story structure. When stories actually conform to the typical style, this bias does
not lead to substantial differences between the actual story and people’s memory for the
story. But when the story differs substantially from the normal form (in that culture), as
the “War of the Ghosts” tale does, then the way people remember the story will be much
different than what the actual text of the story would dictate. This is because, when people
read stories such as the “War of the Ghosts”, which do not conform to the usual narrative
form, they impose the typical narrative structure on the text itself, and so they find causal
connections, and they infer particular motives for characters in the story, where none are
explicitly stated.’

Story grammars represent one kind of schema—a structured, pre-existing package of
knowledge related to a particular domain (story form, in this case)—but other kinds
of schemas also play an important role in discourse comprehension. Stories frequently refer
to common experiences, and speakers and writers depend upon comprehenders having
knowledge about these common experiences, so that the comprehenders can “fill in the
gaps’ between pieces of information that are explicitly stated in the text itself. These
knowledge schemas, thus, play an important role in inference generation (Schank, 1972;
Schank & Abelson, 1977).1° For example, if we are reading an episode about going to a
restaurant, the author is not likely to mention typically occurring objects or characters, like
waiters, cooks, tables, and silverware, unless these objects are critical to moving the plot
forward or developing the characters. In fact, there is a fair amount of consistency between
different individuals in the content and organization of their verbal reports about common
events, like going to the doctor or eating at a restaurant (Bower, Black, & Turner, 1979). As a
result, if you read

Susan and Bill went into the restaurant, sat down, and ordered lunch.

This would make sense, because your schema for going to a restaurant contains the
information that restaurants have chairs (to sit on) and that you can get food there, including
lunch. Further, you would experience very little difficulty integrating the following

Susan dropped her fork.

even though fork was not explicitly mentioned in the context. This is because your
pre-existing knowledge schema for the typical objects and events in restaurants includes the
information that when people sit down at a restaurant, they sit down at a table, and the table
has silverware on it. Schemas also include knowledge about typical events that take place in
a given context. And so we would not be surprised to read

They paid the check and left.

even if the story did not explicitly mention that Susan and Bill finished eating and their
waiter brought them a bill. If the specific restaurant in the story violated an aspect of the
comprehender’s restaurant schema, that would likely be mentioned by the writer (e.g., Oddly,
there was no silverware on the table). In a similar way, schematic knowledge helps us
appreciate when something interesting or unusual happens in the story. So, comprehenders
would slow down and pay more attention if our restaurant story continued:

When Susan bent down to pick up her fork, she saw a bomb ticking away under the
next table.



If people did not deploy schematic knowledge while comprehending stories, writers
would have to spend pages and pages filling in basic facts, storytelling would be much
less efficient, and it would be more difficult to highlight the unusual (which is really the
point of telling stories—what speakers and writers really want to do is convey new
information).

Although world knowledge is normally described in a propositional or fact-based way,
comprehenders bring more than that to the table when they are understanding discourse.
In particular, people have moral and ethical beliefs that are somewhat independent of their
storehouse of factual knowledge (although the facts we learn certainly do influence our
moral and ethical judgments). It turns out that our moral and ethical beliefs do affect the
way we interpret texts, and those effects can be observed even in the brain wave activity that
occurs when people read or listen to texts (van Berkum, in press; van Berkum, Holleman,
Nieuwland, Otten, & Murre, 2008).

Building Situation Models

Some accounts of discourse processing adopt the idea that texts can be treated as sets of
instructions. The instructions tell the language processing system how to build a situation
model. So, to understand how texts are processed, we need to understand what the
instructions are, and how comprehenders use these instructions to build situation models.
According to the structure mapping and focus theory (Sanford & Garrod, 1981, 1998, 2008),
texts provide instructions that lead to the automatic activation of situation-specific
background knowledge, and they lead comprehenders to focus their attention on specific
parts of this background knowledge. One surprising aspect of this kind of account is that,
if contextually inappropriate information is included in the verbatim form of the text, but
that information is not in the focus of attention, readers will often fail to notice that there
is anything strange about the texts. This phenomenon is frequently referred to as the Moses
illusion, because of studies involving sentences like this (Barton & Sanford, 1993; Bredart &
Modolo, 1988; Erickson & Mattson, 1981; Hannon & Daneman, 2001; van Oostendorp &
de Mul, 1990):

How many animals of each type did Moses take on the ark?

Of course, if you are familiar with the “great flood” story from the Bible, you know that it
was Noah, and not Moses at all, who put the animals on the boat. But a high proportion of
people who read questions like the preceding one fail to note the anomaly, and they go
ahead and give the answer “two”

Similar effects occur in longer narratives as well. Barton and Sanford (1993) presented
large groups of people with paragraphs about a plane crash, like this one:

There was a tourist flight travelling from Vienna to Barcelona. On the last leg of the journey,
it developed engine trouble. Over the Pyrenees, the pilot started to lose control. The plane
eventually crashed right on the border. Wreckage was equally strewn in France and Spain.
The authorities were trying to decide where to bury the survivors.

What is the solution to the problem?

Many of their research subjects wrote solutions like:

They should be buried in their home countries.

N
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Of course, it’s possible that participants who wrote answers like this really didn’t notice that
the paragraph used the word survivors rather than the word deceased in the critical final
sentence. However, some people wrote answers like this:

The survivors should be buried where their relatives wish.

These kinds of findings indicate that, when participants start reading a story about a
plane crash, they activate situationally relevant information (consistent with schema
theory; Schank, 1977; Schank & Abelson, 1977), and they use that activated background
knowledge to assign reference to subsequently encountered pieces of the text. When they
get to the word survivors, they map that word to the activated portion of the background
knowledge that corresponds to the concept deceased or victims, even though the stored
lexical meaning of survivor is opposite to that of the schematically supplied concept
deceased. On other words, the situation model has overpowered the lexical level of
representation (in fact, comprehenders may have simply bypassed the lexicon
and mapped the word survivor directly to an already activated portion of their
situation models).

The Moses illusion shows that the situation model has the power to override semantic
information tied to individual words. But when does this process take place, and how do
lexical and contextual information interact to produce meaning? There is considerable
evidence that discourse information places immediate constraints on interpretation, such
that the “normal” meaning of individual words is never activated if the text is sufficiently
constraining (as the Moses illusion texts seem to be) (Camblin, Gordon, & Swaab, 2007;
Hess, Foss, & Carroll, 1995; Ledoux, Camblin, Swaab, & Gordon, 2006; van Berkum,
Zwitserlood, Hagoort, & Brown, 2003). Normally you would read the sentence The peanut
was in love much slower than the sentence The peanut was salted, and your brain wave
activity would show a bigger N400 effect in response to love than to salted. However, if the
discourse context introduces a kind of cartoon scenario where the peanut is portrayed as
an animate, sentient being, the N400 effects are reversed. So, the discourse context
has overridden the normal features associated with peanuts and replaced them with
situation-specific features (Nieuwland & van Berkum, 2006).

Of course, some of the people in the Moses illusion studies do notice that things like
burying survivors would be strange, and subsequent studies have shown that at least two
factors contribute to the likelihood that an individual comprehender will experience the
Moses illusion. First, if the anomalous word shares aspects of meaning with the intended
word, the likelihood of experiencing a Moses illusion increases. For example, Moses and
Noah are pretty close in meaning in many people’s understanding of the terms—they
are both older, male, bearded, serious Old Testament characters. When more distinctive
characters are introduced into the scenario—Adam, for example—the strength of
the Moses illusion is greatly reduced (van Oostendorp & de Mul, 1990). In terms of on-
line processing, eye-tracking data show that people notice distinctively anomalous
intruders—such as Adam in the Noah scenario—but less distinctively anomalous
intruders such as Moses lead to no initial difficulty in the situation model building
process. Later on, processing slows down a little. This slow-down probably reflects the
mental processes used to assign a new, extended meaning to the intruding word (Stewart,
Pickering, & Sturt, 2004).

Another way to reduce the Moses illusion and to make it more likely that comprehenders
will detect the anomaly is to use linguistic cues to focus attention on the intruding item.
Syntactic structures such as clefts (like 16) and there-insertions (like 17) offer ways to do this.

(16) It was Moses who took two of each kind of animal on the Ark.
(17) There was a guy called Moses who took two of each kind of animal on the Ark.



When attention is focused on Moses using these kinds of grammatical cues, subjects are
more likely to notice that he does not fit in with the great flood scenario, and they are less
likely to experience the Moses illusion.

Focusing constructions have effects on other aspects of situation model construction, as
they help to regulate the degree of activation that is assigned to different parts of the
situation model. Structure mapping and focus theory adopts a view of situation model
construction under which characters in stories are represented by tokens (mental place-
holders in the model), and other information in the stories is then mapped onto activated
tokens. If a token has been focused, it is easier to map information onto that token. So, for
example, it will be easier to map new information onto the token for mayor in sentence (18)
than in sentence (19) (from Birch & Garnsey, 1995, p. 289; Birch, Albrecht, & Myers, 2000):

(18) It was the mayor who refused to answer a reporter’s question.
(19) The mayor refused to answer a reporter’s question.

Because the it-cleft is a more marked structure (it deviates from the norm, is less frequent,
and has explicit cues that differentiate it from the norm), the concept mayor is more
accessible after (18) than after (19), even though mayor is the first-encountered character in
both cases, and is in the prominent subject syntactic position in (19) and the less prominent
object position in the main clause in (18)."* This difference in the information structure of the
two sentences leads to differences in recognition and recall. Recall and recognition are better
when a character is focused (mayor in (18)), than when it is not (mayor in (19) (Cutler &
Fodor, 1979; Singer, 1976). People also spend more time looking at focused than unfocused
parts of texts (Zimmer & Engelkamp, 1981), suggesting that they are making special efforts
to encode focused concepts (which is also consistent with the structure-building process of
laying a foundation). In recognition probe experiments, people respond faster to target
words when those target words refer to focused tokens than unfocused tokens (Birch &
Garnsey, 1995; Birch et al., 2000). All of these findings suggest that focused parts of text
enjoy higher than normal levels of activation in the comprehender’s situation model.
Languages provide other ways besides syntactic position to signal comprehenders to
boost the activation of specific parts of their situation models. English has cues that signal
comprehenders that particular concepts will be referred to in the future. These cues are
called cataphors, and elements in a discourse that are cataphorically marked receive higher
degrees of activation and are more resistant to having their activations reduced by other
elements of the comprehender’s situation model (Gernsbacher & Jescheniak, 1995;
Jescheniak, 2000). For example, speakers can use loudness—spoken stress—to mark parts of
the discourse that should be kept more available than normal. When the loudness of nouns
in a spoken discourse was manipulated (as in the verbal equivalent of Susan needed to buy
an ASHTRAY versus Susan needed to buy an ashtray), people respond to the probe word
ashtray faster after they hear a sentence where ashtray is louder than when it is spoken at a
lower volume. People also mark elements of a discourse that they will continue to talk about
using the indefinite article this (even children do this; Wright & Givon, 1987). The indefinite
this has a similar effect to spoken stress on the activation of concepts in a comprehender’s
situation model. When a concept is introduced with the indefinite this (as in Susan needed
to buy this ashtray versus Susan needed to buy an ashtray), people respond to the probe word
ashtray faster than if the concept were introduced with the more commonly encountered
indefinite article a/an (Gernsbacher & Shroyer, 1989). Further, when concepts are
introduced with these cataphoric devices, they resist being deactivated or suppressed when
other concepts are introduced into the discourse. Normally, if speakers introduce a new
topic, previously encountered information becomes less active or accessible. So, if Susan saw
an ashtray was followed by and then she found an end table, normally the accessibility of
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ashtray would decrease after end table was introduced into the discourse. So, reaction time
to the probe word ashtray generally increases after comprehenders process the words end
table."> However, when ashtray is marked by spoken stress or the indefinite this, its activation
level remains high even after comprehenders encountered end table, and so reaction times
to the probe word ashtray remain fast.

Inferencing: Memory-Based
Account of Discourse Processing:
Minimalist vs. Constructionist Inferencing

Memory-based text processing accounts appeal to general memory processes to predict and
explain how comprehenders will react to texts as they read them and how the texts will be
remembered over the long term. General working memory functions lead to primacy and
recency effects (Deese & Kaufman, 1957). Almost totally regardless of the kinds of stimuli
people are exposed to, they remember stimuli at or near the beginning of the group better
than later-occurring information (the primacy effect); and they remember stimuli at or near
the end of the group better than information in the middle (the recency effect). Similar
effects occur in discourse processing and memory. People remember the first character in a
text better than characters that come later (which could reflect a kind of primacy effect);
and, immediately after they finish processing a piece of text, recently encountered parts of
the text are remembered better than earlier occurring parts of the text (a kind of recency
effect) (e.g., Gernsbacher et al.,1989).

According to the memory-based approach, texts activate information from long-term
memory by a process of resonance (as in Doug Hintzman’s Minerva computational model
of memory processing; Hintzman, 2001). Resonance activates information from long-term
memory depending on how closely related the information conveyed by the text matches or
is associated with the information stored in long-term memory. As Gerrig and McKoon
(1998, p. 69) indicate, “the degree to which specific information in memory will be evoked
depends on the strength of the association between the cue in short-term memory and the
information in long-term memory.” Further, knowledge activation occurs automatically
(we can’t control it) and the activation process is very dumb. It does not select information
based on relevance, or interest, it just activates whatever information has an association of
any kind to the bit of text that is being processed at the moment. As Kintsch notes (Kintsch,
etal., 1990, p. 136),

Comprehension is simulated as a production system, the rules of which operate at various
levels: some build propositions from the linguistic information provided by the text; some
generate macropropositions; some retrieve knowledge from the comprehender’s long-term
memory that is related to the text, thus serving as mechanisms for elaboration and inference.
All these rules share one general characteristic: they are weak, “dumb” rules that do not
always achieve the desired results. In addition to what should have been constructed, these
rules generate redundant, useless, and even contradictory material.

The memory-based approach to discourse processing contrasts with other more “top-down”
approaches, which assume that a reader’s goals and “search for meaning” play a more active
role in the construction of mental representations from texts (e.g., Singer et al., 1994).

One of the potential benefits of a fast, dumb knowledge-activation process is that when
concepts, characters, or objects are explicitly mentioned in texts, they will already have had



their activation and accessibility boosted by virtue of their associations with previously
processed parts of the text (Gerrig & McKoon, 1998). This notion of readiness suggests that
the fast, automatic activation of associated knowledge will speed discourse comprehension
by simplifying the task of figuring out what the explicitly mentioned information refers to.
Another benefit of memory-based text processing is that using a fast, dumb, associative
mechanism limits the number of inferences that the reader will draw from any given text.
Given the huge store of knowledge that comprehenders bring to the text interpretation
process, an unconstrained inference process would result in massive numbers of inferences,
most of which would not be relevant to either the author’s intent or the comprehender’s
goals in reading the text. By limiting activation to only the information in long-term
memory most closely associated with the set of propositions active in working memory, the
information overload that unlimited inference entails can be avoided. An additional claim
is that information explicitly provided by texts can activate associated information from
long-term memory, even if the text does not directly refer to the associated information
(McKoon, Gerrig, & Greene, 1996; see also Deese, 1959; Roediger & McDermott, 2000).

In the memory-based approach, information becomes activated when it is associated
with the current state of the working memory system, and information decays or has its
activation reduced unless it is refreshed by new information conveyed by the text.
Information explicitly conveyed by a text can activate information from long-term memory
because the explicitly conveyed information has a pre-existing association to information
in long-term memory (i.e., words have standard meanings that can be accessed from the
lexicon during discourse processing) and the text itself can set up new associations that are
then stored as part of the long-term memory representation of the discourse. Evidence for
this latter type of association comes from experiments on anaphoric reference. If Susan and
Jane discuss a third character, Ted, an episode that brings Susan and Jane back together will
increase Ted’s activation level and make him more accessible (McKoon, et al., 1996; Gerrig &
McKoon, 1998). As a result, subjects in experiments will respond to the word Ted faster and
will be more capable of figuring out the connection between a pronoun and Ted. This
reactivation of the third character happens even when the text only alludes to an episode
involving him or her. The text does not have to explicitly mention the third character. Thus,
reading this story has created a new set of associations in long-term memory between the
characters that interacted, even indirectly, in the story.

One of the areas where memory-based text processing and other approaches diverge is
in the area of inference generation. Specifically, accounts differ as to which kinds of
inferences are drawn naturally by comprehenders as they are in the act of interpreting texts.
The memory-based position says that very few inferences are drawn during the actual
process of interpretation, and those inferences that are drawn are constructed by automated
mental processes. This notion of minimal inference says that inferences will be drawn under
only two limited conditions. First, inferences will be drawn if they are necessary to establish
cohesion between adjacent parts of the text (two sentences, say). Second, inferences will be
drawn if the inferences are based on “quickly and easily available” information (McKoon &
Ratcliff, 1992, p. 441). So, in cases like those in the Keenan et al. “Timmy” experiments,
causal inferences will be drawn because they are necessary for the information in the two
sentences to be integrated into a coherent whole. But other kinds of inferences may not be
drawn (see the box on p. 222 for some of the more common types of inferences). For
example, if you read The delicate vase fell off the high shelf, and the text does not explicitly
state what happened to the vase, you might infer that the vase broke. Similarly, if you read
the sentence The woman stirred her coffee, you might infer that she used a spoon (rather
than a fork or her fingers). According to the minimal inference hypothesis, none of these
inferences are drawn, and so the associated information, broke for the causal inference and
spoon for the instrument inference, would not become activated when you read The delicate
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e
SOME KINDS OF INFERENCES

Causal
The delicate vase fell off the shelf. Inference:
It broke.

Bridging

e Elaborative

Dave ate four pounds of crab. Inference: Dave
likes crab.

Goal

Timmy was riding his bike. He came home
covered with scrapes and bruises. Inference:
Timmy fell off his bike.

o Instrument
The woman stirred her coffee. Inference: She
used a spoon.

Susan left early for the birthday party. She
stopped at the mall on the way. Inference:
Susan wanted to buy a present.

vase fell off the high shelf and The woman stirred her coffee. You would make the inference
Timmy fell in the bridging inference case, because that event (or one very much like it) is
needed to tie the two sentences together.

A large number of experiments have tried to test exactly when people make different
kinds of inferences when they read or listen to stories (see Zwaan, 2006, for a review). The
general consensus is that bridging inferences are routinely drawn, elaborative inferences are
rarely drawn, and causal and instrument inferences are drawn under very limited
circumstances. For example, instrument inferences are drawn quickly if the instrument has
been explicitly introduced previously in the discourse and the context selects very strongly
for one particular instrument. Most people stir coffee with a spoon almost all of the time
they stir coffee, so that context is highly constraining. Consistent with the minimal inference
hypothesis, comprehenders appear to avoid drawing some inferences that they might
reasonably draw.

This does not mean that the minimal inference hypothesis makes the correct prediction
all of the time, however. For example, according to the minimal inference position,
inferences will be drawn only if the information needed to draw the inference is readily
available or the information is necessary to establish cohesion between adjacent elements in
the text (that is to establish local coherence). However, some evidence suggests that
comprehenders make inferences when the text is locally coherent—each adjacent element
has a clear relation to the preceding and following elements—and the information needed
for the inference is distant in the surface form, and so should not be quickly and easily
available (Long, Golding, & Graesser, 1992; Singer et al., 1992; Singer et al., 1994).

Take a moment to read the following story (Goal inference story from Singer, 1993, in
Singer et al., 1994, p. 432):

Valerie left early for the birthday party. She checked the contents of her purse. She backed
out of the driveway. She headed north on the freeway. She exited at Antelope drive. She
spent an hour shopping at the mall.

[The control condition starts with the sentence: Valerie left the birthday party early.]
Because the story refers to Valerie in each sentence, the story is locally coherent throughout—
each sentence can be related to the preceding and following sentences because of argument



overlap. Under these conditions, no inference is necessary to establish coherence.
Nonetheless, when people read the final sentence Valerie spent an hour shopping at the mall,
they very quickly verify the statement Birthday parties involve presents (and they do so faster
than in the control condition, which makes the birthday party irrelevant to the rest of the
story). Thus, it appears as though subjects in this study inferred Valerie’s motive for shopping
(i.e., she was looking for a birthday present). This outcome is problematic for the minimal
inference position in two ways. First, no inferences should be drawn when the text is locally
coherent. Second, by the time people reach the critical final sentence, the information
necessary to make the goal inference (that there’s a birthday party) should have been long
gone from working memory.

There also appear to be individual differences in the extent to which comprehenders
incorporate inferred information into their discourse representations, although knowledge
activation processes appear to be fairly uniform across groups of better and poorer
comprehenders (Long & Chong, 2001; Long, Oppy, & Seely, 1994; 1997). If minimal
inference is taken as a universal inference-generation mechanism, it does not explain why
some people make inferences while others do not. Because the empirical record provides
partial support for both minimalist and constructionist positions, some authors advocate
hybrid accounts that factor in both passive, dumb knowledge activation processes and more
strategic, top-down inference generation processes (e.g., Long & Lea, 2005; van Den Broek,
Rapp, & Kendeou, 2005).

The Neural Basis of
Discourse Comprehension

Although scientific investigation of discourse processing is still in its early stages,
considerable progress has been made in the last decade in understanding how the brain
responds to connected discourse (see Ferstl, 2007; Ferstl et al., 2008, for reviews). In
particular, the advent of brain imaging techniques like PET and fMRI has allowed
researchers to investigate the links between brain activity and text properties in new ways,
and this has led to new insights about how the brain is organized to process discourse.
Language scientists have known for a long time that more coherent text produces
different brain wave activity than less coherent texts (Kutas, van Petten, & Kluender, 2006).
For example, the initial words of sentences processed in isolation produce larger negative
voltage at the scalp (reflected by the N400 ERP wave form) than the same words appearing
as part of a connected narrative (Van Petten, 1995). Whether a word makes sense in the
context provided by preceding text also modulates the size of the N400 wave form (van
Berkum et al, 2003). Violations of background knowledge, whether acquired in the
experimental session or brought in via general experience, are also reflected in brain wave
activity as indexed by the N400 (Fischler, Childers, Achariyapaopan, & Perry, 1985; Hagoort,
Hald, Bastiaansen, & Peterson, 2004; Van Berkum, Hagoort, & Brown, 1999). Notably, these
N400 effects really are caused by the fit between the currently focused text and the linguistic
and general knowledge context, and not by low-level word-to-word associations (Otten &
Van Berkum, 2007). However, other ERP components may also be sensitive to changes in
discourse coherence or plausibility. Using ERP methods, Petra Burkhardt tested pairs of
sentences that can be easily mapped together on the basis of lexical (word-word) associations
(Yesterday a Ph.D. student was shot downtown. The press reported that the pistol was probably
from army stocks; Burkhardt, 2007, p. 1852) versus sentences that are more difficult to
connect (Yesterday a Ph.D. student was killed ... the pistol...; Yesterday a Ph.D. student was
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Table 5.1 Indefinite and definite article conditions (from Robertson et al., 2000, p. 256)

Indefinite article condition Definite article condition

A grandmother sat at a table. The grandmother sat at the table.

A child played in a backyard. The child played in the backyard.

A mother talked on a telephone. The mother talked on the telephone.
A husband drove a tractor. The husband drove the tractor.

A grandchild walked up to a door. The grandchild walked up to the door.
A little boy pouted and acted bored. The little boy pouted and acted bored.

found dead ... the pistol...). Burkhardt’s study showed that the P600 component of the ERP
signal increased as the difficulty of the coherence relationship increased.”

Some of the early work in brain imaging of discourse processing tried to find out how
textual cohesion and coherence affects the brain’s response to written text. One way to make
a text more or less cohesive and coherent is to manipulate the kinds of articles that appear
in the text. Generally, the indefinite article “a”/“an” introduces a new topic into the discourse,
and so it indicates that there is a break between the new piece of text and what has come
before. By contrast, the definite article the indicates that the following noun has already
been introduced in the discourse context. As such, the definite article tells the comprehender
that the new information is closely related to the preceding text, and, rather than preparing
for a new concept, the comprehender should search the discourse representation and map
the following noun onto a previously introduced referent. Thus, by manipulating whether
an article is indefinite or definite, the author can make a text seem more or less cohesive or
coherent (see the examples in Table 5.1). Notice how the right-hand definite article version
seems more coherent. Part of this is because the definite article makes it easier to connect
new sentences to previous ones (e.g., it’s easier to map the grandchild and the little boy
together than a grandchild and a little boy).

David Robertson and his colleagues were interested in finding out whether the brain
responds differently to less coherent and more coherent text, so they manipulated the
presence of definite articles (Robertson et al., 2000). So, they had people read sets of
sentences with and without definite articles and used fMRI to assess which parts of the
brain responded more strongly to the different kinds of stimuli.

Figure 5.7 shows that, compared to the definite article condition, the indefinite article
condition produced more brain activity in the right hemisphere, but not in the left
hemisphere. The black bars show that there were greater increases in blood flow to right-
hemisphere regions during processing of the incoherent texts than during processing of the
coherent texts. While the effect was in the same direction in the left hemisphere (the white
bars), the difference between the two conditions was not statistically significant. Previously,
the left hemisphere had been considered the dominant or sole contributor to processing the
meaning of language input. This study was one of the first to indicate that right-hemisphere
regions play a role in establishing coherence. In particular, the right hemisphere is far more
activated when texts lack the cues that normally help comprehenders figure out how
different parts of the text go together.™

Other brain imaging experiments have attempted to determine what role different parts
of the brain play in establishing causal coherence in texts. Some of these studies have
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Figure 5.7 The effect of discourse cohesion on the brains response to discourse (from
Robertson et al., 2000, p. 259)

Figure 5.8 Brain regions that were analyzed by Mason & Just (2004, p. 4)

capitalized on a coherence manipulation that produced robust reaction time and memory
effects in behavioral studies (Dufty et al., 1990; Keenan et al., 1984; Myers et al., 1987). Rob
Mason and Marcel Just performed an fMRI study on sentence pairs like those in the
“Timmy” experiments. To analyze their fMRI data, Mason and Just divided the brain into
large regions (as shown in Figure 5.8; only the left hemisphere is shown, but Mason and Just
analyzed data from both hemispheres). They divided each of these large regions into a set
of small cube-shaped regions called voxels. Subjects had their brains scanned as they read
highly related (Timmy’s brother punched him ... his body was covered in bruises.), moderately
related (Timmy rode his bike ... bruises), or distantly related pairs of sentences (Timmy went
to the neighbors’ ... bruises). To see how the brain responded in each of these conditions,
Mason and Just found voxels that had more blood flow in response to people reading the
sentences as compared to when people just looked at a fixation cross on the computer
screen. Figure 5.9 shows the outcome of this analysis.
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Figure 5.9 The average number of activated voxels in left-hemisphere brain regions
(leftmost bars), right-hemisphere brain regions (middle bars) and the dorsolateral prefrontal
cortex on both sides of the brain (from Mason & Just, 2004, p. 5). The striped bars show
data from the highly related condition. The black bars show data from the moderately
related condition. And the white bars show activity in the distantly related condition

To estimate how hard different parts of the brain were working in the different conditions
(low, medium, and high coherence), they counted up the number of voxels that were
activated (had greater blood flow during the sentence processing task than during the
resting look-at-a-fixation-cross task). The leftmost bars in Figure 5.9 show that, in the left
hemisphere, many voxels were activated by the sentence reading task, but there were no
differences between the low, medium, and high coherence conditions. The next set of bars
shows the right hemisphere’s response to the sentence reading task. Here, the most voxels
were activated by the medium-coherence sentence pair (Timmy was riding his bike ... The
next day his body was covered in bruises). Fewer voxels were activated by the low and high
coherence pairs. The rightmost bars show that a frontal part of the brain (dorsolateral
prefrontal cortex, of DLPFC) had greater activation in the medium and low coherence
conditions than in the high coherence condition. This part of the brain is thought to be
involved when working memory resources are brought to bear on an information processing
task, and so activation differences here probably reflect that working memory is needed to
make bridging inferences (although the attempt to make a bridging inference may fail in the
low coherence condition). The main thing to take away from Figure 5.9 is that, while the
right hemisphere does respond differently to different degrees of coherence, the left
hemisphere apparently does not (at least, there is no indication in this experiment that the
left hemisphere cares whether pairs of sentences are related or not). Thus, one might
conclude that, while the left hemisphere figures out what sentences mean, the right
hemisphere is responsible for establishing coherence between sentences, or perhaps that the
right hemisphere is responsible for drawing inferences.

The conclusion that the right hemisphere is responsible for drawing inferences is
consistent with some recent research on the phenomenon of insight. Insight experiences
happen when people are working on a problem, and just before they work out the solution,
they get the feeling that they know what the solution is (these experiences are sometimes
described as “Aha!” moments; Bowden & Beeman, 2003). As panel B in Plate 9 shows, the



left hemisphere does not respond differently when people experience an “Aha!” moment of
insight and when they do not (Jung-Beeman et al., 2004; see also Beeman & Bowden, 2000;
Kounios et al., 2006). But, as Panel C shows, the right hemisphere shows greater neural
activity when people have an insight that leads them to solve a problem.

A similar pattern of processing may take place during the generation of inferences. To
generate an inference, comprehenders take the information from two adjacent parts of the
text and use their background knowledge to come up with a way to connect them. One way
to accomplish this, especially when there is no direct overlap between the arguments in two
adjacent pieces of text, is to rely on more distant semantic relationships, which would be
more likely to be activated in the right hemisphere than the left (Beeman, 1993; Beeman
et al., 1994).

Both behavioral and neuroimaging data support the idea that the right hemisphere plays
a role in inference generation. In behavioral experiments, semantic priming for target
words related to the solution of an insight problem gets bigger as subjects’ “Aha!” feelings
increase (Bowden & Beeman, 2003). Also, predictive inferences appear to engage the right
hemisphere more than the left (Beeman, Bowden, & Gernsbacher, 2000). Take, for instance,
the sentence The space shuttle sat on the ground, waiting for the signal. This sentence might
lead you to predict that there will be information forthcoming about the shuttle taking off.
So, reading the sentence and making a predictive inference could lead to facilitated
processing of the target word launch (Beeman et al., 2000, p. 311; Duffy, 1986). To see
whether people draw this kind of inference, Mark Beeman and his colleagues presented
target words like launch in the right visual hemifield. When this is done, the target word is
processed first by the left hemisphere. The experiment showed that people processed launch
no faster than an unrelated control word when the left hemisphere had the first shot at it.
However, priming was observed when the word launch was presented in the left hemifield
and was processed first by the right hemisphere. Similar methods have been used to test the
maintenance of topic information (Faust, Barak, & Chiarello, 2006). When topic is
manipulated by either having two sentences that refer to the same topic or referring to
different topics, priming is observed for left visual field/right-hemisphere targets whether
the target word is related to the first or second topic. However, priming in the RVF/left
hemisphere is observed only when the target sentence is related to the most recently
encountered meaning. These results suggest that the two hemispheres respond to topic
information in different ways. The left hemisphere has more specific activation that delays
more rapidly, and the right hemisphere has more diffuse activation that lasts longer
(consistent with the coarse coding hypothesis, Beeman et al., 1994).

Neuroimaging experiments provide additional support. In one fMRI experiment
investigating inference generation during the processing of fairly normal stories, greater
activation was observed in the right hemisphere, in the right superior temporal lobe to be
more exact, when the text supplied information that strongly implied a particular inference
(Virtue, Haberman, Clancy, Parrish, & Beeman, 2006). Plate 10 shows areas of the right
hemisphere that were more activated when the text implied, but did not explicitly state,
a particular event. In that case, and given the degree of textual support for the inference,
subjects were likely to infer the “missing” event. When processing of coherent stories is
compared to processing of lists of unrelated sentences, substantial differences in activation
are observed in the right hemisphere, which suggests that right-hemisphere regions play a
role in establishing coherence (Vogeley et al., 2001). Finally, major differences in right-
hemisphere activity happen when the ability to map text to a global theme is manipulated.
Recall that in the Bransford and Johnson (1972) experiment, participants had a much easier
time recalling story elements when elements of the story could be related to a specific
scenario (like a young man serenading a young woman by using a set of floating speakers).
Similar memory results are obtained when a title is used as the functional equivalent of the
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picture in the Bransford and Johnson paradigm. In one such study using neural imaging
(fMRI) as the dependent measure, participants read paragraphs like this (St. George, Kutas,
Martinez, & Sereno, 1999, p. 1318):

This is very rewarding but tends to be quite expensive even if you own all that you need.
The outfit does not really matter. One can get seriously injured without proper instruction
even if it comes more naturally to some people than others. Some don’t like the smell or
the lack of control ...

This paragraph makes a lot more sense if you know that the title is “Horseback Riding,’
because now referring expressions like outfit and smell can be tied to specific concepts and the
entire paragraph can be related to a single, consistent theme. Plate 11 shows the results of an
fMRI experiment. In the experiment, people read paragraphs like this one either without a
title (where it would be hard to make sense) or with a title (where you could build a much
more coherent discourse representation). Plate 12 is a little bit confusing, because the right
side of the brain is shown on the left side of the graph. So, first find the right hemisphere. Then
compare the amount of activation (the red part) when there is a title (the left-hand picture)
versus when there is no title (the right-hand picture). Now look at the right-hand side of
Plate 12, which shows the right-hemisphere response when there was a title (top) and when
there was no title (bottom). Both figures show that the left-hemisphere activity is about the
same whether there is a title or not, but the right hemisphere shows greater activity when the
passage has no title and less activity when it does have a title. One way to explain these results
is to suppose that the right hemisphere plays a special role in establishing textual coherence
by mapping the different parts of the passage onto a central theme. When the passage lacks a
title, this kind of processing is more difficult, and so the right hemisphere works harder.”®

Although the right hemisphere does appear to play a role in inferencing and the
establishment of coherence relations between different parts of texts, it would be a mistake
to think that all inferencing takes place in the right hemisphere or that the right hemisphere
is involved in every kind of inference. One of the earliest neuroimaging studies of auditory
discourse processing showed that connected discourse led to greater activation in both the
right and left temporal poles (the very frontmost part of the temporal lobes; Mazoyer et al.,
1993). When topics are changed across sentence pairs (Do you believe in angels? Yes, I like
to go to camp) versus kept the same (Do you believe in angels? Yes, I have my own special
angel), both right- and left-hemisphere regions are activated, although relatively greater
activity is observed in the right hemisphere, in both adults and children (Caplan & Dapretto,
2001; Dapretto, Lee, & Caplan, 2005). Additionally, data from patients with damage to the
left prefrontal cortex show that they have difficulty establishing coherence relations
between adjacent parts of texts, and they also had trouble drawing inferences that would
help to maintain coherence (Zalla, Phipps, & Grafman, 2002; see also Ferstl, Guthke, & von
Cramon, 2002).

The left hemisphere also appears to play a role in processing stories that involve
character’s thoughts, beliefs, and emotions. Stories that require people to infer the mental
responses of the characters involved in the story are called theory of mind stories. When
people read such stories, they draw conclusions about characters’ thoughts and feelings
(Gernsbacher et al., 1992; Gernsbacher et al., 1998). Processing of theory of mind stories
has been compared to processing of stories that call for inferences about physical, but not
mental, events. A theory of mind story might talk about character A getting character B
fired (in which case, you might infer that character A responded by feeling guilty). A physical
story might talk about a delicate vase falling from a high shelf (in which case, you might
infer that the vase broke). When processing of theory of mind stories is compared to
processing of physical stories, both of which require inferences, but different kinds of
inferences, greater activation is seen in two parts of the left hemisphere (Fletcher et al.,



1995; Mason et al., 2008; see also Maguire, Frith, & Morris, 1999). One is the dorsomedial
prefrontal cortex, or DMPC and a part of the cingulate cortex toward the rear of the brain.

The left hemisphere also appears to participate in causal inferencing. For example,
although the right hemisphere does seem to respond to texts that call for predictive
inferences (see above), behavioral data suggest that the left hemisphere is more responsive
to texts that describe causal connections when those texts require a bridging inference. So,
if people read, The shuttle sat on the ground. Then the shuttle disappeared into space, they
bridge the gap between the two sentences by inferring that the shuttle was launched. Under
these conditions, launch is processed faster than a control word when it is presented in the
right visual field (i.e., to the left hemisphere), but not when it is presented in the left visual
field (i.e., to the right hemisphere) (Beeman et al., 2000).'

Alert readers will have spotted the inconsistency between the Beeman group’s results
and the Mason and Just imaging data, where the right hemisphere but not the left appeared
to respond to texts that differ in the degree of coherence (Beeman et al., 2000; Mason & Just,
2004). Fortunately, we have a more recent fMRI study that helps reconcile this inconsistency
(Kuperberg, Lakshmanan, Caplan, & Holcomb, 2006). Gina Kuperberg and her colleagues
tested three kinds of sentence pairs: high coherence, medium coherence, and low coherence.
They increased the power of their experiment by adding more sentence pairs and by looking
for more localized activity. Mason and Just averaged activity across large areas of the brain,
and so they may have missed effects limited to smaller brain regions. Kuperberg’s group
also time-locked their fMRI measurements to just the second sentence in the pair, which is
where the degree of coherence becomes apparent, rather than averaging neural activity
across both the first and second sentences. Despite these changes, Kuperberg’s group did
partially replicate the Mason and Just findings. Specifically, they did find evidence that the
right hemisphere worked harder when the two sentences were unrelated compared to when
the two sentences were highly coherent (as shown in Plate 13). However, where the previous
study failed to find different patterns of brain activity in the left hemisphere in the different
coherence conditions, Kuperberg’s study showed that there were many parts of both the
right and left hemispheres that were more responsive to medium coherence sentence
pairs than either high or low coherence sentence pairs. The yellow portions of Plate 14 show
those parts of the brain that were more active during processing of the second sentence
in the medium coherence pairs (compared to the high and low coherence pairs). Notice that
there are substantial areas in both hemispheres that respond more strongly in the medium
coherence condition.'” Similarly, there are parts of the brain that are less responsive to the
medium coherence stimuli (blue areas in Plate 14). So, Kuperberg’s results reinforce the
idea that, while the right hemisphere participates in inferencing and the construction of
coherent discourse representations, a wide variety of left-hemisphere regions are also
involved. In light of these results, it makes more sense to view inferencing and coherence as
the outcome of a collaborative process between widely dispersed networks in both
hemispheres of the brain, rather than being functions that are carried out in specific
locations in the brain. (Kuperberg’s study also helps illustrate how quickly brain imaging
techniques and experimental design have progressed.)

Summary and Conclusions

This chapter has reviewed three prominent and complementary accounts of discourse
processing: construction integration, the structure building framework, and the event
indexing models. Each of them makes a unique contribution to our understanding of how
people process and interpret narratives. The goal of processing narratives is to build a
mental model of the situation described in the real or imaginary world that the story is
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about. To accomplish this, information that is associated with the explicitly stated contents
of the story is combined the comprehender’s general world knowledge. This process involves
a high-fidelity, but short-lived representation of what the text actually says (the surface
model), a more abstract representation that captures the propositions conveyed by the text
(the text-base), and a long-lived situation model that incorporates inferences that the
comprehender generates herself from the verbatim information in the text and her own
store of world knowledge. Inferences, especially causal inferences, play an important role in
filling in the gaps in stories when two adjacent elements of the text cannot be readily
integrated. Finally, although neurophysiological (ERP) methods are well established in
language science, sophisticated neuroimaging techniques have only recently been brought
to bear to help us figure out how discourse interpretation processes are implemented in the
brain. These newer imaging techniques have already revealed that right-hemisphere
structures participate in discourse comprehension in ways that were unknown in the recent
past. However, the available data do not support a clear division of labor between the two
cerebral hemispheres. Discourse processing and interpretation rely on distributed networks
of cooperating neural systems in both hemispheres.

[
TEST YOURSELF

1. Describe Kintsch’s construction-integration account of discourse processing.
What kinds of representations are involved? How are they related to one another?
How are they built or activated?

2. What are propositions and what do they contribute to discourse comprehension?
What is the relationship between surface form and propositions? What is the
relationship between propositions and situation models? What evidence supports
the psychological reality of propositions?

3. What do comprehenders remember after they read a story? Describe an experiment
showing that some representations are more durable than others.

4. Describe Gernsbacher’s structure building framework. In what ways does it
resemble construction-integration? In what ways does it differ? Describe
experiments that support the existence of mapping, shifting, enhancement, and
suppression and explain how each process contributes to discourse comprehension.

5. What does Zwaan’s event indexing model say about discourse processing? What
kinds of information do comprehenders put in their mental models? What kinds
of evidence support claims made by the event indexing model?

6. What does the causal chain hypothesis say about discourse comprehension? What
happens when two adjacent parts of a text do not have an obvious causal connection?

7. Describe different kinds of inferences. What role do inferences play in discourse
comprehension? When and how do comprehenders draw inferences?

8. Describe the structure mapping and focus account. How does it relate to the Moses
illusion?

9. Which parts of the brain participate in discourse processing? What functions do
the left and right hemispheres undertake?



THINK ABOUT IT

1. Find a novel, such as Moby Dick or Roughing It. Read the first two or three
paragraphs. Write down the propositions that appear in each paragraph (in
proposition notation form). Draw a diagram that shows how the propositions are
related to one another. (Ask your professor for help if you get stuck.)

2. Design an experiment to test the effect of world knowledge on discourse
comprehension. Write a story like the “balloon serenade” story. Give your friend a
copy without a title and see how long it takes her to read it. Ask her to paraphrase
the story or answer comprehension questions. Give another friend a copy with a
title and see what happens. What makes one version easier to understand than the
other?

3. Read your friend the “War of the Ghosts Story.” Ask your friend to write down as
much of the story as she can recall. Compare the original to your friend’s version.
Is there anything missing? Did she add in anything new? What accounts for
differences between the original and your friend’s version?

Notes

1

The way the situation model is organized also affects how information conveyed by texts is remembered. If
comprehenders can build a unified situation model that relates the disparate concepts in a text into a single
tight package, all of the information from the text will be roughly equally accessible from a given retrieval cue.
However, if the information cannot be represented in a single, unified mental model, and multiple models
must be built to accommodate the explicitly stated information, extra time is needed to retrieve information
associated with particular retrieval cues (Radvansky, Spieler, & Zacks, 1993).

One might also object to this interpretation of the findings by noting that oil is in the subordinate clause in
sentence (13), and is verified slower, and oil is in the main clause in (12), and is verified faster. However,
because the order of main and subordinate clauses is flexible, the order of the main and subordinate clauses can
be manipulated, and this has not been shown to modify the effects of first mention or the loss of accessibility
caused when a new substructure is initiated (Carreiras, Gernsbacher, & Villa, 1995; Gernsbacher et al., 1989).
The specific brain regions include the left dorsomedial prefrontal cortex (IMPFC), the temporal poles on both
sides of the brain, the left superior temporal gyrus, and the posterior cingulate cortex.

Causal relationships are immune to costs associated with the violation of iconicity, possibly because texts that
describe causal relationships tap a pre-existing schema.

Zwaan and Yaxley (2003) present evidence that an iconicity effect also holds for spatial relations. People
respond to target words faster when text is laid out the same way real objects are typically laid out. So, if the test
item has the word attic printed above the word basement, people respond quickly. The same effect does not
happen if the same two words are printed side by side.

There is some uncertainty as to how specific the emotions are that comprehenders attribute to characters (e.g.,
Gygax, Garnham, & Oakhill, 2004; Gygax, Oakhill, & Garnham, 2003; Gygax, Tapiero, & Caruzzo, 2007).
Recent ERP results also support separable effects of different kinds of coherence-establishing mental operations
(Yang, Perfetti, & Schmalhofer, 2007). The N400 component indexes the difficulty of constructing a bridging
inference, the P300 component indexes the creation of a referential co-indexing of two different but related
expressions (e.g., blew up versus exploded), and the N200 component indexes direct mapping of two identical
lexical items across a sentence boundary.

One of the notable aspects of postmodern Western literature is the degree to which it diverges from these
norms. For example, James Joyce’s novel Ulysses is famous as the first example of “stream of consciousness”
narrative, which more or less preserves temporal order, but which severely violates the expectation of causal
coherence. Kurt Vonnegut’s novels, such as Slaughterhouse 5, have causal structure, but severely violate the
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expectation of coherent temporal order, as signaled by one of the great opening sentences in twentieth-century
literature: :Listen: Billy Pilgrim has come unstuck in time.” But in folk tales and the kinds of stories we tell each
other over the dinner table, these aspects of story grammar are more or less fully in place.

9 One of the phenomena that is claimed to support the psychological reality of story grammars and their use in
real time to comprehend narrative is that elements that are higher in a story grammar representational
hierarchy are remembered better than elements that are lower in the putative hierarchy. However, as far as the
author is aware, these analyses have not been conducted when causal relatedness is controlled for. That is, it is
not clear whether position in the story structure or position on the causal chain is the actual factor that
accounts for the memorability of different parts of stories.

10 There is some uncertainty as to whether schematic knowledge is as structured as Bower et al., and Schank and
Abelson described it. Some of the consistency in the way different people report the organization of events in
typical episodes, like restaurant scenes and doctor visits, may be because the episodes are conveyed in story
format (Mandler & Murphy, 1983). So, it’s not clear whether the consistent structure of schemas is the result of
structured knowledge, or structure imposed on amorphous knowledge by storytelling conventions. It's
probably both.

11 Some accounts propose that clefting does not increase the activation of the focused concept. Rather, clefting
helps make the concept that the clefted element refers to distinct from other concepts in the discourse. Hence,
clefting raises the accessibility of the clefted element by making it more likely that memory retrieval processes
will find the appropriate element when a referring expression is encountered (Foraker & McElree, 2007; see
also Gordon, Hendrick, & Johnson, 2001).

12 There is some uncertainty about whether ashtray’s activation goes down because end table steals some of its
activation, or whether ashtray’s activation is decreased by enhancement and suppression processes that operate
independently on different elements of the discourse. Gernsbacher & Jescheniak (1995) argue that active
suppression is a better explanation than competition or activation stealing, because activation estimates for a
cataphorically marked expression remain the same when a second cataphorically marked element is introduced
into the discourse.

13 The P600 is an effect that is observed in ERP experiments when comprehenders encounter difficulty
interpreting a sentence. If a sentence is ungrammatical, it will cause greater positive voltage at the scalp
approximately 600 ms after the point where the sentence stops being grammatical.

14 Ferstl and Von Cramon (2001) failed to find right-hemisphere activation for incohesive and incoherent texts,
but their study involved pairs of sentences, rather than paragraphs.

15 Maguire et al. (1999) failed to find right-hemisphere activations in a PET imaging experiment that was very
similar to the St. George et al. (1999) experiment. Instead, they found that coherence differences modulated
activity in a set of left-hemisphere regions. A number of methodological differences, including spoken vs.
written text, pictures vs. titles, whole-brain imaging vs. region-of-interest analysis, might account for the
difference in outcomes.

16 The magnitude of these priming effects appears to be affected by how much constraint, or predictability, the
text provides. The left-hemisphere response to bridging inferences appears to be limited when the text does
not strongly predict one particular inference. The right hemisphere seems to activate inference-related
concepts whether the text strongly predicts one outcome or not (Virtue, van den Broek, & Linderholm, 2006).

17 These areas include the ventrolateral prefrontal cortices bilaterally (dmPFC), the ventrolateral prefrontal
cortex (VIPFC) in the left hemisphere, the angular gyrus/Wernicke’s area in the left hemisphere, the inferior
temporal lobe in the left hemisphere, and the anterior cingulate gyrus bilaterally.
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Reference

Speakers introduce characters, objects, and concepts into a discourse, and
then refer back to those same characters, objects, and concepts to provide new
information about them and to elaborate their meanings.' A listener therefore
must recognize when a new utterance or phrase refers back to a previously
introduced discourse element. If she fails to do this, her representation of the
discourse will resemble a list of unrelated statements, rather than a coherent
package that relates concepts to one another in a sensible way. Referential
processing is therefore one of the major mechanisms that contributes to
discourse coherence. This chapter focuses on the mental operations that
establish reference, processes that enable listeners to connect new portions of
a discourse to previously introduced portions.

Because speakers can choose from a variety of different kinds of referring
expressions, and because a particular referring expression can refer to more
than one concept, establishing co-reference—deciding that two different
expressions refer to the same thing—can be tricky. Take, for example, Steve
Miller’s classic song “The Joker.

Some people call me the space cowboy
Some call me the gangster of love
Some people call me Maurice

In the song, Steve Miller informs us that people call him by different names
(space cowboy, gangster of love, and Maurice).” These three expressions have
different meanings and fall into different classes of referring expressions.
Space cowboy and gangster of love are explicit noun phrases (or full-NPs) and
Maurice is a proper name. These three expressions also have different senses. If
you look up cowboy and gangster in the dictionary, they will have different
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Reference

Referent Referring expression

Gangster of love

Steve Miller Maurice

Clint Eastwood Space cowboy

James Garner
Tommy Lee Jones
Donald Sutherland

Figure 6.1 Quick, what does space cowboy mean? And who does it refer to?

definitions; and so they have different meanings in terms of their senses. But in terms of
reference, because all three terms are connected to Steve Miller, they all have the same
meaning, because they all have the same referent. This example shows that the same referent
(Steve Miller, in this case), can be referred to by any number of different referring expressions.

There are multiple mappings in the other direction as well. Consider the expression
Space cowboy. Space cowboy could refer to Steve Miller (because he says so), but it could also
refer to Clint Eastwood, James Garner, Tommy Lee Jones, or Donald Sutherland, because each
of those actors appeared in the 2000 movie entitled Space Cowboys in the role of an aging
astronaut (referred to as a “space cowboy”). Most types of referring expression, with the
possible exception of proper names like Clint Eastwood, are multiply ambiguous in this
way:* A given expression can refer to more than one thing, and a given thing can be referred
to by more than one referring expression (as diagrammed in Figure 6.1). Thus, speaking
involves making choices between different kinds of referring expressions; and interpreting
referring expressions in discourse represents an exercise in ambiguity resolution. (When a
speaker says space cowboy, which musician or actor is she referring to, or is she applying that
label to a new individual?)

Because the same referring expression can apply to multiple concepts, comprehenders
must do more than look up the dictionary meaning of the referring expression (its sense) to
discover its contextual meaning (its reference). Theories of discourse processing and reference
suggest that comprehenders represent the meaning of a discourse by building a situation
model (or discourse model) that contains fokens (mental place-holders) for characters, objects,
and concepts previously introduced by the speaker. To interpret a referring expression,
comprehenders use the referring expression as a retrieval cue to activate information
previously encountered in the discourse (or to search the lexicon and general knowledge if the
referring expression does not connect to information previously introduced in the discourse).
If the referring expression successfully reactivates information previously encountered in the
discourse, the comprehender may be able to connect the referring expression to one of the
tokens previously introduced into the situation model (additional subtleties will be addressed
below). The referring expression is called an anaphor and the token to which the anaphor
refers is the antecedent. When the comprehender successfully identifies the token that goes
with an anaphor, she has established co-reference. If the comprehender fails to identify a
previously established token to go with an anaphor, she has two basic options: She can
introduce a new token into the current situation model or she can build an entirely separate
model. This second option leads to the least coherent discourse representation, as the



comprehender is treating the new information as being completely unconnected with the
previous information (e.g., Klin, Guzmén, Weingartner, & Ralano, 2006).

Because anaphors are often ambiguous, establishing co-reference can be thought of as a
kind of inference process (see Haviland & Clark, 1974). Consider this example:

(1) Steve wanted to buy his son a gift for his birthday. He went to the pet store and bought
a puppy. He was delighted with the gift.

This mini-story has several expressions that could be taken as anaphors referring back to
previously introduced referents. Consider the two uses of his in the first sentence. Most
people would interpret the first use of his as referring back to Steve, but you would most
likely interpret the second his as referring to Steve’s son. His son does not have to refer to
Steve’s son, but most people would interpret it that way, because the gender features of his
match the gender features of a recently introduced, prominent character in the discourse
(Steve). Comprehenders can choose to interpret his as referring to a character that has not
been explicitly mentioned in the discourse (maybe the speaker is pointing at Steve’s friend
when she says his son, in which case his would refer to Steve’s friend, and not to Steve).
Recent neuroimaging and neurophysiological research shows that listeners do sometimes
make this kind of choice, especially when the gender features of the pronoun fail to pick out
a specific referent, but also that attaching the anaphor to a referent outside the current
sentence in this way leads to sustained processing costs (Nieuwland, Petersson, & van
Berkum, 2007; Nieuwland & van Berkum, 2008; see Callahan, 2008, and van Berkum, in
press, for recent reviews of ERP research on anaphora).

Full-noun-phrase (full-NP) anaphors like the gift also require acts of inference to
incorporate into the situation model. Most readers would conclude fairly quickly that the
noun phrase the gift and a puppy are one and the same, but this is not logically necessary—
it would just be pragmatically strange for the speaker to introduce the gift with the definite
article the without having previously introduced something that the gift could refer to. The
pronoun he in the final sentence could refer to Steve or to Steves son or, in special
circumstances, somebody besides either of those two.” This example shows that, even in a
very short discourse that is subjectively really easy to understand, your referential processing
system is working hard behind the scenes to deliver a sensible interpretation.

Given that speakers have a range of choices of forms for anaphors, and given that
comprehenders have a range of choices of how to interpret a given anaphor, how do
comprehenders successfully associate anaphors with referents? The answer is that the form
of the anaphor and the current state of the discourse representation both contribute by
providing cues that comprehenders can use to co-index (mentally connect) anaphors and
referents. The interpretation of an individual anaphor reflects the complex interplay of
factors associated with the anaphor and factors associated with possible referents. Although
interpretation depends on how anaphors interact with possible referents, lets start by
considering characteristics of referents separately from characteristics of anaphors. Let’s
hold off on the discussion of how the two interact for just a bit.

Characteristics of Referents
That Make Co-Reference Easier

Although the ease with which listeners can figure out which referent an anaphor refers to
depends on characteristics of both the referent and the anaphor, researchers have identified
characteristics of each that individually contribute to referential success or failure. One
major characteristic of referents that facilitates anaphoric reference is focus. Focus is
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defined in very specific ways in theories such as Sanford and Garrod’s scenario mapping
and focus framework, and Grosz and colleagues’ centering theory (see below), but, roughly
speaking, you can think of the focus of a discourse as being the topic (what the discourse
is about), the most important, and/or the most salient element in the discourse at a specific
moment in time. (Focus shifts over time as new concepts are introduced and as different
aspects of previously introduced concepts are highlighted.) All other things being equal,
it is easier to establish co-reference with a focused antecedent than a non-focused
antecedent. Further, focus is a matter of degree rather than an either/or proposition. The
focused element can stand out only a little bit from other, non-focused elements of the
discourse, or the focused element can be really super-focused and be very distinct from
other elements of the discourse. Language offers a number of ways to heighten the focus
on a particular referent. For example, syntactic position can affect the degree of focus.
Syntactic subjects, such as Steve in sentence (1) are more focused than words in other
syntactic positions, such as direct objects (e.g., a gift in (1)) or prepositional objects (e.g., his
birthday in (1)) (Gordon & Hendrick, 1997; Gordon & Scearce, 1995). As a result, listeners
have less difficulty resolving an anaphor that refers back to a syntactic subject (with the
exceptions noted below) than an anaphor that refers back to words in non-syntactic-
subject positions.

There are some cases, however, where unusual syntactic structure and unusual word
orders can make a given element even more focused than it would be if it appeared in
subject position in a common subject-verb-object sentence. Syntactic structures, such as
it-clefts and there-insertions lead to greater focus than the default subject-verb-object
syntactic form, as in examples (2) and (3):

(2) It was John who stole the money. (Compare to John stole the money.)
(3) There was a banker who stole a bunch of money. (Compare to A banker stole a bunch

of money.)

When speakers use it-clefts and there-insertions to introduce a referent (e.g., John, a banker),
listeners are more likely to produce an utterance that refers to John/the banker than in
contexts with non-clefted syntactic structure (e.g., John stole the money/A banker stole a
bunch of money). Listeners also respond more quickly to an anaphor that refers to the focus
of the clefted or there-inserted element (Almor, 1999; Almor & Eimas, 2008; Birch, Albrecht, &
Myers, 2000; Birch & Garnsey, 1995; Fletcher, 1984; Morris & Folk, 1998). Both the pro-
duction and the comprehension effects suggest that using a cleft or a there-insertion
enhances the activation of the focused element, making it stand out more from possible
alternative referents. This heightened prominence in the listener’s mental representation of
the utterance makes it easier for the listener to use the focused element in a continuation
sentence or retrieve the focused element when an anaphor refers to it.

Position in a sentence can also have an effect independent of the syntactic structure of
the sentence. All other things being equal, the entity that the speaker mentions first will be
more prominent than anything that the speaker mentions later in the sentence. As a result,
it is easier to refer to the first-mentioned participant than to any of the other participants,
independent of what kind of syntactic structure the speaker used. If a sentence introduces
more than one possible referent, the first-mentioned referent will enjoy a more prominent
position in the listener’s representation of the discourse. For example, Pam is the first-
mentioned referent in each of the following sentences (adapted from Gernsbacher, 1989;
Gernsbacher & Hargreaves, 1988):

(4) Ann beat Pam in the state tennis match.
(5) It was Ann who beat Pam in the state tennis match.
(6) According to Ann, Pam was a terrible loser.
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Figure 6.2 Visual-world eye-tracking results from Jarvikivi, van Gompel, Hy6na, &
Bertram (2005, p. 262)

In each of these sentences, Ann is the first-mentioned participant and Pam is second. In
(4), Ann is also the syntactic subject of the main clause in the sentence, but in (5) and
(6), Ann is not the main-clause subject. In (5) Ann is the object of the verb was; in (6) Ann
is a prepositional object, and Pam is the main-clause subject. If a subsequent sentence uses
the pronoun she, participants tend to interpret the pronoun as going with Ann, the
first-mentioned participant, regardless of the syntactic structure of the sentence and the
syntactic position (e.g., subject vs. object vs. prepositional object) that Ann occupies. Thus,
the first-mentioned participant is the most accessible referent and is the easiest target for an
anaphor to hit.®

Eye movement behavior can index how activated different potential referents are, and
such behavior shows that both syntactic position and order of mention affect the relative
activation of different potential referents. To establish these facts, Jarvikivi and his colleagues
(Jarvikivi et al., 2005) used a visual world paradigm involving spoken sentences in Finnish.
In Finnish, word order is less constrained than English, so syntactic objects can go before
syntactic subjects some of the time. It’s as if the speaker said,

Pam (object) beat in the state tennis match Ann (subject).” She ...
(meaning Ann beat Pam in the state tennis match.)

In the visual world experiment, pictures of famous people were used as referents and the
experimenters measured where people looked when they heard pronoun such as she.
Presumably, they would look at the most highly activated referent when they heard the
pronoun. The results of the experiment showed that both order of mention and syntactic
position (syntactic subject versus object) affected the way listeners interpreted the anaphor.
Figure 6.2 represents the results of the experiment. Anaphors led to more fixations on
pictures of subjects (e.g., Ann) than objects (e.g., Pam), but they also led to more fixations
on the first-mentioned participant (e.g., Pam) than the second-mentioned participant (e.g.,
Ann). When the subject appeared first, it had the most fixations. When the subject appeared
second, it attracted the same amount of fixations as the (first-mentioned) object. When the
object appeared first, it had about the same amount of fixations as the (second-mentioned)
subject. Second-mentioned objects attracted the fewest fixations. These data indicate that
both subject/object status and order-of-mention affected how activated different possible
referents were. Participants found it easier to attach the anaphor to the first-mentioned
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participant, whether the first participant was a subject or an object. They also found it
relatively easier to attach the anaphor to the syntactic subject, so both factors affected how
easy it was to identify the referent.

The way the referent is introduced into the discourse can also affect how focused or
salient the referent is, which in turn affects how easy it is to refer back to that entity. When
speakers want to emphasize an entity, they can use stress (loudness) or they can use an
indefinite article (e.g., This guy walks into a bar with a parrot on his shoulder ... vs.
A guy ...). People are more likely to continue the story by referring to guy when he has
been introduced with the indefinite this than the indefinite article a. Probe-recognition
times are also faster when guy is introduced with the indefinite this, and the level of
activation for this guy makes its referent more resistant to interference from other concepts
than a guy (Gernsbacher & Jescheniak, 1995).

The position of the referent in the larger discourse structure (structure above the level of
individual sentences) also affects how easy or difficult it is to establish co-reference. All
other things being equal, anaphors make contact with referents more easily for more
recently mentioned referents. Anaphors are harder to interpret as the distance between the
anaphor and the referent increases (Givén, 1983; O’Brien, 1987). Pronouns and full-NP
anaphors can be resolved fairly easily if a referent appeared within one clause prior to the
anaphor. Anaphoric reference becomes much more difficult if the referent appeared more
than one clause before the anaphor (Clark & Sengul, 1979). Clark and Sengul explain effects
like these by appealing to a special memory buffer. In their words (p. 35), “the last clause
processed grants the entities it mentions a privileged place in working memory. They
are ready to be referred to by nouns and pronouns.” So one reason why focused referents are
easier to refer to may involve a special part of working memory that is used to keep track of
the most important, topical, or relevant part of the discourse (but more about this later).

Semantic factors associated with the referent word also influence how easy it is to refer
to the referent with an anaphor. All other things being equal, it is easier to refer to a more
typical member of a category using either a pronoun or a full-NP anaphor that refers to a
general category. Consider the following pair of sentences:

(7) The ostrich lived in the zoo and it/the bird was very docile.
(8) The pigeon lived in the zoo and it/the bird was very docile.

Pigeon is a typical example of the category bird, while ostrich represents an unusual or
atypical example of the category. Subjects read the second half of sentences such as (7)
(it/the bird was very docile) slower than the equivalent part of sentences that resemble (8)
(Garnham, 1989; Garrod & Sanford, 1977; Sanford, Garrod, & Boyle, 1977, but see Almor,
1999). When listeners encounter the anaphor it or the bird, they must reactivate the referent
that the anaphor refers to. Because pigeon has more features that are typical of the category
bird, bird serves as a better memory retrieval cue for pigeon than ostrich.

Properties of the discourse model also make reference to specific discourse tokens easier
or more difficult. Discourse often sets up a spatial model—a representation of the physical
space in which objects reside and actors carry out their actions. Within such stories,
comprehenders track the movements of main and secondary characters, and they tend to
pay closest attention to whichever character is currently in focus (with an additional default
preference to pay attention to the main character; Morrow, 1985; Morrow, Bower, &
Greenspan, 1989; Rinck & Bower, 1995; see also Dutke, 2003). However, because attention
“spills over” from the focused character, objects that are in close virtual proximity can enjoy
an increase in activation or focus compared to their normal resting levels. This can facilitate
reference to those “close” objects, even when they have not been explicitly mentioned in the
text. In experiments where people either memorize the layout of a building or read stories



about familiar spaces, the amount of time it takes them to respond to probe words
representing objects in the story is essentially a straight line function of spatial distance
between the main character and the probed object in the “virtual world” represented by the
comprehender’s discourse model. Such effects extend beyond probe-word experiments,
however, as they are also observed in experiments where subjects merely read passages that
mention objects that are either close to or far away from the focused character’s location in
the virtual story space. Referring expressions are read faster when the referent objects are
close to the main character (where “close” is defined as distance in the virtual space defined
by the reader’s mental model of the story). Referring expressions are read more slowly when
the referent objects are further away from the main character (see also Glenberg, Meyer, &
Lindem, 1987).

In addition to conveying information about spatial relations, discourse also conveys
information about time (temporal information) either explicitly (by specifically saying that
xamount of time has passed) or implicitly (because comprehenders know how long different
events usually last). A session of Congress lasts longer than a house party. A house party
lasts longer than making a sandwich. The temporal structure of a narrative can change the
degree of focus on characters mentioned in the narrative (Ditman, Holcomb, & Kuperberg,
2008; Speer & Zacks, 2005; see also Zwaan, Langston, & Graesser, 1995). Specifically,
characters become less accessible after an explicit or implied event boundary, and becoming
less accessible makes it harder for comprehenders to connect an anaphor to the antecedent
character. In behavioral experiments, this translates to increased processing time for
anaphors when the appropriate referent was last mentioned prior to an event boundary. In
ERP experiments, temporal shifts lead to increased amplitude (size) of the N400 effect
(which can measure how difficult it is to integrate new parts of texts with older parts); and
some evidence suggests that, rather than being all or none, the brain’s response to temporal
shifts is graded. Longer time shifts produce the biggest increase in the N400 effect, medium-
sized time shifts produce smaller increases in the N400 effect, and the shortest time shifts
produce the smallest N400 effects (Ditman et al., 2008). So, if a subject heard, Dave and
Susan went to school before the session of Congress/the house party/making a sandwich.
After the session of Congress/the house party/making a sandwich, he..., it would be hardest to
identify the referent for he in the Congress version, and easiest in the sandwich version.

The comprehender’s situation model also keeps track of the current status of the various
characters introduced in the text, and situation model status can affect whether a given
antecedent is accessible and available for anaphoric reference (Nieuwland, Otten, & van
Berkum, 2007; van Berkum, Brown, & Hagoort, 1999). For example, a story might introduce
two characters, both of whom are female. Under these circumstances, referring to one of
the females with the very non-explicit pronoun she would be infelicitous (as in *Two girls
went to the store and she ...). Using the non-specific full-NP the girl as an anaphor would be
just as bad in this context. However, sometimes a story will have two female characters, but
one of them is not part of the current event because the character is located in part of the
virtual story space where she cannot interact with the focused characters. Consider the
following mini-story (adapted from Van Berkum et al., 1999):

David had told the two girls to clean up their room before lunch time. But one of the
girls had stayed upstairs in bed all morning and the other had gone downtown and had
not returned. When David went upstairs, he told the girl ...

Although this story introduces two girls, which could make reference with the full-NP the
girl infelicitous (bad), the ERP response to the girl in stories similar to this one is very
similar to the response when only one girl has been introduced into the story. The ERP
response to the girl in this kind of story is also very different than in stories where two girls
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have been introduced and both have been maintained in focus. This latter situation produces
a sustained increase in negative voltage (lasting several hundred milliseconds), and has
been given the label the nREF effect.

Discourse can also bring one character into focus and push another one out without
explicitly saying that one character has gone off somewhere. This can be accomplished by
manipulating properties of the verb in a sentence that introduces two characters. Consider
the sentence fragments in (9) and (10):

(9) Susan praised Rick because ...
(10) Susan apologized to Rick because ...

Most people would continue sentence (9) by saying something about Rick. By contrast, most
people would continue sentence (10) by saying something about Susan. The reason for this
is that the word because strongly suggests that the following clause will provide the reason or
cause for the action in the first clause (Traxler, Bybee, & Pickering, 1997; Traxler, Sanford,
Aked, & Moxey, 1997) and the verb in the first clause strongly implies that one character
really caused the action to happen (Garvey & Caramazza, 1974). So, normally Susan would
praise Rick because Rick did something good, and so Rick is the more direct cause of the
praising action. Normally, Susan would apologize to Rick because of something that she did,
not because of something Rick did (although the opposite is certainly possible, maybe Susan
apologized to Rick because he pulled a gun on her; maybe Susan praised Rick because she
was in a really good mood, not because of anything particularly praiseworthy that Rick did).

Verbs like blame and apologize are said to carry information about implicit causality
because, although they do not come right out and say it, the verbs imply that one of the
characters and not the other is the root cause of the action. Praise picks out its object as its
cause; apologize picks out the syntactic subject. Because understanding narrative involves
discovering the causes for the events described in the narrative, implicit causality verbs have
the effect of increasing the degree of focus on the implicit cause (Rick in (9), Susan in (10)).
As a result, it is easier for an anaphor to refer to Rick in (9) than in (10). In (9) implicit
causality information from the verb helps Rick compete for selection with Susan, even
though Susan is in the more prominent (subject) syntactic position. Although accounts
differ as to when and why, exactly, implicit causality affects focus and anaphoric reference,
language scientists generally agree that implicit causality does affect how difficult it is for
anaphoric expressions to refer to the characters involved in the event that the sentence
describes (Garnham, Traxler, Oakhill, & Gernsbacher, 1996; Guerry, Gimenes, Caplan, &
Rigalleau, 2006; Long & Deley, 2000; McDonald & MacWhinney, 1995; Van Berkum,
Koornneef, Otten, & Nieuwland, 2007).

General world knowledge—an individual’s storehouse of facts about the world and the
way things work—can also play a role in making anaphoric reference to specific referents
easier or more difficult. The effects of general world knowledge, in combination with the state
of the discourse model, can be observed in the acceptability of reference with definite and
indefinite articles (Hawkins, 1978, 1991). Definite articles include the closed-class function
word the, and contrast with indefinite articles, such as a/an. According to Hawkins’ (1991)
analysis, definite and indefinite articles are in complementary distribution. They behave like
Clark Kent and Superman. You never see Clark Kent in the same place and time where you
see Superman, and vice versa. Definite articles most often are used with noun phrases that
refer back to previously introduced referents; whereas speakers typically use indefinite articles
to refer to concepts that are being introduced into the discourse for the first time. However,
the use of definite and indefinite articles interacts with general world knowledge in the
following way: If a previously introduced concept has the appropriate knowledge structure, a
definite article can be used to refer to a newly introduced concept. For example, if a speaker



wanted to introduce the concept engine, normally engine would have to be preceded by an
indefinite article (e.g., an engine). But if the speaker has previously talked about a car, then
the definite article the is licensed (i.e., the speaker can use it). So, if the speaker says, John got
in his car, she can go on to say the engine started right away, using the definite article. This is
because everyone knows that cars have exactly one engine, and mentioning car suffices to
make its unique engine available in the discourse representation (it’s as if the speaker had said
John got in his car, which has an engine; only the speaker does not have to point out the
obvious; listeners’ world knowledge will supply the “missing” information).” The speaker can
then use the definite article to point back to the implicitly introduced engine and the listener
can readily find the referent for the definite description the engine (Garrod & Sanford, 1981).
Having a single, unique engine also rules out using the indefinite article in this case. Even
though engine has not been mentioned, and normally speakers introduce previously
unmentioned entities with indefinite articles, it would be strange to say

(11) John got in his car. An engine started right away. (Unless the engine that started is in
a completely different car than Johnss.)

Indefinite articles can pick out subsets of previously introduced discourse entities, if doing
so is licensed by general world knowledge. A speaker can say, I went to a wedding last
weekend and a bridesmaid fell into the koi pond, because unlike cars and engines, weddings
often have more than one bridesmaid. In this case the bridesmaid would sound strange,
unless the speaker has previously established that the wedding only had one bridesmaid.

General world knowledge also affects whether unheralded pronouns (or unheralded
anaphors more generally) can be used to establish links to concepts implicitly introduced
previously in the discourse. An unheralded pronoun is a pronoun that refers to a concept
that has not been explicitly introduced by the speaker. Normally, using a pronoun without a
previously introduced referent is problematic, as in the use of the unheralded she in the
following:

?She picked up her bags and Susan went to the airport.
p p g P

But world knowledge can implicitly introduce a referent that the unheralded pronoun can
refer to. If someone at your college said I went to the football game on Saturday, you could
use an unheralded pronoun in the question Did they win? and it is highly likely that your
partner would correctly infer that they refers to the home team.

To summarize, a number of factors associated with referents makes resolving anaphors
easier or more difficult. Syntactic position, narrative structure above the sentence level,
semantic properties of referents, properties of the discourse, and the organization of world
knowledge all affect how easy it is to use an anaphor to pick out a particular referent. The
next section summarizes some of the properties of anaphors that also make reference easier
or more difficult.

Characteristics of Anaphors
That Make Co-Reference Easier

As mentioned previously, anaphors come in different flavors. Zero anaphors are the least
explicit and can be used felicitously only in contexts where only a single, prominent entity
is in the focus of attention, which normally occurs when the anaphor is produced soon after
the antecedent, as in John went to the store and (zero anaphor) bought some milk. Proper
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names are the most explicit anaphor form, they can be used when many words intervene
between the anaphor and the antecedent, and they can be used in the face of multiple
possible competitors, as in Clint, Donald, James, and Tommy Lee went to the store this
morning after they finished shooting the last scene of the blockbuster film “Space Cowboys” and
Clint bought some milk. All other things being equal, a more explicit anaphor will make
establishing co-reference easier. In sentences where explicit name anaphors are felicitous
(see below), explicit names lead to the shortest probe-reaction and reading times and they
have the greatest impact on possible competitors (Gernsbacher, 1989). Consider these
sentences (adapted from Gernsbacher, 1989):

(12) Ann beat Steve in the state tennis match and she/Ann celebrated all night long.
(13) Ann beat Steve in the state tennis match and he/Steve cried all night long.

Here, there are two possible antecedents, Ann and Steve, that differ in gender (one is
female, one is male). The activation levels of the possible antecedents, Ann and Steve can
be estimated using probe-reaction methods at different points in the sentence—before and
after the anaphor, and at the end of the sentence.’® Probe-reaction methods show that
pronouns have weak effects on the relative activation of possible antecedents (e.g., reaction
time to the probe-word Ann is about the same just before and just after the pronoun she).
But using the names rather than the pronouns as anaphors has more powerful effects.
Activation levels of the antecedent increase sharply when a name is used as the anaphor,
and activation levels of the competing referent decrease sharply (reaction time to Steve
increases dramatically when Ann, rather than she, is the anaphor; and the same pattern
holds for Ann when Steve is used as the anaphor). Similar results have been found for full-
NP anaphors when words that are semantically associated with the antecedent are probed,
rather than the antecedent itself (Greene, McKoon, & Ratcliff, 1992; see also Chang, 1980;
Corbett & Chang, 1983; MacDonald & MacWhinney, 1990). In one set of experiments, a
context sentence introduced a referent, such as burglar, that was subsequently referred to
with a full-NP anaphor (e.g., criminal; Dell, McKoon & Ratcliff, 1983). Activation for the
antecedent burglar was assessed by comparing reaction time to words that had been
introduced in the same proposition as burglar to random control words. Subjects responded
more quickly to concepts associated with the antecedent after the antecedent had been
reinstated in working memory by the full-NP anaphor (see also Nicol & Swinney, 1989).
Less powerful effects are associated with less explicit anaphors.

Anaphors also come with lexical features, such as gender and number that can help pick
out an antecedent from among possible competitors. English has an impoverished gender
marking system compared to other languages, such as Russian, French and Spanish. In
English only human and a subset of animate nouns are reliably marked for gender."
Nonetheless, English pronouns (and other languages’ pronouns as well) carry lexical features
that do discriminate between males and females, between singular and plural referents, and
between animate and inanimate referents. When gender, number, or animacy features of the
anaphor match only one possible referent, resolving the anaphor is easier than in cases
where the lexical features of the anaphor match more than one possible antecedent. Such
effects may reflect the use of lexical features to restrict the set of possible referents that
become reactivated in response to the anaphor, but the prevailing opinion amongst language
scientists appears to be that anaphors automatically reactivate potential antecedents, even
antecedents whose features clash with the lexical features of the anaphor.

According to memory-based processing approaches, an anaphor causes potential
antecedents to quickly resonate (like a tuning fork can cause piano strings to resonate). This
resonance process has all the hallmarks of an automatic process—it is fast, occurs outside of
conscious control, and is dumb. Studies of anaphor resolution in contexts where there are no



possible matching antecedents show that people very quickly determine when an anaphor
cannot be resolved (i.e., it has no matching referent in memory; Cook, Myers, & O’Brien,
2005; Glucksberg & McCloskey, 1981; Nieuwland & van Berkum, 2008). Memory-based
processing explains such effects as representing the rapid effects of the resonance process.
The anaphor (like a tuning fork) sends a signal simultaneously to the contents of working
(active) memory and long-term memory. In cases where there is no matching antecedent at
all (or where the activation triggered by the resonance process is divided among too many
possible antecedents), nothing in memory will resonate strongly enough to the anaphor to
be considered as a possible antecedent. Under those circumstances, the listener may very
well conclude that the anaphoric expression is really introducing a new discourse entity.

The “dumb” part of the resonance process can be demonstrated in experiments where
antecedents that should not be considered, because they are in positions where they cannot
co-refer, nonetheless compete for selection with the correct antecedent (Almor, 1999;
Badecker & Straub, 2002; Kennison, 2003; Sturt, 2003). Similarly, mismatch of lexical
features between anaphors and antecedents does not appear to stop the mismatching
antecedents from resonating. However, lexical features are used to quickly weed out potential
antecedents that mismatch the anaphor with respect to number, gender or animacy (as in
memory-based processing approaches, Cook et al., 2005; Foraker & McElree, 2007; Greene
etal,, 1992; Klin et al., 2006; Myers & O’Brien, 1998; O’Brien, 1987; see also Hintzman, 2001;
but see Arnold, Eisenband, Brown-Schmidt, & Trueswell, 2000; Osterhout, Bersick, &
McLaughlin, 1997). Reading and probe-reaction times are slower when the lexical features
of an anaphor match both the features of a structurally accessible antecedent and a
structurally inaccessible antecedent—the referential processing system treats the anaphor as
if it were ambiguous. Response times are faster when the features of the structurally
inaccessible antecedent also clash with the features of the anaphor. Resonance processes also
appear to reactivate individual features of antecedents in circumstances where people fail to
fully establish the link between the anaphor and its antecedent (Klin et al., 2006).

So, rather than being all-or-none, and rather than being carried out in a single
undifferentiated process, resolving an anaphor involves a two-stage process. In the first
stage, the anaphor serves as a retrieval cue, which causes information in memory to resonate
(become more active). If no information in memory strongly resonates, comprehenders
quickly realize that the anaphor fails to co-refer with an antecedent. In cases where
information does resonate strongly, comprehenders carry out a second stage of processing
in which they evaluate the characteristics of the resonating information, and they choose to
connect the anaphor to the resonating information that most closely matches the lexical,
syntactic, and pragmatic requirements of the anaphoric expression. This process is easier
when only one potential antecedent matches the anaphor’s features (Garnham & Oakhill,
1985). The process of resolving co-reference is more difficult when some features of the
potential antecedent match the anaphor, but others do not (as when syntactic prominence
favors one potential antecedent, but the gender features favor another).

The Relationship between
an Anaphor and Possible
Referents Affects Anaphor Resolution

Anaphor resolution requires the listener to use features of the anaphor to search memory
for the referent whose lexical and discourse features are most closely aligned with the cues
that the anaphor provides. Referring expressions differ along a dimension of explicitness,
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and research employing continuation methods, where subjects read a fragment of text and
produce an utterance that reflects what they think will happen next, show that the form of
the anaphor reflects how salient or prominent the referent is in the discourse model. More
salient or prominent antecedents are referred to with less explicit anaphors (pronouns or
zero anaphors). Less salient or prominent antecedents are referred to with more explicit
anaphors (full-NPs or proper names). Given that speakers tend to produce different kinds
of anaphoric expressions for more versus less salient antecedents, it should be possible for
listeners to make use of the explicitness of the anaphor to figure out what the anaphor refers
to, and in fact, this is what they appear to do. Consider the following:

Steve gave his son a gift and he ...

Because the speaker used a non-explicit anaphor, and because Steve is the most prominent
player in the discourse, listeners will prefer to interpret he as co-referential with Steve, even
though this is not logically necessary. For example, if the preceding fragment continued

... thanked him profusely ...

the pronoun he would most likely refer to the son and not to Steve. So, perhaps the speaker
should have said

... and the son thanked Steve profusely ...

in order to avoid confusion.

If pronouns are very ambiguous and proper names are far less ambiguous, and if proper
names more powerfully reduce the activity of possible competitors, why don’t speakers just
stick to proper names, or better yet, serial numbers? Like this:

maer112222° BUSTET 10 traded some

but Rocky, . ..., stole the cigarettes

Rocky, ., Wwas talking to Buster
cigarettes ., .. ..., with Jethro
right away.

Inmate #113333’ Cigs#555555)

Including the full name, rank, and serial number eliminates any possibility of mis-assigning
the anaphor to the wrong referent.

The answer comes in two parts. First, in normal circumstances, lexical, discourse, and
pragmatic cues provide enough information to enable the listener to uniquely identify a
referent for each anaphor. Second, perhaps more importantly, using a more explicit anaphor,
such as a proper name, when a less explicit anaphor is possible, creates problems for the
listener (Almor, 1999; Gordon, Grosz, & Gilliom, 1993; Grosz & Sidner, 1986; Gundel,
Hedberg, & Zacharski, 1993). Compare the following sets of sentences:

(14) Steve bought a puppy. Steve brought the puppy home. Steve gave the puppy to
Steve’s son.
(15) Steve bought a puppy. He brought it home. He gave it to his son.

In (14), the proper name Steve appears repeatedly, which should make figuring out who
Steve refers to fairly easy (they’re all the same, right?). In (15), the pronoun he appears
instead of Steve in the second and third sentences, which should complicate the process of
determining that he in the second and third sentences co-refers with Steve (because he
could refer to Steve, the puppy if it's male, or someone not yet mentioned). But despite the
greater ambiguity of he relative to Steve, raters blind to the purpose of the study prefer the
sequence in (15) to the sequence in (14), they take less time to comprehend the sequence in
(15) than (14), and their brain wave activity indicates that they have less trouble integrating



the second and third sentences with the first in (15) compared to (14) (Camblin, Ledoux,
Boudewyn, Gordon, & Swaab, 2006; Garnham, Oakhill, & Cain, 1997; Gordon & Hendrick,
1997; Ledoux, Gordon, Camblin, & Swaab, 2007; Swaab, Camblin, & Gordon, 2004). The
greater processing difficulty that sometimes accompanies proper name and full-NP
anaphors (as compared to pronoun anaphors) is called the repeated name penalty and it
shows that more explicit anaphors are not always better than less explicit anaphors. Recent
functional imaging (fMRI) research further indicates that the brain response to proper
name anaphors differs from the response to less explicit forms (Almor, Smith, Bonilha,
Fridriksson, & Rorden, 2007).

Why is a more explicit anaphor sometimes worse than a less explicit anaphor? A
detailed answer will wait until we consider some detailed theories of how co-reference is
established, but the core issue is that, in sequences like (14), the characteristics of the
anaphor (in particular its very explicit nature) are incompatible with the current state of
the discourse model. We use explicit proper name anaphors to pick out either very
weakly activated antecedents or to select from among a set of more than one highly
activated antecedents. If we use an explicit form when there is only one highly activated
possible referent, the listener might wonder why we are providing more information
than required (a violation of the Gricean maxim of quantity). Alternatively, the listener
may assume that the repeated name refers to a new discourse entity and therefore take
extra time to set up a new token for that new entity. Further, because the new and old
tokens have the same name (e.g., Steve), the listener will have difficulty keeping the
two representations separate (leading to similarity based interference, e.g., Gordon,
Hendrick, & Johnson, 2001).

Binding Theory

The relative positions of referents and anaphors in a syntactic structure interact with
specific anaphor forms to determine whether an anaphor can refer to a specific previously
introduced entity. One linguistic theory that seeks to explain how different kinds of
anaphors can refer to particular antecedents in particular syntactic positions is binding
theory (Chomsky, 1981, 1986; see Gordon & Hendrick, 1997, 1998 for very readable
descriptions of the theory). Chomsky divides anaphors into three categories, which
correspond to regular pronouns such as he, she, him, and her, reflexive pronouns such as
himself and herself, and R-expressions, which include proper names. He suggests that
different types of anaphors'? are in complementary distribution, where distribution is
defined across syntactic positions in sentences. For example, reflexive pronouns like himself
and herself must pick out an antecedent that is in the same clause of the sentence. So, while
(16) is acceptable, (17) is not:

(16) Jane , saw herself(i) in the mirror.
(17) *Jane thought that Tom saw herself(i) in the mirror.

(Thelittle ; markers are meant to indicate which referent the anaphor refers to.) If a speaker
wants to express the idea that Tom saw Jane in the mirror in (17), the speaker would have to
use a regular pronoun (e.g., her) or the proper name (e.g., Jane), as in (18):

(18) Jane thought that Tom saw m(i)/ Jane , in the mirror.

Compared to reflexives and what they can refer to, the opposite pattern holds for regular
pronouns, like him and her. These kinds of anaphors may not refer to an antecedent in the
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same clause; they must refer to an antecedent in a different clause than the one they appear
in. As a result, (19) is acceptable, but (20) is not:

(19) Tina, was sick and shem spent a week in bed.
(20) *Tina  saw herm and she(i) spent a week in bed.

In (20) her may not refer to Tina (She saw Tina’s brother, likewise cannot be interpreted as
meaning Tina saw Tinas brother). Chomsky says that this is because, in the syntactic
structure of sentence (20), the noun phrase containing Tina c-commands the phrase that
contains the pronoun her (in Chomsky’s system, if the structural node immediately above
Tina includes the phrase that the pronoun her appears in, the NP that contains Tina is said
to c-command the NP containing the pronoun her). Pronouns like he, she, him, and her are
said to be free, because they can refer to antecedents outside their immediate syntactic
environment (e.g., their own clause). Reflexives like himself and herself are not free, because
they must find their antecedents within the same clause. Chomsky developed three basic
rules that explain how different kinds of anaphors are distributed in different syntactic
environments, and these are called Principles A-C (see Chomsky, 1981, p. 188).

Principle A says that a reflexive must be bound (has to have an antecedent) in the same
clause.

Principle B says that regular pronouns may not refer to an antecedent in the same local
syntactic structure (clause, roughly).

Principle C says that R-expressions (e.g., proper names) also cannot have an
antecedent that is in a c-command relationship with the phrase that contains the
R-expression.

The chief support for this theory comes from trained linguists’ intuitions about what is
acceptable and what is not.

Recently, Chomsky’s binding theory has been subjected to testing by language scientists
who deployed a variety of judgment and behavioral measurements (Badecker & Straub,
2002; Clifton, Kennison, & Albrecht, 1997; Gordon & Hendrick, 1997, 1998; Gordon &
Scearce, 1995; Kennison, 2003; Nicol & Swinney, 1989; Sturt, 2003; Yang, Gordon,
Hendrick, & Hue, 2003; Yang, Gordon, Hendrick, Wu, & Chou, 2001). Testing theories about
linguistic representation and processing faces some of the same challenges that arise in the
testing of new medical and pharmaceutical treatments. Namely, if the researcher has prior
beliefs about what the outcome of the study should be, this may taint data collection and
analysis in more or less subtle ways. Usually, the researcher winds up paying more attention
to evidence that favors the preferred hypothesis and less attention to evidence that
contradicts the preferred hypothesis. Using intuitive judgments as the main or sole basis of
theory testing is therefore a scientifically risky proposition.

To get around this problem, Peter C. Gordon and Randall Hendrick (1997) had naive
raters (college students) who were fluent speakers of English judge the acceptability of
different kinds of anaphors in different kinds of syntactic environments. Specifically, they
tested whether reflexive pronouns could refer to antecedents within or outside their “home”
clause. They also tested whether regular pronouns could refer to antecedents in similarly
distributed positions. In addition, they tested the conditions under which repeated name
reference was acceptable in different syntactic environments; and they manipulated
whether an antecedent was focused (as in a sentence with an it-cleft) or unfocused (as in a
regular subject-verb-object sentence). Together, raters’ opinions about whether specific
antecedent-anaphor relationships were acceptable should tell us whether naive, fluent
speakers use rules such as Principles A-C to make and evaluate connections between



anaphors and antecedents. This study does not suffer from the “self-fulfilling prophecy”
problem because naive raters did not know what theories were being tested nor how their
behavior should look according to binding theory.

College students’ ratings were very consistent with Principles A and B. They hated
sentences such as John thought that Susan injured himself, and they liked sentences such as
John thought that Susan injured herself (Principle A). They hated sentences such as She called
Susan if she and Susan were supposed to refer to the same person, but they liked Susan
called before she came over (Principle B). Principle C did not fare so well. Gordon and
Hendrick found that the acceptability of repeated name anaphors was strongly dependent
on the focus status of the potential antecedent (unfocused antecedents were greatly
preferred to focused antecedents). Because binding theory does not incorporate
psychological focus as a governing principle, it cannot account for such effects.”® Principle
C also implies that a name anaphor should be an acceptable way to refer back to a previously
introduced referent, as long as the referent does not c-command the anaphor. So, sequences
such as John  said that ]ohn(i) would win (Gordon & Hendrick, 1997, p. 338) should be
perfectly fine, but raters who do not already believe in binding theory judge expressions like
that as being marginally acceptable at best.

Behavioral experiments involving eye tracking and self-paced reading have also cast
doubt on Principle C (Badecker & Straub, 2002; Kennison, 2003; Sturt, 2003; but see
Clifton et al., 1997; Nicol & Swinney, 1989). The general approach taken in these
experiments is to place a referent in a syntactic position where it should be “invisible” to
an anaphor, because one of the principles in binding theory says that an antecedent in that
position cannot co-refer with an anaphor in another position. In a mini-discourse such as
(21), the reflexive pronoun himself can co-refer with surgeon but not with Jonathan or
Jennifer.

(21) Jonathan/Jennifer was pretty worried at the hospital. He/She remembered that the
surgeon had pricked himself with a used syringe needle.

Experiments like these can test binding theory because binding theory says that
manipulating the initial character (Jonathan vs. Jennifer) should have no effect on
processing the reflexive pronoun himself. This is because binding constraints should
prevent the reader from ever considering Jonathan or Jennifer as being the antecedent
that goes with the reflexive pronoun. Nonetheless, different labs using different reading
time measures on different subject populations have found that the status of the
“inaccessible” referent (Jonathan, Jennifer) does affect how difficult it is to figure out who
the reflexive himself refers to (as indicated by how long it takes people to read the reflexive
pronoun and the material that follows). When Jonathan appears in the “inaccessible”
position, readers spend more time reading the reflexive pronoun and the following
material compared to when the gender-mismatching antecedent Jennifer appears in that
position. This result is straightforwardly incompatible with binding theory, but it is
consistent with memory-based resonance approaches to anaphoric reference. According
to resonance theory, all potential antecedents in the story resonate to the reflexive
pronoun (even the ones that have a different gender). So, even though syntax may rule
out Jonathan as co-referring with himself, Jonathan still resonates after people read the
reflexive pronoun himself, and so Jonathan has to be weeded out as a referent in a later
evaluative stage. Experiments like these suggest that binding constraints may help in
referent selection, but they do not serve as an initial “filter” that prevents the referential
processing systems from considering antecedents based on their relative positions in
syntactic structures.
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Psycholinguistic Theories
of Anaphoric Reference

Having described some of the characteristics of antecedents and anaphors and how
antecedents and anaphors interact, let’s turn to some theories that have attempted to
incorporate judgment and behavioral data in their explanations of how people respond to
anaphors. In particular, let’s look at the focus mapping framework, centering theory, and the
information load hypothesis in turn.

The memory focus model

Simon Garrod and Tony Sanford were among the first researchers to suggest that resolving
anaphoric expressions (i.e., connecting anaphors to antecedents) involves a two-stage
process (Garrod, Freudenthal, & Boyle, 1984; Garrod & Sanford, 1983; Garrod & Terras,
2000). They called the first stage of processing bonding and the second stage binding. The
first stage of the focus mapping system involves the activation of potential antecedents and
the second stage involves evaluating the activated potential antecedents for the degree of fit
with the anaphor (similar to the memory-based/resonance approaches outlined previously).
The memory focus model deals with salience/prominence effects by proposing that the
contents of memory can be divided into a set of entities that are in explicit focus and a
further set of entities that are in implicit focus. Explicit focus includes those discourse
entities that are active in working memory and are immediately available to be referred to.
Implicit focus includes discourse entities that enjoy a relatively high degree of activation in
long-term memory, by virtue of being mentioned previously in the discourse or by being
strongly associated with the current contents of working memory (as in the car-engine
example, (11) on p. 249). The contents of explicit and implicit focus change over time.
Entities can enter explicit focus if the speaker names those characters, objects, or concepts.
Entities can also enter (or re-enter) explicit focus when they are referred to by an anaphor.
An entity can remain in explicit focus so long as the entity is re-mentioned or remains the
topic of the discourse. An entity can slip into implicit focus, and eventually out of implicit
focus, if the speaker does not refresh the trace of the entity by mentioning it. The memory
focus model helps explain why different kinds of anaphors are used in different
circumstances—antecedents in explicit focus will lead to the least explicit anaphors
(pronouns, zero anaphors), while antecedents in implicit focus or out of focus will require
more explicit forms (full-NPs, names). The model also explains why reading times for the
same referring expressions are different when the antecedent has been focused versus de-
focused (Garrod et al., 1994). The model’s stipulation of two-stage bonding and binding is
consistent with eye-tracking results showing that early responses to anaphoric expressions
(including full-NPs) are dominated by prestored lexical features, while later responses are
dominated by the degree of fit between the anaphoric expression and the characteristics of
the situation that the text describes (Garrod & Terras, 2000).

Centering theory

Centering theory, like the memory focus model, also makes some specific claims about how
discourse is represented in the mind of the listener, and how the form of the discourse
representation influences anaphoric reference (Gordon et al., 1993; Gordon & Hendrick,
1998; Gordon & Scearce, 1995; Grosz & Sidner, 1986). Specifically, centering theory suggests



that each expression in a discourse contains two kinds of centers: a single backward-looking
center, and a set of forward-looking centers. The backward-looking center provides the means
of connecting the current expression with previous expressions. The forward-looking
centers provide a set of concepts that future expressions can connect to. Consider the mini-
story in (22) (from Tim Dorsey’s Florida Roadkill):

(22) Serge slapped a fifty-pack of hundred-dollar bills on the glass display case. Without
even showing his false driver’s license, Serge walked out the door with TEC-9 and
MAC-10 burp guns, two Peacemakers, three hunting rifles, scopes, and Sharon’s
kevlar ensemble.

The first sentence provides a number of concepts that could be picked up by the following
sentence: Serge, a fifty-pack of hundred-dollar bills, the glass display case. The following
sentence has a backward-looking center, Serge, that maps to the subject (and first-mentioned
entity) in the preceding sentence. The second sentence in turn, offers its own set of forward
looking centers: Serge (again), (Serge’s) false drivers license, the door, TEC-9 burp gun, MAC-
10 burp gun, two Peacemakers, three hunting rifles, scopes, Sharon, Sharon’s kevlar ensemble.
In fact, the story continues in the following sentence with Serge as its backward-looking
center, maintaining Serge in a prominent position in the discourse." So, while there is only
one backward-looking center per expression, there can be any number of forward-looking
centers, and these forward-looking centers will be ranked in the listener’s mental
representation according to their prominence in the discourse. All other things being equal,
syntactic subjects will be more prominent than words in other syntactic positions. Degree
of focus can be manipulated as described previously. All other things being equal, it will be
easier for a backward-looking center to make contact with the most prominent forward-
looking center than with less prominent forward-looking centers, which is consistent with
the experimental evidence outlined above.

According to centering theory, listeners maintain a coherent discourse representation by
connecting each new backward-looking center to one of the forward-looking centers in the
preceding discourse. This process is facilitated when the form of the referring expression is
appropriate given the prominence of the forward-looking center to which the referring
expression should attach. As suggested by Grosz and colleagues and other theorists (e.g.,
Garrod and Sanford, 1983), because pronouns carry so little semantic information of their
own (little beyond number and gender),they strongly signal that their meaning should be
determined via connections with the preceding discourse. As a result, pronouns serve as
instructions to the discourse-processing system that say, in effect, “search the discourse
representation for something to connect to” More explicit referring forms, full-NPs and
names for example, carry much more semantic information of their own (compare, e.g.,
him to space cowboy). As a result, according to centering theory, explicit referring forms do
not instruct the discourse-processing mechanism to perform a memory search. Instead,
explicitly referring forms instruct the listener to introduce a new discourse entity into the
situation model. Only after the new entity has been introduced into the discourse
representation will the listener attempt to integrate the information associated with the new
referent with information that was previously entered into the situation model.

Centering theory can help explain a number of phenomena related to referential
processing. First, centering theory predicts that the form of the referring expression should
vary with the prominence of the antecedent, which is correct. Centering theory also predicts
that pronouns that refer to prominent entities should be easier to understand than pronouns
that refer to less prominent entities, which is also correct. Finally, centering theory offers a
straightforward explanation for why repeated names can lead to processing difficulty. In
sequences like (23), based on (14) above,
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(23) Steve bought a puppy. Steve brought the puppy home. Steve gave the puppy to
Steve’s son.

Steve is the most prominent forward-looking center in the first sentence. As such, centering
theory suggests that if the backward-looking center of the following sentence is to make
direct contact with Steve, it should use a pronoun (because a pronoun instructs the processor
to search the discourse representation for a matching center, not to introduce a new entity
into the discourse; see also Ariel, 1990; Gundel et al., 1993). In (23), because the second
sentence includes the proper name Steve, the first thing the listener does is set up a new
token in the discourse representation (call it Steve-#2). This prevents the listener from
immediately recognizing the relationship between the first and second sentences, and it
means that the listener must engage in additional inferential processing to establish the link
between Steve-#2 and the Steve that was mentioned in the first sentence (Gordon &
Hendrick, 1998). Repeating names, as in (23) also leads to a different pattern of brain
response than using more felicitous pronouns, as demonstrated by a recent fMRI study by
Amit Almor and colleagues (2007; see also Nieuwland et al., 2007).

When the referent of a proper name is less prominent in the discourse representation,
a different set of problems arises, which changes the relative benefits and costs of proper
names and pronouns. Consider the sequence in (24):

(24) The puppy was the best gift that Steve gave to his son David at his eleventh birthday,
which was held at John’s house. *He played with it all afternoon.

Here, a pronoun is a really bad choice, because there are too many possible referents, and if
He is supposed to refer to Steve, Steve is in a very non-prominent position. In this case, the
costs associated with the proper name (introducing a new referent and then engaging in
processes to establish equivalence with a previously introduced entity) are outweighed by
the benefits of having stronger cues to the identity of the referent, so the proper name, not
the pronoun, is the preferred form.

One potential drawback of centering theory is that it suggests that the most prominent
forward-looking center is held in a special memory buffer, which makes it especially easy to
refer to with a pronoun in a subsequent sentence. According to Stephani Foraker and Brian
McElree (2007), entities that are held in focal attention in this way are identified more
quickly than entities that do not enjoy focal attention. They predicted, therefore, that if a
focused discourse entity in a mini-story really was placed in a special buffer, then subjects
should respond to pronouns that refer to the focused entity faster than pronouns that refer
to non-focused entities from the same sentence. However, when they used speed—-accuracy
tradeoff (SAT) methods to measure how long it took people to co-index anaphors and
antecedents under different conditions, they found that focused and non-focused entities
were accessed at the same speed.”® The difference between focused and non-focused
referents was that readers were more successful at retrieving the focused than the non-
focused referents. But when they did succeed in retrieving focused and non-focused
referents, they did so equally quickly for both kinds.

Informational load hypothesis

The informational load hypothesis (ILH) was formulated to address some very detailed
aspects of listeners’ behavior as they processed sentences containing anaphoric expressions
(Almor, 1999; see also Almor & Eimas, 2008; Almor, Kempler, MacDonald, Anderson, &
Tyler, 1999; Almor et al., 2007). Like centering theory, the ILH proposes that different kinds



of referring expressions are more acceptable in some contexts than in others. Specifically,
the information conveyed by the anaphor must be appropriate to the context that the
anaphor appears in. Some referring expressions convey little or no information (e.g., the
pronoun it), some convey more information than that (e.g., a full-NP such as the bird), and
some convey a large amount of fairly specific information (e.g., full-NPs such as the ostrich
and the ostrich that is standing over there with its head in the sand). The amount of
information that is carried by the referring expression itself is referred to as its informational
load (hence the name for the hypothesis).'® At the center of the ILH is the idea that speakers
should include enough information in their referring expressions so that listeners can
identify the referent, but no more than is absolutely necessary (again, in line with Grice’s
principle of quantity). When there is a mismatch between the information required to
establish co-reference and the information contained in the referring expression, listeners
engage in unnecessary inference processes to try to figure out why the speaker is being so
long-winded.

Information load can help explain why some sequences of antecedents and referring
expressions are easier to understand than others. Consider the sequences in (25) and (26):

(25) The robin laid an egg. The bird sat on the egg until it hatched.
(26) The bird laid an egg. The robin sat on the egg until it hatched.

Sequences like (25) are easier to understand than sequences like (26) (e.g., Garrod &
Sanford, 1977). The ILH explains the difference between (25) and (26) by appealing to the
informational load carried by the referring expression in the second sentence. Because bird
is less specific than robin, bird carries little or no new information, and so the listener treats
it more like a regular old pronoun—i.e., the listener rapidly attempts to find a matching
element in the previous discourse (which is not too hard, because the potential referent
robin is sitting in a prominent position in the discourse representation). By contrast, the
referring expression robin in the second sentence of (26) does carry some new information,
because it is more specific than the alternative expression bird. As a result, listeners are more
likely to treat the robin in (25) the way they treat a proper name. That is, their initial reflex
will be to create a new token in their discourse representation that corresponds to robin, and
only later will they attempt to integrate robin with bird. So (26) involves greater manipulation
of the discourse representation and a later attempt to integrate the two sentences, leading to
greater reading times for (26) compared to (25).

The ILH differs from other accounts of referential processing by proposing that focus
critically affects the way more specific (e.g., robin) and more general referring expressions (e.g.,
bird) are handled by processes involved in co-reference. Like other theories, the ILH predicts
that non-explicit anaphors will work better the more focused or prominent the antecedent is.
Likewise, both the ILH and other theories (e.g., centering theory) predict that repeated name
or repeated full-NP anaphors should be easier to process when their antecedent is un-focused
(evidence supporting this claim appears above). Unlike other theories, however, the ILH says
that processing difficulty depends on both focus on the antecedent and the amount of new
information that the anaphor carries (its informational load). The interaction of focus and
information load means that some anaphors that refer to strange or atypical category members
should be processed faster than anaphors that refer to more common or typical category
members, but only if the antecedent is focused (which would reverse the normal pattern that
occurs with un-focused antecedents; see Garrod & Sanford, 1977). Let’s say we converted
Garrod & Sanford’s ostrich-bird sentences into highly focused versions like this:

(27) What the girl saw was the ostrich. The bird ...
(28) What the girl saw was the robin. The bird ...
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Reading time experiments confirmed the ILH’s predictions about focus, typicality, and the
informational load associated with the anaphors. Specifically, reading time data showed
that sequences such as (27) were easier to understand than sequences such as (28).

Summary and Conclusions

This chapter has reviewed prominent linguistic and psycholinguistic theories of referential
processing. Referential processing involves the intersection of general memory processes
and discourse, syntactic, and lexical processing. Anaphoric expressions cause potential
antecedents in the active discourse representation and long-term memory to resonate,
which makes them availableas targets for co-reference assignment. Discourse representations
include sets of entities that vary in the degree of focus or prominence. The degree of focus
interacts with the form of the referring expression, such that focused antecedents are easier
to connect to less explicit anaphors and less focused antecedents are easier to connect to
more explicit anaphors. Focus is, in turn, affected by syntactic, discourse, and pragmatic
factors (e.g., syntactic subjects are more prominent than syntactic objects; first-mentioned
entities are more prominent than later-mentioned entities; and entities marked by pragmatic
operators such as spoken stress are more prominent than non-marked entities). Thus, while
it is possible to isolate individual variables in specific experiments, and doing so can reveal
important characteristics of referential processing, under normal everyday circumstances,
listeners weigh a multitude of interacting influences as they undertake the referential
processes that allow them to build coherent discourse representations.

|
TEST YOURSELF

1. Describe the process of establishing co-reference. Discuss some of the factors that
complicate the process. How are co-referential processes related to inference-
generating processes?

2. How many different kinds of anaphors are there? Why do we have so many? When
do the different kinds of anaphors get used? What makes some anaphors easier to
process than others? What characteristics of anaphors matter? How do
characteristics of the antecedent affect co-reference?

3. Describe implicit causality and explain how it affects co-reference.

4. Why is it weird to say, “The pastor conducted the wedding ceremony and a bride
looked beautiful?”

5. When is it a bad idea to use a highly specific/explicit anaphor and why?

6. What does binding theory say about co-reference? Describe experimental results
that cast doubt on some aspects of binding theory.

7. Compare and contrast the memory focus model, centering theory, and the
informational load hypothesis.



THINK ABOUT IT

1. Sponsor a contest. See who can come up with the most ways of referring to a
common object in under 1 minute.
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You may freely substitute writer for speaker and reader for listener throughout this chapter, unless otherwise
noted.

The classic demonstration in linguistics and pyscholinguistics of the difference between sense and reference
involves the expressions morning star and evening star, which have different senses, but the same referent. They
are both names for the planet Venus. This footnote was included at the request of my good friend and colleague,
Dr. Tamara Swaab.

Also, “Joker;” “Smoker;” and “Midnight Toker.”

Although proper names can be ambiguous in certain contexts, as illustrated by Monty Python’s “Bruce” sketch.
See if you can work out what some of those special circumstances might be.

But see Dopkins and Ngo (2005) for an alternative interpretation of order-of-mention results and Peter C.
Gordon and colleagues’ (Gordon, Hendrick, & Ledoux-Foster, 2000) study for a general indictment of the
kinds of experiments that produced evidence for order-of-mention effects.

In Finnish, case marking on the critical nouns unambiguously indicates what syntactic role (subject or object)
each noun plays in the sentence. English has a deeply impoverished case-marking system, so interested readers
are encouraged to consult Jarvikivi et al. (2005) and Hy6na (in press) for tutorials on Finnish case marking and
its effects on sentence processing.

Typicality effects have been shown to interact with degree of focus (Almor, 1999).

Hawkins (1991) points out further that the definite article is only appropriate for unique entities within
pragmatically defined sets, which also play a role in quantification. So we can say My great uncle Al left a
leg in France in World War I,” meaning he left one of his two legs in France; but we can’t say My great uncle
Al left some legs in France because the indefinite some implies “more than one, but not all of the set defined
by the head” ("True story. Uncle Al insisted that other wounded soldiers be treated first, and it cost him
the leg.)

Garrod and Sanford (1983) refer to felicitous unheralded pronouns as situational anaphors and argue that
they can be used when they refer to a discourse entity whose existence is necessarily or strongly implied in the
situation that the text describes.

Again, keeping in mind the caveats highlighted by Gordon and colleagues.

A very small subset of inanimate nouns, like ships, are gender marked, as in John Masefield’s poem “Sea Fever,”
“I must down to the seas again, and all I ask is a tall ship and a star to steer her by ..”

Chomsky’s terminology uses the terms pronoun and anaphor to discriminate between regular pronouns and
reflexives and reciprocals, but I will stick with the terminology that is more common in psycholinguistics
(pronoun vs. reflexive pronoun), rather than introducing an additional ambiguity to the term anaphor. Thus, the
terminology in this section will be consistent with the terminology that has been used throughout the rest of
the chapter.

Binding theory is also silent about the fact that pronouns such as he are preferentially interpreted as referring
to sentential subjects in contexts where reference to subject and object are equally acceptable, as in John told
Bill that he deserved the prize (Gordon & Hendrick, 1997, p. 333).

For the curious, the passage can be found on page 164 of Florida Roadkill, and the continuation sentence is:
He picked up a muzzle suppressor and the dealer showed him how to make it an operational silencer—“It’s your
Constitutional right” See if you can work out what the forward-looking centers in this continuation
sentence are.

See Chapter 7 for a detailed description of SAT experimental methods.

The technical specification of informational load is given in Almor (1999, pp. 751-752) as follows:
“Informational load of an anaphor P, given an antecedent N, is a monotonic increasing function of the
C-difference between the anaphor and the antecedent,” where C-difference is a measure of semantic similarity
between the anaphor and the antecedent.
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