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About this Book

This book was designed to teach you the most efficient network analysis and Wireshark techniques
necessary to quickly locate the source of network performance problems.

We begin with a brief list of problems that can plague a network. It was a daunting task deciding
which issues to cover in this book. We focused on the most common problems and the problems that
Wireshark and network analysis are most suited to solve.

Part 1: Preparing for Problems focuses on a basic four-part troubleshooting methodology, crucial
Wireshark skills used in troubleshooting, and a comparison of capture techniques. Mastering the
fundamental processes and skill set in this part of the book will reduce your overall troubleshooting
time.

Part 2: Symptom-Based Troubleshooting 1s the "heart" of this book. This part delves into the various
symptoms that a problematic network may experience and the possible causes of those symptoms. The
symptoms are separated into four sections: resolution problems, time-related problems, problems that
can be detected with Wireshark's Expert Infos, and application problems. This part of the book is
filled with hands-on labs to help locate symptoms as well as details on what causes those types of
problems.

It's important to understand that Wireshark can always be used to determine where the problem
occurred, but it cannot tell you why the problem occurred. We will, however, attempt to point you in
the right direction regarding the cause of various symptoms.

Part 3: Use Graphs to Detect Problems explains how to use Wireshark's various graphs to build
pictures of network performance issues and prioritize your troubleshooting tasks. Although you likely
will have found the location of performance problems using the techniques learned in Part 1 and Part
2 of the book, visualization of problems can help when you must explain the issues to others. In
addition, this section includes a chapter that explains how to export trace file information to various
third-party charting and graphing tools.

Finally, Part 4: Final Tips for Troubleshooting with Wireshark, lists some insider tips and
techniques for becoming an efficient network analyst. This section deals with challenges such as
troubleshooting intermittent problems, sanitizing trace files, detecting WLAN problems, and working
with extremely large trace files.

This book can used in conjunction with the Wireshark 101: Essential Skills for Network Analysis
and Wireshark Network Analysis: the Official Wireshark Certified Network Analyst Study Guide—
Second Edition.



Who is this Book For?

This book is written for beginner and experienced analysts who need to locate the source of network
problems based on network traffic.

This book provides numerous techniques used to identify the symptoms of network problems. In
addition, wherever possible we list off the potential cause(s) of these problems.



What Prerequisite Knowledge do | Need?

Before you delve into this book (or network analysis in general), you should have a solid
understanding of basic network concepts and TCP/IP fundamentals. For example, you should know
the purpose of a switch, a router, and a firewall. You should be familiar with the concepts of Ethernet
networking, basic wireless networking, and be comfortable with IP network addressing, as well.

Although this book offers step-by-step instructions on key Wireshark tasks, consider expanding your
skill set with Wireshark 101: Essential Skills for Network Analysis. If you need more in-depth
information on protocols and applications, refer to Wireshark Network Analysis: The Official
Wireshark Certified Network Analyst Study Guide—Second Edition.

There are a few spots in this book where you will need to access the command prompt to set a path to
an application directory or to run basic command-line tools such as ipconfig/ifconfig. If you are
unfamiliar with these tools, there are plenty of resources on the Internet to show you how to use these
tools on various platforms.

In addition, Appendix C: Network Analyst's Glossary covers many of the network analysis and
networking terms mentioned in the book.



What Versions of Wireshark does this Book Cover?

This book was written using several Wireshark 1.10.x stable release versions and several
Wireshark 1.11.x development versions.



Does this Book Explain How to Troubleshoot My Network

Applications?

Deciding which applications and networking technologies to cover was a daunting task. We focus on
the most common network applications as well as the most common network problems in this book.
Rather than cover every application and every network element and create a 5,000-page book, we
honed in on the most common applications and elements. The techniques used to locate application

delays and errors can be used to identify any application problems.



Where Can | Get the Book Trace Files and Other Supplements?
Your first step should be to download the book trace files and other supplemental files from
www.wiresharkbook.com. Click the Troubleshooting with Wireshark book link and download the
entire set of supplemental files. You should follow along with each of the labs to practice the skills
covered in each section.

If you have questions regarding the book or the book web site, please send them to
info@wiresharkbook.com.



http://www.wiresharkbook.com/
mailto:info@wiresharkbook.com

Where Can | Learn More about Wireshark and Network

Analysis?
There are numerous resources available to learn more about network analysis, TCP/IP
communications and Wireshark specifically. The following lists some of the recommended resources.

There are many areas of interest at www.wireshark.org—check out the Wireshark blog and visit
the developer area to see what is in the works for the future version(s) of Wireshark.

Download or watch Laura's free four-part Wireshark Basics course online at the All Access
Pass portal (www.lcuportal2.com).

Learn more analysis skills in the book Wireshark 101: Essential Skills for Network Analysis
(wiresharkbook.com/wireshark101.html). This book contains 43 labs to teach and reinforce your
analysis skills.

The All Access Pass training subscription offers one-year of online training on Wireshark,
TCP/IP communications, troubleshooting, security and more (www.lcuportal?2.com).

"100 Wireshark Tips" (PDF) was compiled after 100 days of new Wireshark tips were tweeted
from @laurachappell (www.chappellU.com).

Sharkfest is the yearly Wireshark User and Developer Conference. Join Gerald Combs and the
many of the Wireshark Core Developers at this event (sharkfest.wireshark.org).

Research analysis or traffic issues or ask your questions at ask.wireshark.org, the Wireshark
Q&A Forum.

The Wireshark community is a very active and welcoming community. Do not hesitate to introduce
yourself over at ask.wireshark.org or at the Sharkfest User and Developer Conference.
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Foreword by Gerald Combs
Stop looking at the wrong packets.

I originally wrote Wireshark as a troubleshooting tool. I was working at an ISP
and often had to diagnose and fix network problems. I needed a tool that would let
me dig deep into network packets and show me everything it could about every last
byte they contained. Other people had the same need and Wireshark quickly gained
a large, knowledgeable developer and user community. This community has turned
Wireshark into the best tool in the world for protocol analysis and I am grateful to

be a part of it.

However, having the packet details is only half the answer for troubleshooting. If you don't have an
understanding of what Wireshark 1s showing you and what those packets mean, it's easy to lose
direction. You can end up spending too much time going down dead ends, looking at the wrong
packets (i.e. ones that have nothing to do with your problem). In order to find the right packets you
need to know how protocols work and what they mean in the context of your particular network.
That's where Laura and this book come in. She will show you how to make full use of the information
that Wireshark provides and solve real problems on your network.

Troubleshooting is an important skill to master. Aside from the obvious benefit of fixing an immediate
problem it has follow-on benefits. Each time you dig down deep into your network, you get more
knowledge and insight into its behavior. This can help you resolve problems more quickly the next
time they arise and it can help guide the design and implementation of your network in order to avoid
problems in the future.

This can also help your career. The Wireshark community is filled with people who have gained the
respect of their peers due in no small part to their network troubleshooting skills.

So how do you become a troubleshooting guru? You could learn everything yourself, but that would
be silly. Unfortunately I regularly encounter people in this position. They are "the Wireshark guy" or
"the Wireshark gal" at their organization and have little to no outside support.

Trying to learn how to diagnose network problems by yourself'is a bit like learning dentistry or jet
engine repair by yourself. It's certainly possible, but it's not something I would recommend. The
formal troubleshooting approach in this book will show you where and how to start looking for
network problems.

Stop looking at the wrong packets. Laura can show you how to find the right ones.

Gerald Combs
Creator of Wireshark® (formerly Ethereal)
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List of Network Problems and Symptoms

In my 20+ years of analyzing network traffic I've accumulated a list of the most common network
problems that I encounter. I often share the "Top 10" at conferences and on the All Access Portal (our
online training portal).

Since I know many of you hate to wade through non-technical materials in the front of books (even
though foundation materials are often necessary to lay the groundwork), I decided to begin this book
with a list of the key network problems and symptoms seen in trace files.

In Part 2: Symptom Based Troubleshooting you will delve into most of the symptoms contained in
this list of problems.
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Each problem listed in this section includes a list of possible symptoms that may be seen in your trace
files. Wherever applicable, the symptom defines the Expert Infos Error, Warning or Note indications
and/or display filter syntax for the symptom.

@ Possible Symptoms
1. TCP Connection Refused by Server

If everything is configured and running properly, TCP connection refusals should never be seen on a
network. This problem is caused when a service is not running on a server or perhaps a firewall is
preventing the connection. TCP connection refusals may also be a sign of a TCP port scan to a closed
port.

@ Possible Symptoms

e Client's SYN followed by Reset (RST)/ACK

e Expert Infos Note: Retransmission (retransmission of SYN packet by client)

e Client SYN followed by an Internet Control Messaging Protocol (ICMP) Type 3/Code 3
(Destination Unreachable/Port Unreachable) response from a host-based firewall
(icmp. type==3 && icmp.code==3)

I - [SYN]

I —-
- _ [RST/ACK] —

2. Application Request Refused

Any service refusals should be of concern on your network. In an ideal network environment, clients
make requests of servers and servers respond with the required information in a timely manner.

@ Possible Symptoms

e Client request followed by an application error response such as an HTTP 404 Reply Code or a
DNS Name Error

e Service refusals for applications that run over UDP are indicated by a UDP-based command
followed by an ICMP Type 3/Code 3 (Destination Unreachable/Port Unreachable) response
(icmp. type==3 && icmp.code==3)

3. Connection Blocked by a Host-Based or Network Firewall

Ideally, hosts wouldn't even attempt to communicate with firewalled resources. Such an attempt could
be due to a misconfiguration, malware, malicious user, or other issue.



@ Possible Symptoms

No response to a SYN packet

RST/ACK response to a SYN packet

No response to a UDP-based application request

ICMP Type 3/Code 3 response to a TCP SYN packet (icmp . type==3 &&
icmp.code==3)

4. Slow Application at Server

The good news is that the server did not refuse to provide a desired service. The bad news is that the
server is slooooow. This may be due to a lack of processing power at the server, a poorly behaving
application, or even, in a multi-tiered architecture, a slow upstream server that actually provides the
data (mentioned in Slow Loading of Remote Content).

@ Possible Symptoms

e TCP-based application: Large delay (tcp. time delta) between the server ACK to a client
request and the response data

e UDP-based application: Large delay (frame. time delta) between a request and the
response data

<3 [GET]

B [ACK] —
\.,/J 2

delay

Application Response

5. Slow Load of Remote Content

Many networks are designed in a multi-tiered fashion. For example, consider a client that sends a
request to Server 1. In a multi-tiered environment, that server may need to obtain information from
Servers 2 through 9 before answering the client. Once we identify the delays from the client's
perspective, we need to capture this multi-tiered traffic to determine which server is actually
responding slowly.

@ Possible Symptoms

o TCP-based application: Large delay (tcp. time delta) between the server ACK to a client
request and the response data
e UDP-based application: Large delay (fErame. time delta) between a request and the



response data

6. Server Application Fault

The server is up and running, but not responding to requests. The server responds to a SYN with a
SYN/ACK, but when the client makes a request, no response is received. When the TCP
Retransmission Time Out (RTO) time is reached, the client retransmits the request. If no ACK is
received, the client continues to retransmit the request using an exponential backoff time until it
finally gives up and sends a TCP Reset (RST).

@ Possible Symptoms

e Expert Infos Notes: Retransmission
e Exponentially increasing time values ina tcp.time _delta column

7. Content Redirection

We've all had the experience of driving to a specialty store (such as an office supply store) to buy
something only to be told that the store does not have the item in stock. The clerk performs an
inventory check and sends us off to another store to get the item. It is inconvenient in our daily lives
and, when this behavior is seen in network communications, it can negatively affect network
performance. If an application supports redirection (such as HTTP) and the target knows where the
information actually resides, it may send you a redirection response.

@ Possible Symptoms

e In HTTP communications, response codes 300-399 (http.response.code > 299 &&
http.response.code < 400)

e In SIP communications, response codes 300-399 (sip.Status-Code > 299 &&
sip.Status-Code < 400)

e A sudden name resolution process and traffic to another host

8. TCP Receive Buffer Full

Each side of a TCP connection maintains its own receive buffer area. As data is received, it is placed
in the TCP receive buffer area. Applications must reach down into this buffer area to pick up the data
fast enough to prevent the buffer from filling up. Each TCP header states the current receive buffer
size (in bytes) of the sender in the Window Size field. It is not unusual to see the advertised Window
Size value drop as data is received and then increase as an application picks up data from the buffer.
When the advertised TCP receive buffer value drops to zero, the data transfer will stop. A low
Window Size value can also cause data flow to stop. The only recovery is a Window Update.

@ Possible Symptoms

e Expert Infos Warnings: Window Full preceding Zero Window
e Unusually high TCP delay (tcp . time delta) before a Window Update and resumption of



data flow
e Low TCP calculated window size value (when SYN, FIN and RST bits are 0)
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9. Send Buffer Full

Just as a lack of receive buffer space can slow down a data transfer process, a lack of send buffer
space can also negatively impact performance. A limited send buffer space can negatively impact
network performance even if the network can handle a high data transfer rate and the receiver has
plenty of buffer space. The symptom of a full send buffer is a set of delays in the middle of a data
stream transmission with no other logical reason for the delay. The network is healthy, the TCP peer's
receive buffer space is adequate, and we do not have a Nagle algorithm/Delayed ACK issue.

@ Possible Symptoms

e High TCP delay (tcp. time delta) for no apparent reason
e Bytes in Flight column climbs to a specific value and seems to "max out" there

10. Altered TCP Connection Attributes Along a Path

Routers and other interconnecting devices can wreak havoc on a network if they change the attributes
of a TCP connection as they forward the traffic. This situation can create some freaky looking trace
files and lots of finger pointing.

In essence, if you capture traffic close to the client you can determine the client capabilities based on
the TCP options listed in the SYN packets sent from the client. For example, the client may indicate it
supports Selective ACK and/or Window Scaling. If an interconnecting device alters the TCP option
information before forwarding the SYN packet, the server has a different view of the client's
capabilities.

You may blame the server for behaving poorly or not supporting certain TCP options. If you capture
traffic at the server, you see the altered traffic and you may blame the client for behaving poorly or
being poorly configured. This requires capture on both sides of the interconnecting device to point the
finger at the true source of problems —an infrastructure device.



B Possible Symptoms

e Low TCP calculated window size (tcp.window_size) and significant delays
(tcp.time_ delta) before Window Update packets

Expert Infos Note: Retransmissions (tcp.analysis.retransmission)
Expert Infos Warning: Window Full (tcp.analysis.window_ full)
Excessive Retransmissions after low number of packets lost

No Left Edge/Right Edge in the second and later Duplicate ACK packets
(tcp.analysis.duplicate ack && 'tcp.options.sack le &&
lexpert.message == "Duplicate ACK (#1)")
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11. Mismatched TCP Parameters across a Proxy Device

Poorly configured or poorly behaving proxy devices may affect performance. This problem could
manifest itself in behavior similar to the aforementioned Altered TCP Connection Attributes Along a
Path except that a proxy box does not forward connection packets—it creates a new connection to the
target on behalf of the client. If the connection on one side of the proxy device has a set of connection
parameters that do not match the connection parameters offered in the connection on the other side of
the proxy device, you may have problems.

The symptoms depend upon which connection characteristics are not established by the proxy. For
example, if the connection on the client side of a proxy supports a smaller Window Scale multiplier
than the connection on the server side, traffic flowing toward the client may need to be buffered by the
proxy device because the target host does not have sufficient receive buffer space.

The symptoms experienced will vary depending on which connection characteristics are mismatched.

@ Possible Symptoms

e Delays in data forwarded through proxy (proxy queuing)
e Expert Infos Notes: Retransmissions (only on one side of proxy)
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12. Routing Loops

Routing protocols such as OSPF should automatically resolve routing loops. Routing loops occur
when a packet is routed back onto a network over and over again.

]

8% Possible Symptoms

e Identical packets listed in the Packet List pane, but no TCP Retransmission indications (they are
not identical packets—their TTL value decrements)

13. Weak Signal (WLAN)

Wireless signals can only travel a certain distance, as dictated by their transmit signal strength and the
effect of interference. If a signal degrades substantially, it may not be interpreted properly when
captured. In Wireshark's view, the frame may be tagged as malformed or it may not be defined as a
frame at all during the capture process.

8% possible Symptoms

Expert Infos Errors: Malformed Packets

Low Signal Strength value (radiotap.dbm antsignal or ppi.80211-
common .dbm.antsignal)

WLAN Retries (wlan. fc.retry==1)

Expert Infos Notes: TCP Retransmissions

14. Asymmetric Routing

Asymmetric routing is a situation when traffic flowing from Host A to Host B flows along a different
path than the traffic flowing from Host B to Host A. This may not cause a problem if each path is
healthy and offers the same throughput. If there are devices that must see every packet in order to
function, however, this can be a problem.



For example, if proxies are in use the network path must be symmetrical from the client to the proxy
host. Another consideration would be an Intrusion Detection System (IDS) box that must see every
packet and monitor state information about conversations.

@ Possible Symptoms

e Expert Infos Warning: ACKed Segment that Wasn't Captured
e Expert Infos Warning: Previous Segment Not Captured

15. Packet Loss

Packet loss typically occurs at an interconnecting device such as a switch, a router, a NAT device, or
a network firewall. When a TCP host notices packet loss (based on an unexpected TCP sequence
number or no acknowledgment within the Retransmission Time Out), the host begins a recovery
process. A UDP-based application must be written to detect packet loss and begin its own recovery
process.

If the number of packets dropped is small and the recovery process is quick, the packet loss may go
unnoticed. If many sequential packets are lost, however, users will likely feel the impact and
complain.

When your trace file indicates packets have been lost, you must move your capture point across
interconnecting devices to locate the point where packet loss begins.

Be aware that in some situations Wireshark may trigger a packet loss warning when packets are
simply out of order.

@ Possible Symptoms

Expert Infos Warning: Previous Segment Not Captured
Expert Infos Note: Duplicate ACKs

Expert Infos Note: Fast Retransmission

Expert Infos Note: Retransmission

IO Graph: Drops in throughput

16. High Path Latency

A single low speed (high delay) link along a path or the delay between geographically disbursed
peers can inject a level of path latency that affects performance.

@ Possible Symptoms

e Capture at client: Large delays between the outbound SYN and the inbound SYN/ACK of a TCP
handshake (tcp. time delta).

e Capture at server: Large delays between the SYN/ACK and the ACK of a TCP handshake
(tcp.time delta).
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17. Lousy Routing Path

When construction occurs in a major city, traffic is a nightmare as drivers are rerouted along less
efficient and less direct routes. This is also true of network traffic. If a target is 10 blocks away and
yet for some reason the packets must travel through 17 routers to get there, performance may be
unacceptable.

The symptoms are the same as High Path Latency.

8% possible Symptoms

e Capture at client: Large delays between the outbound SYN and the inbound SYN/ACK of'a TCP
handshake (tcp.time delta).

e Capture at server: Large delays between the SYN/ACK and the ACK of a TCP handshake
(tcp.time_delta).

18. Bandwidth Throttling

Transmitting data along a bandwidth throttling link is like driving a car during rush hour. You move
along bumper-to-bumper at speeds below your lowest speedometer indication. Bandwidth throttling
may be configured for traffic flowing in a particular direction, so a graph of unidirectional traffic can
help you spot a limit on throughput ("hitting the ceiling").

89possible Symptom

e 1O Graph: "Flat-line ceiling" during a file transfer
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19. Delayed ACKs

Delayed ACK was defined in RFC 1122, "Requirements for Internet Hosts -- Communication
Layers" (Section 4.2.3.2) as a method to "increase efficiency in both the Internet and the hosts by
sending fewer than one ACK (acknowledgment) segment per data segment received."

This delay can cause issues for the host that is sending data if it times out waiting for an ACK or it
cannot send another data packet until an ACK is received (Nagle algorithm issue).

o

Hansang Bae recorded a video detailing the issues with the TCP Nagle algorithm and Delayed ACKs.
See bit.ly/delayedack.

@ Possible Symptoms

e 200ms delay before ACK packets (tcp.time delta)
e Delay before transmission of data packet (if Nagle issue) (tcp. time delta)

20. Queued Packets (Overloaded Router)

Everyone hates waiting in a long line. TCP peers and UDP-based applications may detect sudden
queue delays and think packets have been lost.

Even a slight queue delay along a path can be felt if you consider that it can take thousands or
hundreds of thousands of data packets to download a file. The entire process feels mired in mud. This
may be caused by an overloaded router or perhaps prioritization at a router (for example, video
streaming first, email traffic last).

Using a throughput testing tool (such as jPerf or iPerf) can help you detect queuing along a path.

B Possible Symptoms

e IO Graph: "EKG" pattern (decrease in throughput followed by equal increase in throughput)—
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21. Route Redirections

Route redirections should be rare. When a host sends packets to one local router when another local
router exists with a preferred path, a route redirection may take place. The receiving router may
respond with an ICMP Type 5 (Redirect) packet. This ICMP packet includes the IP address of the
recommended router. These ICMP Redirects are considered rare as we often see only one router on
the local network.

@ Possible Symptoms

e ICMP Type 5 packets with either Code 0 (Redirect for Host) or Code 1 (Redirect for Network)
indicate route redirection is taking place. (icmp . type==5).

22. Broadcast or Multicast Storms

Broadcast and multicast storms should be easy to spot. Simply capture a moment of traffic and look at
the target address. Broadcasts are typically not forwarded so you should be capturing on and dealing
with hosts on a single network. Multicasts can be forwarded through an internetwork therefore they
can cause a greater problem if something goes wrong and they storm the network.

@ Possible Symptoms

e High rate of packets addressed to the all nets broadcast (255.255.255.255) or the subnet
broadcast address.
e High rate of packets addressed to a multicast address (224-239.x.x.x).

23. Switch Loop

A switch loop is immediate death for all devices connected to the problem switches. Since we have
protocols to help prevent switching loops (Spanning Tree), this problem should be rare.

Unfortunately, older switches that have not been restarted or rechecked every once in a while may
begin to malfunction—if Spanning Tree fails and there is a loop—the network will become
overwhelmed with looped packets.

Switch loops are not difficult to detect. The network is flooded with the same packet that is looping



endlessly. You only need to capture a few of these packets to know what is going on. You will see
duplicate packets appearing over and over again in the trace file.

@ Possible Symptoms
e High rate of identical packets

24. Virus/Malware on Network Hosts

Virus/malware running on network hosts may affect network traffic rates. For example, when a
compromised host begins performing port scans on other network hosts or it begins broadcasting
discovery packets, the overhead may be felt. First it will likely be felt by the compromised host—
later it may be felt by other network hosts.

The user working on a compromised host may notice performance problems if that host is uploading
or downloading files in the background or performing other background tasks.

Having a baseline of normal network traffic can help detect a compromised host.

@ Possible Symptoms

e Unusual applications or protocols (Statistics | Protocol Hierarchy)

"Data" below IP, TCP or UDP (Statistics | Protocol Hierarchy)

Local broadcasts (potentially discovery processes)

Suspicious outbound targets

Unusual internal targets (such as a local client trying to connect to the Accounting server)
Data transfer during idle times

High number of service refusals (potential discovery process)

25. Network Name Resolution Problems

When a name resolution query is met with a mind-numbing silence or an error, there is a problem.
Since successful completion of this process 1s imperative to connecting to a target, the user may
receive an application error such as "Server not found" as in the case of a DNS Name Error when
browsing.

@ Possible Symptoms

e No responses to a name query
e Anerror response to a name query (such as a DNS Name Error or Server Error)



- DNS Query

DNS Name Error

26. Network Address Resolution Problems

—-

Incorrect subnet addressing can cause major performance issues. In some cases, however, our routers
hide the problems from us for a while (think Proxy ARP).

In other cases, a client may send packets that are destined to a local device to a router or perform a
local-style discovery for a remote device.

e ARP Requests are sent for remote targets
e Traffic destined to local hosts are sent to the router
e Expert Infos Warning: Duplicate [P Address

27. Hardware Address Resolution Problems

The purpose of hardware address resolution is to obtain the MAC address of the local target or local
router. Network address resolution problems may cause a host to think local devices are remote (or
vice versa). Hardware address resolution problems are local only—you must be capturing on the
same network as the faulty host to detect these issues.

e No response to an ARP query for a local host
e No response to an ARP query for a local router

—ARP for Router

e ARP for Router
—ARP for Router —

28. No Support for Selective Acknowledgment (SACK)

Selective Acknowledgment (SACK) is an important enhancement to TCP (RFC 2018, "TCP Selective
Acknowledgment Options").

When packet loss is detected by a receiving TCP host that supports SACK, that host can acknowledge



data received after the missing packet(s). This limits the retransmission to just the missing packet(s).

Without SACK, the recovery process will include retransmissions of the first packet lost and every
subsequent data packet regardless of whether those subsequent packets were received successfully.

These extra retransmissions unnecessarily add load to the network links and interconnecting devices
and may compound the packet loss problem.

Both sides of a TCP connection must support SACK 1n order for it to be used.

@ Possible Symptoms

e No SACK Option in the TCP header of a SYN packet

e No SACK Option in the TCP header of a SYN/ACK packet when there was a SACK Option in
the TCP header of a SYN packet

e No SACK Left Edge/Right Edge information in the Duplicate ACK #2 and higher

29. No Support for Window Scaling

Window Scaling (RFC 1323, "TCP Extensions for High Performance") s used to increase the
advertised TCP receive buffer size past the 65,535-byte limit caused by the 2-byte Window Size
field.

During the TCP handshake, TCP peers indicate that they support Window Scaling and provide a
Window Scale Shift Count. This Shift Count is used to determine by how much the Window Size
value should be multiplied. Offering a larger Window Size reduces the delays caused by a low
window or Zero Window condition.

Both sides of a TCP connection must support Window Scaling in order for it to be used.

@ Possible Symptoms

e No Window Scaling Option in the TCP header of a SYN packet

No Window Scaling Option in the TCP header of a SYN/ACK packet when there was a
Window Scaling Option in the TCP header of a SYN packet

Significant delays before a host sends data

Significant delays before a Window Update

Expert Infos Warning: Zero Window

Expert Infos Warning: Window 1s Full

30. Client Misconfiguration

A misconfigured client may have the wrong DNS address, the wrong router address, incorrect port
numbers defined in a services file, or other problems.

Usually this type of problem can be detected quickly and a comparison with other client traffic can
help pinpoint the misconfiguration.

The symptoms will vary based on the misconfiguration.



@ Possible Symptoms

e The client sends traffic to the wrong target
e The client receives service refusals or no answer
e Numerous other symptoms may appear depending on the misconfiguration

31. Low Packet Size/Low MTU Size

It's more efficient to go to the store once and buy a dozen eggs than to go to the store 12 times to pick
up one egg at a time. Likewise, it is more efficient to send as much data as possible in each packet
during a file transfer.

The amount of data that can be carried in a frame is limited by the Maximum Transmission Unit
(MTU) setting, the Maximum Segment Size (MSS) setting, or even an inefficient application.

This problem may not be felt in communications that send small files back and forth (such as general

email messages), but when the file sizes increase, the performance pain does as well.

@ Possible Symptoms

e The packet sizes are not optimal during a file transfer (Length column)
e The MSS value defined in the TCP SYN or SYN/ACK packet is illogically small

32. TCP Port Number Reuse

In most cases, port numbers can be reused without any problem as long as the previous TCP
connection is terminated. If the previous connection is still valid when a host attempts to reuse a
previous port number, you will see a SYN followed by a RST/ACK as the new connection is refused.

@ Possible Symptoms

e Expert Infos Note: TCP Port Reused
e TCP RST sent in response to a SYN packet to a server port that is known to be open

33. Slow Application

Some applications are just dog-slow. This could be due to poor or bloated coding, internal errors, or
even man-made timers defining the application's performance speed. Unless you are the programmer
or can reach out to the programmer to get the application fixed/improved, you may need to either live
with this problem or find a better application to use.

Other times, the application is not at fault. The system on which the application is installed may be
overloaded and short on resources. In this case it is time for a system upgrade.

@ Possible Symptoms

e Large delay inthe time.delta or tcp.time dela columns



e Large delay in the application response time value (such as the high http . time value)

This is just a short list of things that can go wrong on the network.

In Part 1: Preparing for Problems, you will review a four-part troubleshooting methodology and
troubleshooting checklist, master key Wireshark troubleshooting tasks and focus on your capture
techniques.

In Part 2: Symptom-Based Troubleshooting, you will analyze numerous trace files to gather
symptoms of performance problems and learn what can cause each of the symptoms.



Part 1: Preparing for Problems

The time and effort you put into preparing to troubleshoot is as important as the time and effort you
put into actually sifting through the packets.

You can save yourself many hours of work, frustration, and distraction by employing a basic four-step
troubleshooting methodology, using key Wireshark troubleshooting skills, and applying the proper

capture techniques.



Chapter 1: Use Efficient Troubleshooting
Methods

If you've been working in the world of troubleshooting for a while, you likely have a tried and true
method for detecting the causes of network problems.

In this chapter we will focus on a basic four-part methodology for troubleshooting networks based on
traffic:

Task 1: Define the problem
Task 2: Collect system, application and path information
Task 3: Capture and analyze packet flows

Task 4: Consider other tools



Chapter 1 Notes

There are certain traffic
characteristics that [ look for/rule out
vefore diving into packets.

- Make sure the trace file js “good’ and
packets weren't dropped during the
capture process.

- Apply filters to focus on the
ﬂfmﬁ&ﬂfnfng user’s thﬁ’c.

- Watch for delays ;frsf: - Chapter 5 is
a great resource for this.

~ Find drops in throughput and look
for causes. See Chapter 4.

- Watch the TCP connection set up
process.

- Look for TCP problems such as packet
loss, full buffers and wore. Check out
Chapter & (it's full of TCP detalils).

- Check for application error responses.
Check out Chapter 7.




A Sample Four-Part Analysis Methodology

Let's look at these four elements from a network analyst's perspective:
Task 1: Define the problem

Task 2: Collect system, application and path information

Task 3: Capture and analyze packet flows

Task 4: Consider other tools



Task 1: Define the Problem

"The network 1s slow" 1s a common complaint from network users. This vague description will not
help you to hone in on the problem.

When a user complains about performance in such a general way, we need to ask some questions to
focus and prioritize our troubleshooting tasks.

Here are sample questions that you might ask a network user before capturing or analyzing a single
packet.

1.

What were you trying to do? (Are you troubleshooting a file upload, file download, login, email
send, email receive, database update, or something else? What type of traffic will you be
looking for?)

What web site/server target were you communicating with? (Do you have an address upon
which to filter?)

. What are the symptoms? (This is my attempt to get past "the network is slow" self-diagnosis

often offered. You want to know if this is a problem loading a specific page, running a specific
application, or a recurring problem for a specific user.)
Did you receive any error message? (The error might tell me the exact problem.)

. Is this happening all the time? (Can your complaining user reproduce the problem so you can

capture the traffic right now, or do you need to start an ongoing capture to catch the issue at some
point?)

There are so many questions that one can ask to get a feel for the problem—we just need to get past
"the network 1s slow" generic complaint.



Task 2: Collect System, Application and Path Information

Obtain as much system, network and infrastructure information as possible. This will help put a
framework around the tasks at hand.

L.-'/T*-

I've hit a number of problems over the years with various operating systems, applications and
interconnecting devices. If [ know a certain version of a firewall is causing problems during the
TCP handshake, this might be an issue to consider if the customer is using that product.

Here are some sample questions that you might ask a customer about their configuration.

1. What operating system is running on the client/server?

2. What application (and version) is running?

3. Describe the network path that the traffic must traverse.
Sometimes the person you will speak with does not have this information. In that case you might not
be talking with the right person or the customer really doesn't know their network.[1]



Task 3: Capture and Analyze Packet Flows

This is the focus of this book. Packet analysis is often referred to as an art form, but if you know how
TCP/IP and your applications work, it is more like a game. Anyone can play and the more you
practice, the better you will be.

Capture Location Tips

[ am a firm believer in capturing as close as possible to the complaining host first if possible. I want
to see the traffic from that host's perspective. I want to examine the roundtrip time to the target(s), the
TCP handshake establishment process (if used), indications of network problems, background traffic
to which the host must listen, and more.

Capturing as close as possible to the complaining host will allow me to focus in on relevant traffic
without having to apply a capture filter.[2]

Capture Tool Tips

[ also prefer using a tap or dedicated capture device rather than spanning a switch port for the capture
process. Why do I avoid spanning switch ports? First, the switch might be part of the problem.
Second, switches have enough to do these days—I do not want to burden them further with spanning
functions. An oversubscribed switch may not be able to forward all the traffic and therefore my trace
file 1s not complete[3]. Third, some switches just do not do spanning very well.

On a high traffic network, consider using a command-line capture tool such as tcpdump or dumpcap.
These tools require few resources and can be deployed for remote capture without installing the
entire Wireshark application. You can use these streamlined tools for capture and then open the trace
files in Wireshark for the analysis process.

Analysis Process Tips

Remember, analysis is more like a game than an art form—practice, practice, practice. Review Use a
Troubleshooting Checklist.

Here are some quick tips for analyzing efficiently:

e Know what is "normal." Create baseline trace files of normal communications before the
problems occur. See Tips for Faster Problem Detection.

e Remove unrelated traffic from view (use an exclusion filter). See Filter QUT "Normal" Traffic
(Exclusion Filters).

e Focus on traffic related to the complaining user's machine (use an inclusion filter and possibly
Export Specified Packets to a new trace file). See Filter on a Host, Subnet or Conversation.

e Verify your trace file is usable (no problems during the capture process). See Verify Trace File
Integrity and Basic Communications.

e Verify basic host connectivity. See Verifyv Trace File Integrity and Basic Communications.

e Click your troubleshooting buttons to quickly detect common problems (such as DNS errors,




HTTP errors, and SMB errors). We will add many of these buttons in Part 2: Symptom-Based

Troubleshooting.
e Sort or filter for delays (increase in general or UDP delta times). See Detect Delays in UDP

Conversations.
e Examine the Expert Infos errors, warnings and notes. See Overview of Wireshark's Expert Infos

System.
e Create a "Golden Graph" to prioritize throughput drops. See Correlate Drops in Throughput

with TCP Problems (the "Golden Graph").

Refer to Use a Troubleshooting Checklist for a more complete list of analysis tasks.




Task 4: Consider Other Tools

Wireshark is an amazing packet analysis tool. There are, however, some functions that it does not
offer and other functions that it just does not do very well. In some cases you may need to work with
another tool once you have hit a Wireshark limitation.

One example of a Wireshark limitation is seen when you work with large trace files. Try to keep your
trace files under 100 MB maximum size. Anything larger and Wireshark becomes too slow and at
times, unstable. This problem is worse when you add coloring rules, columns and additional protocol
processing requests to Wireshark.

The following list includes some tools to consider when analyzing trace files:

e Cascade Pilot® (architected by Loris Degioanni[4] and available at www.riverbed.com) was
designed to work with very large trace files. Cascade Pilot offers numerous Views that you can
apply to trace files to visualize traffic characteristics. You can simply click and drag across the
timeline to export a subset of interesting traffic to Wireshark for further analysis. Cascade Pilot
also includes an impressive reporting feature. A sample analysis report from Pilot is included in
this book's supplement file set. See Open Large Trace Files in Cascade Pilot.

e TraceWrangler (created by Jasper Bongertz and available at www.tracewrangler.com was
designed to anonymize and edit trace files. Demonstrated at Sharkfest 2013, TraceWrangler is
now de facto trace file editing tool. See Use TraceWrangler.

e For WLAN analysis on a Windows host, the AirPcap adapters (www.riverbed.com) are must-
have tools. These USB adapters (and their specialized drivers) were created to capture all
WLAN traffic (including Management and Control frames), capture the true 802.11 header and
prepend either a Radiotap or PPI header to the trace files to offer additional analysis
capabilities. See Tips for Detecting WLAN Problems.

e Also for WLAN analysis, the Wi-Spy and Chanalyzer products from MetaGeek
(www.metageek.net) are required tools. See Tips for Detecting WLAN Problems.

Visit www.wiresharkbook.com/resources.html for a list of other tools I use in my analysis processes.


http://www.riverbed.com/
http://www.riverbed.com/
http://www.riverbed.com/
http://www.metageek.net/
http://www.wiresharkbook.com/resources.html

Use a Troubleshooting Checklist

I have a basic troubleshooting checklist (albeit in my head) that I run through each time I open a trace
file. The order in which I go through the checklist may change depending on the troubleshooting issue
(UDP-based application troubleshooting vs. TCP-based application troubleshooting for example).

Consider expanding this checklist to suit your needs.

A PDF version of this checklist is available with the book supplements at
www.wiresharkbook.com/troubleshooting.html.



http://www.wiresharkbook.com/troubleshooting.html

Verify Trace File Integrity and Basic Communications

e Look for ACKed Unseen Segment (tcp.analysis.ack lost segment filter) [Switch
oversubscribed?] See What Causes ACKed Unseen Segment?.
e Verify traffic from the complaining user's machine is visible. If not...
o Ensure the host is running.
o Test the host's connectivity (Can it communicate with another host?).
o Recheck capture location and process.
o Consider a resolution problem.
e Verify resolution process completion
o DNS queries/successful responses (consider cache use).
o ARP requests/responses (consider cache use).




Focus on Complaining User's Traffic

e Filter on related traffic (such as tcp.port==80 && ip.addr==10.2.2.2).
e Filter out unrelated traffic (such as 'ip.addr==239.0.0.0/8 or perhaps 'bootp).
e Export related traffic to a separate trace file (File | Export Specified Packets).



Detect and Prioritize Delays

Sort and identify high delta times (Edit | Preferences | Columns | Add | Delta time displayed).
Sort and 1dentify high TCP delta times (tcp.time delta column).
o If Expert Infos items are seen, examine the Errors, Warnings and Notes listings.
o Consider "acceptable delays" (such as delays before TCP FIN or RST packets). See Do
not Focus on "Normal" or Acceptable Delays.
Measure path latency (Round Trip Time) using delta times in TCP handshake (see Wireshark
Lab 31.: Obtain the Round Trip Time (RTT) Using the TCP Handshake).
o Capturing at client: measure delta from TCP SYN to SYN/ACK
o Capturing at server: measure delta from SYN/ACK to ACK
o Capturing in the infrastructure: measure delta from SYN to ACK[5]
Measure server response time
o TCP-based application: measure from request to response, not request to ACK.
o Use Wireshark's response time function if possible (such as dns . time, smb. time, and
http. time). For example, see Identify High DNS Response Time.
Measure client latency
o How long did it take for the client to make the next request?
o Consider "acceptable delays" (such as a delay before an HTTP GET). See Do not Focus
on "Normal" or Acceptable Delays.




Look for Throughput Issues

Build the Golden Graph (IO Graph with "Bad TCP" on Graph 2). See Correlate Drops in
Throughput with TCP Problems (the "Golden Graph").

Click on low throughput points to jump to problem spots in the trace file.

Look at traffic characteristics at low throughput points.

Consider using an Advanced 10 Graph to detect delays (such as tcp. time_delta). See
Graph High Delta Times (UDP-Based Application) and Graph High TCP Delta Time (TCP-
Based Application).




Check Miscellaneous Traffic Characteristics

Check packet sizes during file transfer (Length column).
Check IP DSCP for prioritization.

Check 802.11 Retry bit setting (wlan. fc.retry == 1).
Check for ICMP messages.

Check for IP fragmentation.



TCP-Based Application: Determine TCP Connection
Issues/Capabilities

e Look for unsuccessful TCP handshakes.
o SYN, no answer (connection blocked, packet loss)
o SYN, RST/ACK (connection refused)
e Examine the TCP handshake Options area.
o Check MSS values
o Check for Window Scaling and Scale Factor
o Check for Selective ACK (SACK)
o Check for TCP Timestamps (especially on high-speed links)



TCP-Based Application: Identify TCP Issues

e Launch the Expert Infos window.

o Consider number of errors, warnings and notes

o Consider impact of each item
e Check the Calculated window size field values (tcp.window size).
e Examine unexpected TCP RSTs.



UDP-Based Application: Identify Communication Issues

e ook for unsuccessful requests.
o Request, no answer
o Look for repeated requests.



Spot Application Errors

e Filter for application error response codes (such as sip.Status-Code >= 400)



Chapter 2: Master these Key Wireshark
Troubleshooting Tasks

Become comfortable with the troubleshooting tasks in this chapter. You will use them repeatedly to
find the cause of poorly performing networks.

In addition, consider mastering the tasks covered in Wireshark 101: Essential Skills for Network
Analysis. That book includes another set of 43 hands-on labs to enhance your network analysis skills.



Chapter 2 Notes

These are skills | use almost ever
time [ ca Eura traffic or open a trace
file that's been sent in.

- Create and use a customized profile
with settmﬂs that spegd up the
process of finding problems

- Add colummns to the Packet List
pane.

- Change the Time column to see
delays faster.

~ Filter on a host address, subnet,
conversation, port, field existence or
field value.

- Use Wireshark’s Expen;rt Infos to spot

problems in a trace file.

- Extract individual conversations.

- Create graphs to identify sudden
drops in the throughput rate.

- Build coloring rules to caglatteﬂtfon
to problems in the trace file.




Create a Troubleshooting Profile

With the exception of a few default coloring rules and expert notifications, Wireshark is not
customized to be used for in-depth troubleshooting. Wireshark is a piece of clay. You can mold it into
an ideal troubleshooting tool with very little effort.

Appendix A provides step-by-step instructions on creating a troubleshooting profile. You do not have
to be a Wireshark wizard to perform these steps. You just need to set aside about 15 minutes to go
through the customization process.

M
If you do not have time to build a custom profile, Appendix A also includes step-by-step

instructions to import a troubleshooting profile that is part of this book's supplement set.

Until you create a new profile, you are working in Wireshark's Default profile. The profile you are
working in is shown in the right side column of the Status Bar.

AN o N VY TN

. o SRR | S SR '
J J T o K. .
~5089 & Profile: Default

Wireshark Lab 1: Create Your Troubleshooting Profile

You can create profiles to customize Wireshark with buttons, colors, and more. You can create
separate profiles for different needs. For example, perhaps you want to make a VoIP profile, a

WLAN profile, and a general troubleshooting profile. You can quickly switch between profiles
depending on your needs.

In this lab we will build our Troubleshooting Book Profile and customize this profile in various labs
in this book.

Step 1:
Right-click the Profile column on the Status Bar.

Step 2:
In the Configuration Profile window, select New.
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Step 3:
Click the arrow in the Create from area, expand the Global section and select Classic. This profile
uses the most vibrant colors.

( ! Create Mew Profile l =t | mj

Create from: B

Profile name;

# Persanal

= Global

Bluetooth

Step 4:
Enter Troubleshooting Book Profile in the Profile Name area. Click OK.
( M Create New Profile l = | |ﬁr

Create from: |Classic |Z|

Profile name: | Troubleshooting Book Profile

o (g |

L A

Once you create your new profile, the Wireshark Status Bar indicates that you are working in the
Troubleshooting Book Profile, as shown below.

£

S

g; Profile: Troubleshooting Book Profile

You will add capabilities and customization to your new Troubleshooting Book Profile as you
follow along with the labs in this book.

Remember that you can also jump to Do It Yourself: Build Your New Troubleshooting Profile and
learn to build a complete troubleshooting profile yourself.

If you'd like to download/import a predefined profile for immediate use, see Import Laura's




Troubleshooting Profile.




Enhance the Packet List Pane Columns

By default, the Packet List pane contains No. (number), Time, Source, Destination, Protocol, Length,
and Info columns.

You can add columns to display additional information about packets to speed up your analysis
process. In the example below we have added five columns to display the time between packets in
each TCP conversation:

e TCP delta (tcp. time delta) indicates the time from the end of one packet in a TCP
conversation to the end of the next packet in that same TCP conversation.

DNS Delta (dns . time) indicates the time between DNS requests and DNS responses.
HTTP Delta (http. time) indicates the time between HTTP requests and HTTP responses.
Stream Index (tcp . stream) indicates the TCP conversation number.

WinSize (tcp.window_size) indicates the Calculated TCP Window Size.

All of these columns were added using the right-click method, which is the fastest way to add new
columns.

In the next lab (and in many of the labs in this book), you will add key columns to the Packet List pane
and sort the columns to find problems in the trace file.

tr-chappellu.pcapn
A ppellu.pcapng s

Add columns to the Packet List pane to
troubleshoot more efficiently

Eile Edit Wiew Go Capture Analyze Statistics Telephuni
0@ 48 BERE AeDD

Filter:

Expression... Clear Apply Save TCP D

Mo, * Time TCP Delta DMS Delta HTTP Delta Stream index  WinSize Source

1 0.000 0.000000000 | ~ D 819¥ .

2 AL Rl T T

3 1.000 2=BolE 30
4 0.000 24.6.173.220
5 0 2. a 173220
6 0 e

173220 7

T G 24.6.173.220 75

ar i o

9 0.000 24.6.173.220 £S5
10 4.000 24.6.173.220 7
11 0.000 246173220 7
12 0.044 0.044976 P R AT 24 .
1€ 1S 0.000000000 1 8192 24.6.173.220 il
14 0. 0.017599000 il 65535 198.66.239.146 24
1T U 0.000186000 il 65700 24 oS0

16 0. 0.000831000 it 65700 24.6.173.220 I
17 0. 0.045771000 0.045771 il 65700 196.66.239.146 24
18 0. 0.000000000 2 8192 24.6.173.220 69
102 U 0.017623000 = 5640 goaasl el 202 24
20 0. 0.000159000 2 06240 24.6.173.220 oo
2deils 0.011899000 2 66240 24.6.173.220

22 0. 0.0176410 . 68.59.180. 202




Wireshark Lab 2: Add and Use a Custom Column to Locate HTTP Delays

This trace file contains traffic to/from a user's machine that is checking for Windows updates as well
as virus detection file updates.

Step 1:
Open tr-httpdelta.pcapng.

Step 2:
Packets 1-3 are TCP handshake packets. Packet 4 is an HTTP GET request for a file called
minitri.flg. Packet 5 is an ACK for the GET request. Packet 6 is the HTTP 200 OK Response.

Select Packet 6 in the Packet List pane and then, in the Packet Details pane, click the @ button in front
of Hypertext Transfer Protocol to expand the section.

# Frame 6: 317 bytes on wire (2536 bits), 317 b
1 Ethernet II, Src: Cadant_31:bb:cl (00:01:5c:3
+ Internet Protocol Version 4, Src: 96.17.148.1
= Transmission Control Protocol, Src Port: http

n
- Hypertext Transfer Protocol
- HTTP/1.1 200 OK\r\n

1 [Expert Info (Chat/Sequence): HTTP/1.1 200 OK\r\n]
Request Version: HTTP/1.1
Status Code: 200
Response Phrase: OK
Server: Apache\r\n
ETag: "7215ee9¢7d9dc229d2921a40e899ec5f:1197576108"\r\n
Last-Modified: Fri, 29 Jul 2005 20:24:32 GMT\r\n
Accept-Ranges: bytes\r\n
# Content-Length: 1\r\n . .
Content-Type: text/plain\r\n Click the [#] to expand sections or
Date: Thu, 19 Jul 2012 18:34:45 GMT\r\n right-click on a line and select

Connection: keep-alive\r\n Expand Subtrees g

\r\n

[HTTP response 1/2]

[Time since request: 0.019036000 seconds]
[Request in frame: 4]

[Next request in frame: 7]

[Next response in frame: 15]

S

Many of the trace files used in this book will indicate they contain bad IP checksums if you have
Wireshark's IP checksum validation feature enabled (which is the default setting). The packets
appear with a black background and red foreground in the Packet List pane and a red highlight
appears on the Internet Protocol line in the Packet Details pane. In this trace file, and many
others, Wireshark is capturing traffic on a host that supports "task offloading.”" The checksum is
calculated after Wireshark obtains a copy of the outgoing packets. To remove these false "bad
checksum" indications, you will disable checksum validation in Wireshark Lab 10: Use Expert Infos
to Identify Network Problems




Step 3:
Scroll to the bottom of the HTTP section and right-click on the [Time since request: 0.019036000
seconds] line. Select Apply as Column.

N e AT AWV AR
mg Jul 2012 18-34:45 GMT\r\n v 7T

Connection: keep-alivelr\n
“r\n

[HTTP response
[Time since requcs.
[Request in frame:

Expand Subtrees

[Next request in frq ExpandAll
[Next response in f
H.L1ne—bazed text dat‘f Ak el
& ﬂ Tirme since the reques... Pa.. |Pr i

\ Prepare a Filter

Colorize with Filter L
ollow TCP Stream

Step 4:
Wireshark places the new Time Since Request column to the left of the Info column.

Right-click on this new column heading and select Edit Column Details. Enter HTTP Delta in the
Title area. Click OK.

i '
‘ Wireshark: Edit Column Details [ — &J
Title: |HTTP Delta
Field type: Custom |Z|

Field name: | http.time

Occurrence; |0

&

K H R ]

L -y

Step S:

Click twice on your new HTTP Delta column header to sort the column data from high to low.
Wireshark indicates there is a 2.807332 second delay before one of the HTTP 200 OK responses
(Packet 49).




[ =T |
—

[ Click twice on the column
header to sort from high to low

M tr-hitpdelta.pcapng

File Edit View Go Capture Analyze Statistics Telephonz Tools Internals Help

©® B2 acesaT 2 ((EE aaa e
Filter: EI Expression... Clear Save >
Mo. Time Source Destination Protocol Length HTTP Delta ¥ Info

[am] »

.6/75406 216.115.74.202 24.6. - .807332000 ook
83 0.823550 216.115.74.202 24.6.173.220 HTIP 543 0.958153000 HTTP/1.1 200
15 0.000005 96.17.146.114 24.6.173.220 HTTP 147 0.037208000 HTTP/1.1 200 o
105 0.000005 96.17.148.114 24.6.173.220 HTTP 90 0.035879000 HTTP/1.1 200
6 0.000800 96.17.148.114 24.6.1/3.220 HTTP 317 0.019036000 HTTP/1.1 200
96 0.000860 96.17.148.114 24.6.1/3.220 HTTIP 317 0.016734000 HTTP/1.1 200 «

0.000//8 96.17.148.115 24.6. 0.015592000 L | {
y 5 96.17 .14 AL 0. I

Step 6:

Since you won't be using this column again for a bit, right-click on your HTTP Delta column heading
and select Hide Column. To restore this hidden column at any time, right-click on any column header,
select Displayed Columns and select the column to restore.

Adding/hiding columns is a task that you may perform multiple times when working on a single trace
file.

Profile column settings are saved in the profile's preferences file. To locate this file, select Help |
About Wireshark | Folders and select the hyperlink to your personal configuration folder.

The profile's column settings are listed under the User Interface: Columns heading. The column
names are followed by their value variable (such as %¢ for the Time column value and %s for Source
column value). Custom columns are preceded by %Cus:.

####### User Interface: Columns ########

# Packet list hidden columns
# List all columns to hide in the packet list.
gui.column.hidden: %Cus:http.time:0:R

# Packet list column format
# Each pair of strings consists of a column title and its format
gui.column.format:

"No. ", n%m",

"Time", "%t",

"SOUIC@", "%Sll,
"Destination", "%d",
"Protocol", "%p",

"Length", "%L",

"HTTP Delta",

"InfO", "%i"



Change the Time Column Setting

Packets are timestamped at the moment they are captured[6]. By default, Wireshark sets the Time
column to Seconds Since Beginning of Capture. In addition, the resolution is set to nanoseconds
regardless of whether the packet timestamps contain that level of precision.

Wireshark Lab 3: Set the Time Column to Detect Path Latency

This trace file contains a web browsing session and was captured at the client. We will alter the
default Time column setting to measure the time between the first two packets of the TCP handshake
(the TCP SYN packet and the SYN/ACK packet).

Step 1:
Open tr-australia.pcapng.

The default Time column is set to Seconds Since Beginning of Capture and Automatic precision. We
will change this column setting so we can quickly measure the delta time between displayed packets.

Use this delta time to obtain a snapshot of the round trip time between a client and as server. If you
capture at the client, measure the delta time between the SYN and SYN/ACK, as shown in the
following image.

- [SYN]
—
[SYN/ACK] i
-

e [ACK]

—-

Capture at the client and
obtain the round trip time
from the time between the
SYN and the SYN/ACK

If you capture at the server, obtain the round trip time from the time between the SYN/ACK and ACK,
as shown in the following image.



- [SYN]

[SYN/ACK]

e [ACK]

—-

Capture at the server and
obtain the round trip time
based on the delta between
the SYN/ACK and ACK

Step 2:
This trace file begins with a DNS query and response. TCP connection establishment begins in Packet
3. Select View | Time Display Format | Seconds Since Previous Displayed Packet.

Step 3:
To change the precision, select View | Time Display Format | Milliseconds: 0.123.

Now we can look at the time from the SYN (Packet 3) to the SYN/ACK (Packet 4) to get a snapshot
of the round trip time to the server. It appears the round trip time is 192 milliseconds (ms).

! tr-australia.pcapng f

File Edit View Go Capture Analyze Statistics Telephunz Tools  Internals  Help

G AME BERZ AesDTL Qe f| @Em %

Filter: IZI Expression... Clear Apply Save

M

o.  Time Source Destination Protocol  Length Info

000 192.168.1.72 192.168.1.254
302 107 468 .1 . 254, 182 168 1. .72
D0 192 A68. 1. 72 10323475, 20 9872 > http [SYN]

0
0
0.192 1234 7520 H9P A58 1 72 http > 9872 [SYN,
D.Uﬂﬂﬁigf?tﬁﬁﬁé;?Z 101.234.75.20 9872 > http [ACK]
0
0
0

.000 -~ e
198 The round trip time to the HTTP [TCP segment of a

.002 server is just over 190 ms [TCP segment of a
0.000 Yo+ T TOOT T [TCP segment of a
10 0.005 192.168.1.72 101.234./75.20 9672 = http [ACK]
11 0.000 101.234.75.20 192.168.1.72 segment of a
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Is 192 ms a good or bad round trip time? The answer depends on what is normal round trip time for
that path. If the round trip time is usually 43 ms, this is a large round trip time.

What can you do about large round trip times? If the delay is incurred within your network



infrastructure, perhaps there is a reason. For example, a firewall with an exorbitant number of rules
can affect network response times. If the delay i1s incurred outside your network infrastructure (such
as along a path through the Internet), there is not much you can do.

In this same trace file we can also look at the time from the DNS request to the DNS response to
determine the DNS response time (302 ms), however Wireshark has as DNS response time field
(dns. time).

We will add a column for Wireshark's DNS response time value in Identify High DNS Response
Time.




Filter on a Host, Subnet or Conversation

If you capture traffic at the server or inside the network infrastructure, your trace file may contain
conversations between many hosts on the network. If you are interested in the traffic between a
specific client and server, you can apply a display filter based on a host address, a subnet address or
a conversation.

Filtering based on addresses is a skill that you will use quite often. In the next lab you will first
examine Wireshark's address resolution details and then filter on a subnet address used by cnn.com.

Wireshark Lab 4: Extract and Save a Single Conversation

Step 1:
Open tr-cnn.pcapng.

Step 2:
This trace file contains numerous conversations. We are going to extract the conversations between
the local client and cnn.com servers.

Let's begin by looking at the name resolution information that Wireshark extracted from the trace file.

Select Statistics | Show Address Resolution. We can see the servers in the cnn.com domain all begin
with 157.166. Click OK to close the Address Resolution window.

M Address Resolution =NEEN X
# Hosts information in Wireshark -
# Host data gathered from C:‘\Users\Laura\Documents\Troubleshooting Book Trace Files\tr-cnn.pcapng
157.166.248.10 cnn-36m.gs1b.vgtf.net
157.166.249.11 cnn-56m.gs1b.vgtf.net E
157.166.249.10 cnn-36m.gs1b.vgtf.net
157.166.248.11 cnn-56m.gs1b.vgtf.net
72.21.91.19 gpl.wac.v2cdn.net
8.26.193. 252 cdn.cnn.com. c. footprint.net
4. 27.23.126 cdn.cnn.com. c. footprint.net
8.27.254.126 cdn.cnn.com. c. footprint.net
143.127.102.125 ratings-wrs.symantec.com.ntn.symantec.com
96.17.70.10 user-att-107-219-144-0.a1755.g.akamai.net
96.17.70.19 user-att-107-219-144-0.a1755.g.akamai.net
46.51.168.42 consent-icon-frontend-1667419262.cu-west-1.elb. amazonaws. com
54.228.231.240 consent-icon-frontend-1667419262. eu-west-1.elb.amazonaws . com
176.34.106.132 consent-icon-frontend-1667419262. eu-west-1.elb. amazonaws . com
12.129.199.103 content.dl-rms.com
12.129.199.104 content.dl-rms.com
206.191.168.170 pd0.pix-geo.revsci.net
96.17.70.24 user-att-107-219-144-0.a84.g.akamai.net
96.17.70.26 user-att-107-219-144-0.a84.g. akamai.net
157.166.224.115 ugdturner.com
50.16.251.253 dualstack.log-334788911.us-east-1.elb.amazonaws.com
54.235.188.182 dualstack.log-334788911.us-east-1.elb.amazonaws.com
54.243.97.128 dualstack.log-334788911.us-east-1.elb.amazonaws.com
54.243.179.233 dualstack.log-334788911.us-east-1.elb.amazonaws.com
50.19.214.97 dualstack.log-334788911.us-east-1.elb.amazonaws.com
54.225.203.230 dualstack.log-334 .amazonaws . com
%i‘;. %%.38?1@134{4 guaq sta.ct. } og—%%ﬂ The cnn.com servers’ |.amazonaws.com

2 48, ualstack.log- : .amazonaws . com
157.166.226.206 ads.cnn. com IP addresses begin
23.43.180.136 user- sl 219- with 157.166 dge.net
157.166.224_32 sSVCS,
157.166.226.31 svCH
157.166.224_31 svcd
157.166.226.32 SVCS £
138.108.6.20 Secura=meT wor ldwide. com
66.235.143.113 cnn.122.20/.net
66.235.141.145 cnn.122.207 .net

T e e A s MTAL/ SV N SR WO Y N




Step 3:

In the display filter area, enter ip.addr==157.166.0.0/16. Click Apply. The Status Bar
indicates that 360 packets match your filter. This filter is ideal if you want to focus on all
conversations to and from the cnn.com servers.

M tr-conpeapng l':' (=] ﬁ

File Edit View Go Capture Analyze Statistics Telephonz Tools Internals Help
o QAar WEMmx B

IEI Expression... Clear Apply Save »

Mo, * Time Source Destination Protocel  Length  Info -

.166.248.10 TCP 66 35932 > http [SYN] Seqiyms
0. : . M8 102108 il FER 66, hittp > 55832 [S¥N, ACK
0.000 192.168.1%/2 157.166.248.10 TCP 54 55932 > http [ACK] Seq
0.000 192.168.1 .2 157.166.2486.10 HTTP 339 GET / HTTP/1.1
0
0

.084 157 .166. 244 192.168.1.72 TCP 60 http » 55932 [ACK] Seq:
.000 157.166.248%10 192.168.1.72 HTTP 1502 HTTP/1.1 200 OK [Unrea: -

[ 1 [ b

(528 bits), 66 bytes captured (528 bits) on interf -
_a’/:bf:a3 (d4:85:64:a7:bf:a3), Dst: PaceAmer_ll:e2?|_
. Src: 192.168.1.72 (192.168.1.72), Dst: 157.166. |
# Transmission Control Proto®ol, Src Port: 55932 (55932), Dst Port: http (80),

1| i ; | b

® Frame 3: 66 bytes on wir
# Ethernet II, Src: Hewlet

-

64 a7 bf a3 08 00 45 00 W AR o B e -
g0 00 cO aé& 01 48 9d ab . Lt R A, i [
0020 8 Oa da 7c 00 50 28 04 d 5b 00 00 00 00 80 02 g §9 o G| e |
0030 20 00 57 <8 00 00 02 04 05 b4 01 03 03 02 01 01 SR e el

IAaAR. LA L = — ]
5] M File: "Ch\UsersiLaurah... | Packets: QEU - Displayed: 360 (7.6%) L;_time: 0:00.260 Profile: Master Troubleshooting Profile

Step 4:
Select File | Export Specified Packets. The Displayed radio button is selected by default, as shown
below. Name your file tr-cnntraffic.pcapng. Click Save.

mvarﬁ““-~"”1{_”**¥fM’HM“U*““Jfﬂhﬁ#Uyﬂﬁhfﬁﬁmn?rﬁ?ﬁfﬂuﬂrﬁmﬁgﬂ
e tr-reusedports.pcapng 72/ 15 irestiark capture..,

ac >d 10 11 e2 b9 d4 85
0010 00 34 53 7f 40 00 80 06

I tr-cerverresnnnse.ncannm 12722031405 PM Wireshark canture... 5
File name: trcrimtraffic pcapng
Save as type: [Wiresharl-:f._. - pcapng (" pcapng;” poapng.gz;” ntar;” ntar.gz)
EEECLE : [] Compress with gzip
(") Capturedll, @) Displayed
@ All packets ]| 960
(71 Selected packet 1
Marked packets
First to last marked
(71 Range: | 1] 0
Remove lgnored packets




Step S:
We will continue working in tr-cnn.pcapng. Next we will use the right-click method to apply a
display filter to a single conversation.

Right-click on Packet 3 in the Packet List pane and select Conversation Filter | TCP. Fifty-five
packets should match this filter.

Step 6:
Select File | Export Specified Packets. Name your file tr-cnnconvl.pcapng. Click Save.

Step 7:
Click the Clear button to remove your display filter.

Oftentimes it 1s easier to save the traffic from an interesting conversation to a separate trace file and
work with just that traffic rather than analyze a larger file with unrelated traffic and potential
distractions.



Filter on an Application Based on Port
Number

There are two ways to define a display filter on an application in a trace file—you can filter based on
the application name (if known to Wireshark) or the port number in use.

If an application is UDP-based and Wireshark offers a filter based on the application name, you can
simply filter based on that application name. For example, the filter t£tp works fine for viewing all
TFTP traffic.

If the application is TCP-based, you should use a display filter based on the port number in order to
view the TCP overhead (such as the TCP handshake, ACKs and connection tear down) as well as the
application traffic. For example, the filter tep . port==21 would display the FTP command
channel traffic, including the TCP handshake, ACKs, and the TCP connection teardown packets.

Wireshark Lab 5: Filter Traffic Based on a Port Number

This trace file contains traffic from two hosts that are using FTP to download a file called
OO0 3.3.0 Linux x86 langpack-rpm_en-US.tar.gz. We will use a port-based filter to view the
FTP data transfer connection established by 192.168.1.119.

Step 1:
Open tr-twohosts.pcapng.

Step 2:
First, let's filter on all traffic to and from 192.168.1.119. Enter ip.addr==192.168.1.119 in
the display filter area and click Apply.

Look for the response to the PASV command (Packet 3,959). Expand the File Transfer Protocol
(FTP) section in the Packet Details pane to see the port number that the server will be listening on for
the FTP data channel (port 39,757).



-
M tr-twohosts.pcapng

File Edit View Go Capture Analyze Statistics Te}ephunz Tools Internals Help

c@adE f BEXE A¢esTE/EE QAR $EM % B
Fiter | ip.addr==192.1681119 B Fipresgion... Clear Koply Save  TCP

Mo, Time Source Destination Protocol  Length  Info

SFgibe Gl ab ] R Tl B Ll B o T o L B 0 R 84 Response: 200 TYPE 1is now
3714 0.000 192.168.1.119 200.236.31.1 FTP 60 Request: PASV
e e i Ry

4205 G.201 192 168.1.119 200.236.31.1 TCP >4 50743 > ftp [ACK] Seq=3lhA

4| 1

# Frame 3959: 103 bytes on wire (824 bits), 103 bytes captured (824 bits) on 3}
# Ethernet II, Src: Cisco-Li_d9:94:c0 (00:1d:7e:d9:94:c0), Dst: IntelCor_06:
® Internet Protocol Version 4, src: 200.236.31.1 (200.236.31.1), Dst: 192.16
® Transmission Control Protocol, Src Port: ftp (21), Dst Port: 50743 (50743),
=2 File Transfer Protocol (FTP)
= 227 Entering Passive Mode (200,236,31,1,155,77)\r\n
Response code: Entering Passive Mode (227)
Response arg: Entering Passive Mode (200,236,31,1,155,77)
Passive IP address: 200.236.31.1 (200.236.31.1)

RESREEILE, S Port 39757 is being defined as the port
for the FTP file transfer from this server

Step 3:
Replace your address display filter with tcp.port==39757. Click Apply. The Status Bar
indicates that 28,020 packets match this filter.

Notice that you are able to analyze the FTP data channel traffic and the TCP handshake, ACKs, and
the TCP connection teardown packets using a port-based filter.

Let's contrast this with a display filter based on an application name.

Step 4:
Replace your TCP port filter with £tp-data and click Apply. Notice that you don't see the TCP
handshake, ACKs, or the connection teardown packets.



M tr-twohosts.pcapng | =0 _thl

File Edit VYiew Go Capture Analyze Statistics Telephanz

0 4l s ERRE| G DD This ?ppllcatlop name filter does not display any TCP .
connection establishment, management or tear down traffic

—

Filter: | ftp-data ———e L

Mo, Time Source Destination Protocol  Info

22 1.666742000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 429 bytes
39 11.026613000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 215 bytes
57 18.775188000 200.236.31.1 = FTP-DFTP Data: 1460 bytes
52 18.777706000 1 I | FTP-D [TCP out-O0f-Order] F
192.168.1.72 FTP-D[TCP Out-0

7 FTP-DFTP Data: 1460 bytes

2| 1 e

18.

80 39.235186000 200.236.31.

1 192.168.1
81 39.236447000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
82 39.236457000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
83 39.236463000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
85 39.237499000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
86 39.237502000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
88 39.238822Q00 200.236.31 2. 168072 FIF BFIP ta: 1460 bytes

Step S:
Click the Clear button to remove your display filter.

Do not filter out TCP problems when you are troubleshooting network communications of TCP-based
applications. It is important to see how the application's underlying TCP connection was established
as well as maintained.

Since UDP-based applications do not have any transport layer overhead (such as connection
establishment and tear down traffic), you can use an application name display filter and see all traffic
related to that application.



Filter on Field Existence or a Field Value

There will be many times when you want to 1dentify packets that contain a specific field or a specific
field value.

For example, the display filter http . request.method can be used to view all HTTP client
request packets based on the existence of the http.request.method field. This field is only
used in HTTP requests.

The display filter dns . flags.rcode > 0 canbe used to identify DNS error responses based on
the value contained in the dns . flags. rcode field. The dns. flags. rcode field must exist in
the displayed packets and the value in that field must be greater than 0.

If you know the field name in which you are interested, you can simply type it into the display filter
area.

Alternately, if you have a packet that contains that field you can right-click on the field and select
Apply as Filter (place in the display filter area and apply immediately) or Prepare a Filter (place in
the display filter input field only, but do not apply). You may want to use Prepare a Filter to check the
filter syntax first, edit the filter, or add to the filter to create a compound filter with more than one
condition. The right-click method will always create a filter based on the field value in the packet.

Wireshark Lab 6: Filter on the HTTP Request Method Field To View Client Requests

HTTP clients send commands such as GET and POST in the HTTP Request Method field. We will
create a filter to display all packets that contain this field.

Step 1:
Open tr-winsize.pcapng.

Step 2:

Right-click on the Hypertext Transfer Protocol section in the Packet Details pane in Packet 4 and
select Expand Subtrees. When you click on the Request Method: GET line, the Status Bar
provides the name of this field—http. request.method.

Step 3:
Type http.request.method in the display filter area and click Apply.

One packet matches the filter. This quick filter method can be used when you are interested in
determining how many HTTP requests were sent to a server. You can expand this filter to include an
IP address to focus on requests to or from a single source, if desired. For example,
ip.addr==10.1.1.1 && http.request.method would display all HTTP requests to or
from 10.1.1.1. If 10.1.1.1 is a client, you would only see HTTP requests sent from this host.



r‘ tr-winsize.pcapng I_ — | = |_ T,

File Edit View Go Capture Analyze Statistics Telephunz Tools Internals Help

©® 4 BB A¢*»9TF2EFFQaaal @a¥B % B
Filter: http.request.method IEI Expression... Clear Apply Save ¥
Mo.  Time Source Destination Protocol  Length Info

4 0.000 10.0.52.164 204 _.152.184 .1 HTTP 497 GET /pub/openoffice/stable/2.0
4 | 1] 3
# Frame 4: 497 bytes on wire (3976 bits), 497 bytes captured (3976 bits) on int
® Ethernet II, Src: Sony_f4:3a:09 (08:00:46:f4:3a:09), Dst: 3Com_c9:51:b6 (00:0
® Internet Protocol Version 4, Src: 10.0.52.164 (10.0.52.164), Dst: 204.152.184
# Transmission Control Protocel, Src Port: and-1m (2646), Dst Port: http (80),
- Hypertext Transfer Protocol

- GET /pub/openoffice/stable/2.0.0/000_2.0.0_Win32Intel_install.exe HTTP/1.1%
equence): GET /pub/openoffice/stable/2.0.0/000_2.0.0_v

[+ [ ar= anels ak=

i Request Method: GET
=TT /pub/openoffice/gtable/2.0.0/000_2.0.0_WwWin32Intel_install.exe

0060

0070 61 bc bc 7o
0080 O0d 0Oa 41 63 63 65 70719

0090 67 69 66 2c 20 69 H6d 61 6? 0
00a0 74 6d 61 70 2c 20 69 o 61 _F
00b0 2c 20 69 6d G616 .

&) |j|’ HTTP Request Metho® (http.request.method) B

mage/jpeg, image/pjpeg, application/x-

I S

Click on any field in the Packet Details pane -

= 1 look at the Status Bar to see the field name —

L

Step 4:
Click the Clear button to remove your display filter.

Wireshark Lab 7: Filter on the Calculated Window Size Field to Locate Buffer Problems

Every TCP packet sent by a host includes information about that host's available receive buffer space
in the Window Size field. This Window Size field value may be multiplied by a scaling factor if
Window Scaling is in use.

o4

Read RFC 1323, "TCP Extensions for High Performance to learn more about TCP Window Scaling
as well as Protection Against Wrapped Sequence Numbers (PAWS)". Since Window Scaling
problems are not uncommon, this is time well spent.

If the advertised buffer space drops to zero, the host cannot accept any more data—a Zero Window
condition has occurred. In some situations even a low Window Size value can stop a TCP peer from
transmitting data.

Step 1:
Open tr-winsize.pcapng again if you closed it after the last lab.

Step 2:
Expand any TCP header in the Packet Details pane. Right-click on the Calculated window size field



and select Prepare a Filter | Selected.

Step 3:

Change the display filter value to tcp.window size < 1000 and click Apply. Your filter
displays Packet 374 when the client is advertising a 536-byte receive buffer area. This value will
stop the TCP peer from transmitting data if it has more than 536 bytes of data queued up to transmit.

Let's see if this low Window Size value is affecting the file transfer process.

.
‘ tr-winsize.pcapng

File Edit View Go Capture Analyze Statistics Telephonz Tools  Internals  Help
o0 Am s B2 AQAesdTEIEE Qaan $§BM x| O

Filter: tepowindow_size < 1000 IEI Expression... Clear Apply Save

Mo. Time Source Destination Protocol
374 0.000 10.0.52.1064 204 .152.184 1. TCP

4 | L)

# Frame 374: 54 bytes on wire (432 bits), 54 bytes captured (432 bits) on g
# Ethernet II, Src: Sony_f4:3a:09 (06:00:46:f4:3a:09), Dst: 3Com_c9:51:bb
# Internet Protocol Version 4, Src: 10.0.52.164 (10.0.52.164), Dst: 204.15
= Transmission Control Protocol, Src Port: and-Im (2646), Dst Port: http

Source port: and-1m (2646)

Destination port: http (80)

[Stream i1ndex: 0]

Length Info
54 and-Tm = http [ACK] Seq=44

sequence number: 444 (relative sequence number)
Acknowledgment number: 330888 {(relative ack number) =,
Header length: 20 bytes - Y ] -

Flags: 0x010 (ACK) This low window size will be the cause of
window size value: 134 the data transfer stopping if the TCP peer
[Calculated window size: 536] has more than 536 bytes queued to send

[Window size scaling factor: 4]
® Checl - gl ff9% [wvalidatjon {3

Step 4:
Click Clear to remove your filter.

Notice the delay before the Window Update packet in this trace file (Packet 375). Essentially, the
server could not transmit the full-sized packet because the client only had 536 bytes of buffer space
available.



M tr-winsize.pcapng
File Edit View Go Capture Analyze Statistics Telephony Tools  Internals  Help

@ 48 & R B WEBX 8

w Clear Apply Save

Notice the delay immediately following the
936-byte Window Size value indication

Filter:

%Dl:']t} -Ilrr:EGJJ - « LOS . LIS EESITEHEEZHJL.J.D‘-I- I:‘Ir?..il:ll"":cII Ir|1_1C':lll-...r" =Egmerntc
369 1.853 .52.164 204.152.184.134  TCP  and-Im > http
370 1.854 /4.152.184.134 10.0.52.164 TCP  [TCP segment
371 1.855 04.152.184.134 10.0.52.164 TCP  [TCP segment
372 1.855 10.0.52.164 204.152.184.134  TCP  and-Im > httf
373 1.856 204.152.184.134 10.0.52.164 TCP  [TCP segment
374 2.049 10.0.52.164 204.152.184.134  TCP  and-Im > htty

375 4.802 7 10.0.52.164 204.152.184.134 TCP __[TCP Window
376 4.803 10.0.52.164 204.152.184.134 f [TCP Window
377 4.984 204 .152 134 d_10 0 ¥ - [TCP segmen
378 4.984 10.0.52 Hinting of a Window Size problem, the and-Tm > ht

355.4.985. 04.152 delay precedes a Window Update TCP segment

e e

The server had to wait until the client's buffer size increased (the Window Update packet). For more
information on Window Updates, see Window Update.

Window Size problems have been plaguing networks for the past several years. You will always be
able to spot Window Size problems if you use the Troubleshooting Checklist—see TCP-Based
Application: Identify TCP Issues.




Filter OUT "Normal" Traffic (Exclusion Filters)

You may want to filter out good traffic to focus on anomalies. To filter out traffic based on an
application name, simply precede the application display filter name with an exclamation point (!).

For example, to remove ARP from view, use !arp.

There are two methods you can use to exclude traffic based on a field value. One method uses the !
or not operator with == or eq. The other uses the != or ne operator.

Each of these methods is used in the examples below.

'ip.addr==10.10.10.10
http.request.method '!'= "GET"



When to Use ' and == and When to Use !'=

Use the first method (! /notwith ==/eq)when you filter on a field name that matches two fields such
as ip.addr, tcp.port, or udp.port.

Use the second method (!'=) when you refer to a field name that only matches one field such as
dns.flags.rcode or tcp.dstport.

Correct Display Filter
'lip.addr==10.1.1.1
'tep.port==21
'udp.port==53
dns.flags.rcode!=0
tcp.dstport!=80

Incorrect Display Filter
ip.addr '= 10.1.1.1
tcp.port !'= 21
udp.port !'= 53
!dns.flags.rcode==
'tcp.dstport==80

Just keep this the rule in mind—if the field name can match more than one field in a packet, avoid !=.
Wireshark Lab 8: Filter Out Applications and Protocols

In this 1lab you will remove a set of applications and protocols from view. We know that this network
supports ARP, DNS, DHCP, and a number of TCP-based file transfer applications. We will filter
these from view to determine what other traffic is seen on this network.

Step 1:
Open tr-general.pcapng.

Step 2:
In the display filter area, type 'tcp && !'arp and click Apply.

N ML TV mmm = ?

0020 ff ff 44 5c 44 5c 00 cZ2 I7 Ffh-22 08 6F 73 74
0030 5f 69 be 74 22 3a 20 33 36 31 32 35 36 33 30 3/

[ATAY Na B — N Y FE EL TR 77 = i b | e N Dl 21 W
O %7 | File: "C\Users\Laura\... | Packets: 1051-Disp|a}red:4ﬂ (3.?%3)Lnadtime:ﬂ:ﬂn.mz 2
T ——"

Step 3:

There are 40 packets that match this filter. Now expand your filter to remove DNS and DHCP from
view (add && 'dns && 'bootp[7]) (Don't forget to clear your filter when you are finished
reviewing the results of this lab step.)




s T ™
M tr-generalpcapng E@lﬂ

File Edit View Go Capture Analyze Statistics Telephung Tools Internals Help
Qe DT QAeBD WEMmx 8

IEI Expression... Clear Apply Save »

Protocol  Length  Info -
DBE-LSF152 Dropbox LAN sync Discovery|l
DBE-LSF151 Dropbox LAN sync Discovery
255 DB-LSF131 Dropbox LAN sync Discovery -
I

bits), 152 bytes captured (1216 bits) on -

348 0.503 102 _168.1.60 235 2535 2535,
389 0.004 192 16&.1.69 255.2355.255

4 | L} |

® Frame 308: 157 bytes on wire (12 €
® Ethernet II, Src: Hewlett-_a’/:bf

4 I T

0000 ff ff ff ff £f ff d4 85 af b a3 08 0045 0  .._...... 1| AR =3 -
0010 00 8a 43 b7 00 00 80 11 J4 bc cO a8 01 48 ff ff il [ S | e 4
0020 T ff 44 5c 44 5c : fb 22 68 6F 73 74 ..D\D\.v .w{"host
0030 5f 69 Ge 74 22 3a 32° 35 36 33 30 37 _int": 3 64256307

NRAG.__ e 0 D73 JE &L T 21 9o 0 Ll 23 Do SEEEY T L WY TLT R .

oad time: 0:00.082 | Profile: Master Troubleshooting Profile

O ® | File: "CA\Users\Laura\... | Packets: 10

- Displayed: 8 (0.7%) ,

b

Eight packets are displayed. The displayed packets indicate there are two hosts running Dropbox on
the network. Both hosts are sending Dropbox LAN sync Discovery Protocol packets to the broadcast
address (255.255.255.255).

This process of filtering out traffic is especially useful when you are analyzing traffic during idle time
—when no user is at the keyboard. The traffic indicates background processes that run without user
interaction. This is a great baseline to create. For more information on creating baselines, see Zips
for Faster Problem Detection.




Create Filter Expression Buttons

Filter Expression buttons are based on display filters. These buttons can be created and used to
quickly apply display filters to your traffic to identify common network problems.

In the next lab you will create a button to quickly identify TCP SYN or SYN/ACK packets that are
missing either the SACK option or the Window Scaling option.

These are two options that enhance TCP's performance by reducing the number of retransmissions
after packet loss (SACK) and increasing the advertised receive buffer space above the 65,535 byte
value (Window Scaling).

Wireshark Lab 9: Create a Button to Detect Missing TCP Functionality

We can create a button to quickly identify TCP handshake packets that do not offer Selective
Acknowledgment (SACK) or Window Scaling functionality by combining an inclusion filter for the
SYN bit set to 1 with an exclusion filter for the SACK and Window Scaling options.

Step 1:
Open tr-smbjoindomain.pcapng.

Step 2:

Packet 11 is the first SYN packet in the trace file. Right-click on the TCP header of this packet and
select Expand Subtrees. We will build the filter first and then turn the filter into a filter expression
button.

Right-click on the SYN: Set line and select Prepare a Filter | Selected. Wireshark places the first
part of the filter in the display filter area.

Filter: tep.flags.syn == IZI

Step 3:
Scroll down to the TCP Options area. Click on the TCP SACK Permitted Option: True line. Notice
the syntax for this field is listed in the Status Bar arca—tcp.options.sack perm.

We are interested in TCP handshake packets that do not contain this value. Expand your filter by
typing && !'tcp.options.sack perm.

Filter: tep flags.syn == 1 && ltep.options.sack_perm IEI

Step 4:
Let's just type the last portion of the filter—we want to know i1f the Window Scaling multiplier is
missing in these SYN packets.

Add || ' tcp.options.wscale.multiplier and put parentheses around the options, as
shown below.

Filter: tep flags.syn==1 && (Mtcp.options.sack_perm || ! tep.options.wscale.multiplier) IEI

Step 5:



Click the Save button and name your new button TCP-HS and click OK.

' '
M Wireshark: Save Filter b= B

Save Filter as...

o [ o]

L =

Step 6:
Click your new TCP-HS button.

Thirty-eight packets match the TCP-HS button filter. The connections established by these packets
will not support all the desired TCP functions. (Don't forget to clear your filter when you are finished
reviewing the results of this lab step.)

-
‘ tr-smbjoindomain.pcapng

Eile Edit View Go Capture Analyze Statistics Tel'ephoni Tools Internals Help
P@dH s BEEXE Aes T LIEE Qe dEMW% B

Filter: is.syn::l S8 (tcp.options.sack_perm || ! tcp.opti.ons.wsca[e.mul‘tiplier]lJE] Expression.. Clear  Apply Save TCP-HS

Mo,  Time Source Destinaticn Protocol  Length Info

11 0.000 192.168.0.88 192.168.0.99 TCP 062 sgi-storman

Click on your new TCP-HS button to detect
the 38 SYN or SYN/ACK packets that are
missing the Window Scaling function

If you need to edit, reorder or delete Filter Expression buttons, select Edit | Preferences | Filter
Expressions.

i

Always use parentheses to group filters when you are combining && and | | in your filter. Leaving

these parentheses out may give you unexpected results because logical OR is evaluated before
logical AND[8].

As recently as Wireshark 1.10.x, the filter tcp.port==80 || dns &&
ip.src==192.168.1.72 would be interpreted as (tcp.port==80 || dns) &&
ip.src==192.168.1.72.

If you were actually interested in all TCP port 80 traffic and any DNS traffic from 192.168.1.72, you
must put in parentheses to indicate that. The filter would be tcp.port==80 || (dns &&
ip.src==192.168.1.72).

Try this yourself on ¢tr-general.pcapng. Compare the results of these three display filters:



| dns && ip.src==192.168.1.72=__ packets
| (dns && ip.src==192.168.1.72) =  packets
|| dns) && ip.src==192.168.1.72=__ packets

tcp.port==80 |
tcp.port==80 |
(tcp.port==80
You should find that the first and last filters display 195 packets while the middle filter displays 417
packets.



Launch and Navigate Through the Expert
Infos

Wireshark's Expert Infos can help you quickly detect network problems as well as obtain basic
information about network communications and view/jump to packet comments.

The Expert Infos definitions are contained in the dissectors. For example, the TCP dissector (packet-
tcp.c) defines the characteristics of TCP Retransmissions, Out-of-Order packets, and Zero Window
conditions. For details on how Wireshark defines the TCP packets, see Overview of Wireshark's
Expert Infos System .

Wireshark Lab 10: Use Expert Infos to Identify Network Problems

In this lab you will launch the Expert Infos window to identify network problems detected by
Wireshark.

Step 1:
Open tr-twohosts.pcapng.

Step 2:
Click the Expert Infos button in the bottom left corner of the Status Bar.

0000 4c 80 93 006 e2 &Ff 00 1d 7e d9 94 cO 08 00 45 20
L | s e

gg%g 01 | The Expert Infos button is color coded based on the
highest level of Expert Infos seen in the trace file

[ATAY |

The Expert Infos window is divided into six tabs:

Errors: Checksum errors, dissector failures

Warnings: Potential problems detected

Notes: Symptoms of problems; typically recovery processes

Chats: TCP connection overhead (handshake, Window updates, disconnects)
Details: Summary of Errors, Warnings, Notes and Chats

Packet Comments: List of all packet comments in the trace file

Step 3:

If IPv4 checksum validation is enabled you will see 6,767 [IPv4 Bad Checksum Expert Infos
Errors[9]. If IPv4 checksum validation is disabled (the recommended setting), there are no Expert
Infos Errors in this trace file. To disable [Pv4 checksum validation, toggle back to Wireshark, right-
click on the Internet Protocol Version 4 line in the Packet Details Pane, select Protocol
Preferences and toggle off the Validate 1Pv4 checksum if possible setting,



Toggle back to the Expert Infos window.
Click the Warnings tab.

Click the = in front of each section to view the packets that are tagged with a particular Expert Infos
indication. Click on a packet to jump to that location in the trace file.

There are 456 instances of possible packet loss in this trace file. Since packet loss impacts
throughput, this 1s likely causing some performance problems. For more details on packet loss, see
Previous Segment Not Captured.

Out-of-order packets may not be causing a noticeable delay in communications. See Qut-of-Order
Packets for more details.

Ml Wireshark: 4489 Expert Infos L B |
|Errors: 0 (0) | Warnings: 2 (473) | Notes: 591 (3819) | Chats: 15 (197) | Details: 4489 | Packet Comments: 0 |
Group 4 Protocol 1 Summary 14 Count bl o
Sequence TCP Previous segment not captured (commeon at capture start) 456 |
|
E Sequence TCP Out-0f-Order segment 17 |_
Packet: 62 1]
Packet: 63 1 |_
Packet: 37810 1
Packet: 37811 . . 1
o Expand a section and click on a packet
Packet: 38415 k 4 2 1
to jump to that location in the trace file
Packet: 38417 1
Packet: 38419 ik
Step 4:

Click the Notes tab. Duplicate ACKs are sent by a receiver to request a missing packet. As you scroll
through this list you will notice that the receiver sent 589 Duplicate ACKs to recover a missing
packet. The high rate of Duplicate ACKs may be caused by a very high latency path or a brief
connection outage.

For more information on analyzing Duplicate ACKs, see Duplicate ACKSs.

Click the Count column heading twice to sort from high to low and you will notice there are over
1,000 Retransmissions in this trace file. Certainly packet loss (and the resulting retransmissions)
appears to be plaguing this communication.



M Wireshark: 4489 Expert Infos = | B |-

|Ermr5: 0 (0) | Warnings: 2 (473) | Motes: 591 (3819) |Chats: 15 (197) | Details: 4489 | Packet Comments: 0 |

Group 1 Protocol 1 Summary 1 Count 1 &
Sequence TCP Duplicate ACK (#582) 1

# Sequence TCP Duplicate ACK (#583) 1

# Sequence TCP Duplicate ACK (£584) 1

[ Sequence TCP Duplicate ACK (#585) At one pnlnt in the trace file the 1
R BipieEop o) receiver asked more than 500 times | !

[+ Sequence TCP Duplicate ACK (#587) for the mi55ing packet 1

[ Sequence TCP Duplicate ACK (£#588) 1

[ Sequence TCP Duplicate ACK (#589) 1
Sequence TCP Fast retransmission (suspected) 5 I:

Step 5:
Click Close to shut down the Expert Infos window.

Examining the Expert Infos window i1s included in the Troubleshooting Checklist section entitled
TCP-Based Application: Identify TCP Issues. The Expert Infos window offers a quick way to locate
and jump to communication problems in the trace file.

In Part 2: Symptom-Based Troubleshooting you will create numerous filters and filter expression
buttons based on these Expert Infos items.



Change Dissector Behavior (Preference
Settings)

Some of Wireshark's predefined preference settings are not ideal for troubleshooting. For example,
the Allow subdissector to reassemble TCP streams preference is enabled by default, but there are
many times when you will want this disabled—such as when you are measuring HTTP Response
Times (http. time).

Many labs in this book refer to TCP preference settings that should be changed to troubleshoot more
efficiently. In the next lab you will compare results when the Allow subdissector to reassemble TCP
streams preference setting is enabled and disabled. You will use the right-click method to quickly
change this TCP preference.

Wireshark Lab 11: Change the TCP Dissector Reassembly Setting to Properly Measure HTTP
Response Times

In this lab you will examine the effect the Allow subdissector to reassemble TCP streams preference
setting has on the traffic display in the Packet List pane. You will also see how this setting affects the
http. time value which is used to measure HTTP response time.

Step 1:

Open tr-youtubebad.pcapng. At the start of this trace file we see a TCP handshake (Packets 1-3).
Packet 4 is an HTTP GET request from the client. Packet 5 is the ACK from the server and Packet 6
is the HTTP 200 OK response from the server.

Unfortunately, you cannot see the Response Code in the Info column for Packet 6 because the Allow
subdissector to reassemble TCP streams preference setting is enabled. The Response Code is
visible on Packet 29,259—the packet containing the last bytes of the requested item.



I! tr-youtubebad pcapng

Filter:

Step 2:
In the Packet Detail pane of Packet 4, right-click the Hypertext Transfer Protocol heading and
select Expand Subtrees.

[

1 0.000
2 0029
3 0.000
4 0.000
5 0.024
6 0.276
7 0.000
8 0.000
9 0.000
10 0.000
11 0.000
12 0.000
13 0.000
14 0.000

Eile Edit View Go Capture Analyze Statistics Telephong Tocols Internals Help
@ ® 4 U

i B Qe+ T 2 BB QaqQR @§EM % B

EI Expression... Clear
Source Destination Protocol Length Info
24.4.7.217 2058117, 232 102 TCP 66
208.117.232.102 24.4.7. 217 TER 66
2447217 28117 232 0102 TER 54
24.4.7.217 208117 232 102 HTIP 1323 GET /videoplayback?sp
208.117.232.102 24.4.7.217 TCP 60 http

Apply Save

56770 > http [SYN] Se
http > 56770 [SYN, A

208.117.232.102 24.4.7.217 10,905 379 [T1CP

208.117.232.102 24.4.7.217 [TCP
ggg If the TCP reassembly setting is enabled, HTTP Egﬁ
208 response packets that contain data are marked as [TcP
208| partofareassembled PDU - the 200 OKis shown on [TcP
208 the last packet of the downloaded element [TCP
208 . TI7 230 100 28337217 TCP fs"'[TCP
208: 117232102 24.4. 7. 217 TCP 310 [TcCP

> 56770
segment
segment
segment
segment
segment
segment
segment
segment
segment

56770 > http [ACK] S¢

[ACK] Seé

UV I

A hyperlink to the response packet is located at the bottom of the HTTP section. Double-click the
hyperlink to jump to Packet 29,259.



= Frame 4: 1323 bytes on wire (10584 bits), 1323 bytes captured (10584 bit:

# Ethernet II, Src: Hewlett-_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cadant_31:E
= Internet Protocol Version 4, Src: 24.4.7.217 (24.4.7.217), Dst: 208.117
= Transmission Control Protocol, Src Port: 56770 (56770), Dst Port: http
- Hypertext Transfer Protocol
= [truncated] GET /videoplayback?sparams=id%2Cexpire%2Cip%2Cipbits¥%2Citag
= [[truncated] Expert Info (Chat/Sequence): GET /videoplayback?sparams
[Message [truncated]: GET /videoplayback?sparams=id%2Cexpire%2Cip%2
[severity level: chat]
[Group: Sequence]
Request Method: GET
Request URI [truncated]: /videoplayback?sparams=id%2Cexpire%2Cip%2Ci
Request Version: HTTP/1l.1
Host: v16.lscache8.c.youtube.com\r\n
User-Agent: Mozilla/5.0 (Windows; U; wWindows NT 6.1; en-uUS; rv:1.9.2.1
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,%*/%;q=0
Accept-Language: en-us,en;qg=0.5\r\n 3
Accept-Encoding: gzip,deflate\r\n t’
Accept-Charset: IS0-8859-1,utf-8;q=0.7,%;q=0.7\r\n -
Keep-Alive: 115\r\n
Connection: keep-alive\r\n
[truncated] Cookie: VISITOR_INFO1l_LIVE=xU-BqDEfmck; use_hitbox=72c46f
\r\n
[Full request URI [truncated]: http://vl6.lscache8.c.youtube.com/vide
[HTTP request 1/1]
[Response in frame: 29259]

Use the hyperlink to quickly jump to
the response packet

==

L

Step 3:
Scroll to the bottom of the HTTP header in Packet 29,259. The Time Since Request (http . time)
field indicates the HTTP response time was over 276 seconds.



= HTTP/1.1 200 oK\r\n
= [Expert Info (Chat/sequence): HTTP/1.1 200 oK\r\n]
[Message: HTTP/Ll.1 200 ok\r\n]
[severity level: chat]
[Group: Sequence]
Request Version: HTTP/1l.1
Status Code: 200
Response Phrase: 0K
Last-Modified: sun, 13 Mar 2011 19:41:25 GMT\r\n
Content-Type: video/x-flv\r\n
Date: Mon, 14 Mar 2011 03:42:42 GMT\r\n
Expires: Mon, 14 Mar 2011 03:42:42 GMT\r\n
Cache-Control: private, max-age=22338\r\n
Accept-Ranges: bytes\r\n

- Hypertext Transfer Protocol g

= Content-Length: 31095594\r\n il This indicates the HTTP
[Content length: 31095594] response time is over 276
Connection: close\r\n seconds - that is not correct - the
X-Content-Type-Options: nosniff| yyrp response is in Packet 6

server: gvs 1.0\r\n -

\r\n /
[HTTP response 1/1]

[Time since request: 276.738716000 seconds]
[Request in frame: 4]

= Media_ Type

This is not correct. The HTTP response time is measured from the HTTP request packet to the HTTP
response packet that contains the 200 OK response. Wireshark, however, marks the last packet of the
download as the response packet when the Allow subdissector to reassemble TCP streams
preference setting is enabled.

Step 4:
Let's find the actual HTTP response time.

In the Packet Details pane of any packet, right-click the TCP header, select Protocol Preferences
and toggle off the Allow subdissector to reassemble TCP streams preference setting.



= Ethernet II,

@ Internet Protocq

= Transmission Con:c

= Hypertext Transfer
= Data (66 bytes)

[Length: 66]

Data: a3b372aabcl

(3N ]

,otoco1.

on 4, Src:
Src

Expand Subtrees
Expand All
Collapse All

Apply as Column

Apply as Filter
Prepare a Filter
Colorize with Filter
Follow TCP Stream
Follow UDP Stream
Follow 55L Stream

Copy

Export Selected Packet Bytes...

Wiki Protocol Page

Filter Field Reference
Protocol Help
Protocol Preferences

4: Decode As...

Disable Protocol...
Resolve Name
Go to Corresponding Packet

Show Packet Reference in Mew Window

208. 117 232.

= Frame 29259: 120 bytes on wire (960 bits), 120 b ap d 50 _bi on

src: Cadant_31:bb:cl (00:01:5¢:31: The fastest way to change dissector behavior
is to right click a protocol or application line

and select Protocol Preferences

107250ab83f1. ..

#7 Transmission Control Protocol Preferences...

v Show TCP summary in protocol tree

Yalidote the TCD rhirlprum f pocoible

——

14|

Step S:

Now click the Go to First Packet button | . Notice we see that Packet 6 actually contains the 200
OK response.

8b 33

Allow subdissector to reassemble TCP streams ’

v Analyze

SequUence numbers
v Relative sequence numbers

Scaling factor to use when not available from capture
v Track number of bytes in flight

Calculate conversation timestamps

Try heuristic sub-dissectors first

£ v TCP Experimental Options with a Magic Mumber

a0 72 50 ab 83

Ignore TCP Timestamps in summary

Do not call subdissectors for error packets

Examine the HTTP response time value in Packet 6. It is just over 300 ms.

This is quite a difference from the 276 seconds we found earlier when the A/low subdissector to

reassemble TCP streams preference setting was enabled.




l! tr-youtubebad.pcapng i -
File Edit Yiew Go Capture Analyze Statistics Telephonx Tools Intermals Help g
e@jﬁg%%@rﬁ@@@ﬁgﬂ QAaf #EMx 8

Filter: IZI Expression... Clear Apply Save
0. Time Source Destination Protocol Length Info
1 0.000 24.4.7.217 208 017 232 102 TCP 66 56770 > http [SYN] Seq=0 win=819
2 0.029 208.117.232.102 24.4.7.217 TP 66 http > 56770 [SYN, ACK] Seq=0 Ag
3 0.000 24.4.7.217 208.117.232.102 TCP 54 56770 > http [ACK] Seq=1 Ack=1l
4 0.000 24.4.7.217 208.117.232.102 HTTP 1323 GET /videoplayback?sparams=1d%2§
5 0.024 208.117.232.102 24.4.7.217 TCP 60 http > 56770 [ACK] Seq=1 Ack=l:
e 0.276 208.117.232.102 24.4.7.217 HTTP 379 HTTP/1.1 200 OK
/7 0.000 208.117.232.102 24.4.7.217 HTTE 4 Continuation or non-HTTP traff
8 0.000 208.117 Continuation or non-HTTP traffi
O 0.000 208.1171 Now we can see when the actual 200 OK arrived | continuation or non-HTTP traffid
10 0.000 208.117 rorrror—repep—p—— P o= Continuation or non-HTTP traf
i1 0.000 208.117.232.102 24.4.7.217 HTTP 63 Continuation or non-HTTP traffiz
i, (L. Q00 R wyf kel 0 4 = .8 - - = ; T e

This is one of the most frustrating settings in Wireshark. You will probably want to keep this setting
disabled for most of your analysis work. If you plan to export HTTP or SMB objects, however, you
must enable that TCP preference setting before selecting File | Export Objects.

@ Frame 6: 379 bytes on wire (3032 bits), 379 bytes captured (3032 bits) o
#= Ethernet II, Src: Cadant_31:bb:cl (00:01:5c:31:bb:cl), Dst: Hewlett-_a7:b
= Internet Protocol Version 4, Src: 208.117.232.102 (208.117.232.102), Dst:
= Transmission Control Protocol, Src Port: http (80), Dst Port: 56770 (567
= Hypertext Transfer Protocol
= HTTP/L1.1 200 oK\r\n
= [Expert Info (chat/sequence): HTTP/L1l.1 200 okK\r\n]
[Message: HTTP/1.1 200 ok\r\n]
[severity level: cChat]
[Group: Sequence]
Request Version: HTTP/1l.1
Status Code: 200
Response Phrase: 0K
Last-Modified: Sun, 13 Mar 2011 19:41:25 GMT\r\n
Content-Type: video/x-flv\r\n
Date: Mon, 14 Mar 2011 03:42:42 GMT\r\n
Expires: Mon, 14 Mar 2011 03:42:42 GMT\r\n
Cache-Control: private, max-age=22338\r\n
Accept-Ranges: bytes\r\n
Content-Length: 31095594\r\n
[Content length: 31095594]
Connection: close\r\n

m

X-Content-Type-Options: nosniff\r\n
Server: gvs 1.0\r\n The HTTP response time was
\r\n actually just over 301 ms

[HTTP response 1/1]
[Time since request: 0.301284000 seconds]
[Request in frame: 4]




It is important to learn which Wireshark preferences can be changed and how preference settings
affect your view of the packets. The best way to identify the preference settings available is to right-
click on a protocol in the Packet Details pane and select Protocol Preferences.

Next we will count conversations and determine the top talker in a trace file.



Find the Top Talkers

Use the Conversations window to determine the most active conversation based on hardware
address, network address, or even the port numbers in use. You can use right-click functionality to
filter on a conversation, find a packet in a conversation or even temporarily color a conversation.

Wireshark Lab 12: Find the Most Active Conversation (Byte Count)

In this lab you will use the Conversations window to determine the top talkers based on count of
bytes transmitted or received.

Step 1:
Open tr-general.pcapng.

Step 2:
Select Statistics | Conversations. The tabs indicate the number of each type of conversation seen in
the trace file.

M Conversations: tr-general.pcapng E@é

Ethernet: 6 | Fibre Channel | FoD1| 1Pva: 30| 1pvs | x| x7a | nce | rsve | scre | wicp: 56] Token Ring | upp: 18| use [ wian]

Ethernet Conversations

Address A 4 AddressB 4 Packets 4 Bytes 1 Packets A—B 4 Bytes A—B { Packets A—B 4 Bytes A—B 4 RelStart 4 Duration 4 bps A—B 4 bps A—B A
Pacefimer 11:e2:b9 Hewlett-_al:bf:a3 1004 423541

Micro-5t_3c:a®84  Broadcast 7 420 7 420 0 0 2167656000 28.8674 116,39 MN/A
Pacefmer 11:e2:b9 Broadcast 27 1620 27 1620 0 0 4439383000 410899 31541 MNfA
Micro-5t_3d:0b:40  Broadcast 8 1104 8 1104 0 0 4577944000 38,6096 228,75 MN/A
Micro-5t_3d:10:d3  Broadcast 9 1650 a 1650 0 0 6639666000 37.3467 35344 MfA
Hewlett-_a7:bfia3  Broadcast 11 682 1 682 0 0 13451843000 30,0097 18181 MN/A

[#] Mame resolution  [] Limit to display filter

[ Help ] [ Copy Follow Stream Graph A—B Graph B—A

“ S

Step 3:
We are interested in the most active TCP conversation (in bytes) in this trace file. Click the TCP tab
and then click the Bytes column heading twice to sort from high to low.

The most active conversation is between 192.168.1.72 on port 32313 and 192.87.106.229 on port 80
(listed as http).

Step 4:
Right-click on this top conversation and select Apply as Filter | Selected A «— B. Wireshark
applies the filter and displays the 123 packets of this conversation.



-
M Conversations: tr-general.pcapng

| Ethernet: 6| Fibre Channel | FDDI| 1pva: 30| 1pus | 1P | 1x74 | cp | Rsve | scTp| TCP:56 | Token Ring | wDP: 18| use | wian |
TCP Conversations

Address A 4
192168.1.72
192.168.1.72 pply as Filter r
192168172 32318 Prepare a Filter L4 Mot Selected L A—B A0 857
192.168.1.72 32296 Find Packet r .. and Selected » A+~B 24141
192168.1.72 32303 Colorize Conversation r ... Of Selected r A — Any 14 697
192168172 32298 BEST 28200 hittp i .. and not Selected r A — Any 19 657
192168.1.72 32323 2343181210  https 19 ... or not Selected 2 A+~ Any 7905
192168.1.72 32315 14021111131 http 18 TOnrT T Any ~B 8454
192.168.1.72 32289 1995014892  https 26 672 1 41 Any — B 2 576
192168172 32291 65.254.248.200 http 15 5460 10 26 Any — B 2783
192.168.1.72 32309 143127102125 http 14 4304 1) 11w 7 3126
192168.1.72 32320 1923524450  ftp 47 4276 13 1233 29 3043 =
1| ] | b

Mame resolution  [] Limit to display filter

[ Help l I Copy ] I Follow Stream ] ’ Graph &—B ] I Graph B—4 ] [ Close

L ’,
Step S:

When you are done, click Clear to remove your display filter, toggle back to the Conversations
window and click Close.

This is a good skill to master. When you are confronted with a very large trace file filled with
hundreds or even thousands of conversations, use the Conversations window to identify the active
applications and hosts and rapidly build filters to focus on specific conversation traffic.



Build a Basic |0 Graph

The basic 10 Graph can be used to view throughput levels for all traffic in a trace file or plot a subset
of traffic (based on display filters). When performance issues arise, consider building an 10 Graph to
identify any sudden drops in throughput. If there are numerous drops in throughput, the IO Graph can
help you prioritize your troubleshooting tasks.

Wireshark Lab 13: Quickly Spot a Throughput Problem in an 10 Graph

This trace file contains a single TCP conversation. An HTTP client is downloading a large file from
a web server.

Step 1:
Open tr-winsize.pcapng.

Step 2:
Select Statistics | IO Graph. By default, Wireshark displays the packets per second rate (packet per
tick with a default tick rate of one second).

There are two problem points in this download process. The first problem appears to be more
significant than the second problem, but both should be investigated.

M Wireshark IO Graphs: tr-winsize.pcapng l = | [=] |ﬁ]
— 1000
We have two distinct throughput problems -
during this file download process .
— 500
I 0
0= 20s
<[ i i
Graphs K Axis
EGraph 1J Colar ’Filter:‘ Style: |Line IEI [¥] Smooth || Tick intervali 1 sec |E|
[Graph 2] Cu:ulu:ur’FiIter:‘ Style: |Line IZI [¥] Smocth Pixels per tick: 3 |Z|
[m [r| L IEI I ’ [] View as time of day
ten : [ t
rap ilter tyle: |Line __| moo o
IGraph 4] Cu:ulu:ur[FiIter:] Style: |Line [¥| Smooth Unit: Packersriick |E|
|Graph 5| Color [Fitter: Style: Line |+ | [7] Smooth || Scale:  [Auto I~
Smooth: Mo filter |E|
I Help l [ Copy l [ Save ‘ l Close J

e -

Step 3:
Click on the first drop in throughput in the graph. Wireshark jumps to that point in the trace file so
we can investigate the problem further.




( M tr-winzize.pcapng f
File Edit View Go Capture Analyze GStatistics Telephony Tools Internals Help
e dE f BB AP DTFT L QAR @EM % B
Filter: IEI Expression..  Clear Apply Save  TCP-HS
Mo, = Time Source Destination Protocol Length Info
L e WAL LT AP e WP L. LWUTT EWVT o L JEL o LWVT o LT | I . | [EN QLW | i -~ IILL'_-' L™
370 0.000869 ] L o4 HTTP 1230 Continuation or no
371 0.001347 | Thereis asignificantdelay at |64 HTTP 1514 Continuation or no
372 0.000013 | thefirstdropinthroughput |84.134 TcPp 54 and-1m > http [ACK
373 0.001043 rov—gr _rov—ror—TOoro——or—104 HTTP 1514 Continuation or no
37 0100 3 i G 204.152.184.134 TCP 54 and-1m > http [ACK
375 2.753091 10.0.52.164 204 .152.184.134 TCP 54 [TCP window Update”
376 0.000921 10.0.52.164 204.152.184.134 TCP 54 [TCP window Update
377 0.180846 204.152.184.134 10.0.52.164 HTTP 1514 Continuation or nog
378 0.000292 10.0.52.164 204.152.184.134 TCP 54 and-Tm > http [ACK]}
379 0.000703 204.152.184.134 10.0.52.164 HTTP 1514 Continuation or ng
FE = o . P 5 .‘ [, 13 T : r - A

If your Time column is set to Seconds Since Previous Displayed Packet (View | Time Display
Format), you will see a delay of over 2.75 seconds in the trace file. You set this Time column value
in Wireshark Lab 3: Set the Time Column to Detect Path Latency.

Packet 375 is marked as a TCP Window Update packet. This indicates that the delay may have
something to do with the Window Size value advertised by the client (10.0.52.164). See Graph
Window Size Problems for more information about this problem.

Step 4:
Toggle back to the IO Graph. Click on the second problem point in the graph. Toggle back to
Wireshark to see what is happening at this point in the file download process.

! tr-winsize.pcapng e

Eile Edit Miew Go Capture Analyze Statistics Telephnnz Wearein paCkEtlﬂ?E I:EGQYEWEtthE
P— f BRSO e DT second problem point in the |0 Graph

Filter: IZIExp lear  Apply Save TCP-Hs
Mo, = Time Source Destination Protoco th Info

66100 UDlll? 204 152 184 134 10 0.52. 164 . Cﬂnt1nuat10n Of

6612[] DDDSM 204152 184 134 1n 052154 N HP T
] .134  TCP 66 [TCP Dup ACK 6
55140 uu1495 204 152 184 134 10 u 52 154 HETE: 1514 CohEiniation

55150 001033 204 152 184 134 10 D 52 154 HTTP 1514 Continuation @

The client appears to be in the middle of a packet loss recovery process. For more information about
this process, see Duplicate ACKS.

Step 5:



Toggle back to the IO Graph and click Close.



Add a Coloring Rule

Coloring rules can be used to quickly identify packets in the Packet List pane. Wireshark includes a
set of default coloring rules. You can edit, import, export, and temporarily disable coloring rules if
desired.

Coloring rules are saved in a text file called colorfilters in your personal configuration folder. You
can locate this folder by selecting Help | About Wireshark | Folders.

Wireshark does not have an Expert Infos warning about DNS Errors so in the next lab you will create
a "butt-ugly" coloring rule to highlight these DNS errors. In Detect DNS Errors you will create a
filter expression button to detect these errors as well.

Wireshark Lab 14: Build a Coloring Rule to Highlight DNS Errors

Step 1:
Open tr-chappellu.pcapng.

Step 2:
First let's just apply a filter for all DNS traffic. Type dns in the display filter area and click Apply.

Forty-three packets should match your filter.

You may notice right away that we have some DNS problems. The client asks two DNS servers
(75.75.75.75 and 75.75.76.76) to resolve www.chappellU.com nine times before receiving an
answer (Packet 12). Unfortunately, we can't create a coloring rule for these repeated requests, which
would be denoted by repeated use of the same Transaction ID in multiple DNS requests.

-
tr-chappellu.pcapn
PP pcapng

Eile Edit View Go (Capture Analyze Statistics Telephonx Tools Internals Help
coadm s BRXZ| A+ TLIEE QAR E#DB % B

Filter: | dns EIExpression... Clear Apply Save

Mo, Time Source Destination Protocol  Info

2 0.251 24.6. T A R e Standard 0x5451 A www.chappellu.

3 1.252 24.6.173.220 75.75.76.76 DNS Standard query O0x5451 A www.chappellu.com
4 1.253 24.6.173.220 75.75.75.75 DNS_ Standard query Ox5451 A www.chappellu.com
5 2Z2.252 24.6.173.220 75.75.76.76 Standard query 0x5451 A www.chappellu.com
2252 24 6. 173 220 75 75 ¥5. Standard query 0x5451 A www.chappellu.com
8 4.252 24.6.173.2 These are all repeated Standard query 0x5451 A www.chappellu.com
g 4252 24.6.173.2 DNS requests Standard query 0x5451 A www.chappellu.com
10 8.253 24.6.173.2 5 Standard query 0x5451 A www.chappellu.com
11 8.253 24.6.173.220 75.75.76.76 DNS Standard query 0x5451 A www.chappellu.com

12 8:298 75.75.75.76 24.6.173.220 DNS
24 8.449 24.6.1?3.21 ,

The response finally
,25 5465 75 .75 75.7 e

Step 3:
Right-click on the Domain Name System (query) section in the Packet Details window of Packet 12.
Select Expand Subtrees.

Standard query response 0x5451 A 198.66.23
Standard query Oxcl6e A www.google-analyti
Standard response Oxc



http://www.chappellu.com/

Notice the Reply Code field inside the Flags section. When this field contains a 0, the DNS response
was successful. If this field contains any other value, the response indicates there is as DNS error.

We will use this information to create our "butt-ugly" coloring rule.

Expand Subtrees

Expand All
. . Collapse Al - .
= Frame 12: 93 bytes on wire (744 bits) S pits) on interfag
= |[Ethernet II, Src: Cadant 31:bb:cl (0f ApplyasColumn vlett-_a7:bf:a3
@ Internet Protocol Version 4, Src: 75.  ApplyasFilter r5t: 24.6.173.220
= User Datagram Protocol, Src Port: don ,—frepseeiiten P [ (548172
- Domain Name System (response) 5‘ * ¢ Colorl
[Request In: 10] SJEUDPQZE s
[T-ime 0. 0449?60305:§§°nd5] Follow S5L Stream : EZ:Z:j
Transaction ID: 0x :
Copy | = Colors
B F'Ilags. 0x8180 standard q;:ery respoMn L — =
A « 22+ «... = Response: Me
000 0O o Dpl‘:gde Star@ Wiki Protocol Page * Color?
.0.. ... .... = Authoritatiy @ FilterFicld Reference | Color®
0 = Truncated: M  ProteclHelp i
z i ; i Recursion.de Protocol Preferences P: "_._"_ bl
. i = ; = [ Mew Colaring Rule... __!
[ S = Recursion ay & DecodeAs. Ws
ﬂ . = Z: FESEFVEd ¥ Disable Protocol...
0. = Answer Eoatie e y portion was no

o to Corresponding Packet

.0 .... = Non-auth_' 2
Reply code:

how Packet Reference in Mew Window

Questions: 1
Answer RRs: 1
Authority RRs: 0
Additional RRs: 0
@ Queries

i
Answers g

Step 4:
Right-click on the Reply Code field and select Colorize with Filter | New Coloring Rule.

Step 5:
Enter DNS Errors as the name of your new coloring rule.

Change the String value to dns . flags.rcode > 0[10].



M Wireshark: Edit Color Filter - Profile: Troubleshooting Book Profile =NR=S X

Filter-

Marme:  DMS Errors

String: | dns.flags.rcode = 0

Display Colors Status
Foreground Color...] ’Bar_kground Color...] [] Disabled
[ 0K l I Cancel ]
Step 6:

Click the Background Color button and type orange in the Color Name field. When you tab away
from the Color Name field, Wireshark changes the word "orange" to the hex value #FFA500 and
shows the new color in the color preview area. Click OK to close the background color window and
click OK to close the Edit Color Filter window.

4 Wireshark: Choose Background color for "name” 2

!. Hue: 39 = Bed: 255

of Saturation: 100 = Green: 165

A0k [HAf] 4] E

Value: 100 £ Blue. |0

Color name: | #FFAS00 3

Wireshark converts color
. names to hex values

Color preview area Lo || conca |

L A

Your new coloring rule appears at the top of the list of color filters. Packets are processed in order
through this list. Typically, DNS packets match the UDP coloring rule (as noted in the Frame section
of the packets).

Now, DNS errors will appear with an orange background.



M Wireshark: Coloring Rules - Profile: Troubleshooting Book Profile | =1 |ﬂhj
Edit Filter Order
List is processed in order until match is found
| New | Marne String
DMS Errors dns.flags.rcode = 0
Edit... TrD : 2y Up
HSRP State Change hsrp.state |= & hsrp.state != 16
Enable c e e B g e o L
Spanning Tree Topology Change stp.type == 00 New colorlng rules are
_ O5PF State Change ospf.msg =1 plEIGEd at the tﬂp of the list
Dizable = 5 R 3
ICMP errors icmptype eq 3 || icmp.type eq 4 || icmp.typ
ARP arp Move
Delete ; . celected filter
ICMP icmp || icmpv up or down
Manage tcp.flags.reset eql
SCTP ABORT
|Imp|:|rt...| ow or unexpected
| Export... | | | SMB smb || nbss || nbns || nbipx || ipxsap || netbios 5
S il Down
HTTP http || tcp.port == 80
[ Clear || X ipx || spx =
— 4 FIr F
| Help | aK l | Apply | | LCancel
Step 7:

Click OKto close the Coloring Rules window.

Step 8:

With your dns filter still in place, scroll through the packets to see if you notice the two DNS errors
in the trace file. Packet 83 and Packet 84 should appear with your new orange coloring rule. Don't
forget to clear your display filter when you are finished reviewing the results of this lab step.

M tr-chappellu.pcapng

File Edit View Go Capture Analyze Statistics Telephnnz Tools Internals  Help

OO AMEI BRXZ AesDTL RAQ M | WEW % B
Filter: dns |Z| Expression... Clear Apply Save

Time Source Destination Protocol  Info

No.

79 B.829 75.75.75.75 24.6.173.220 DNS Standard query response Oxell8 CNAME cf-ssll

80 8.830 24.6.173.220 75.75.75.75 DNS Standard query Oxfd77 AAAA www.hitroreader.co
81 8.838 75.75.75.75 24.6.173.220 DNS sStandard query response Oxe4dd AAAA 2001:486
82 8.860 24.6.173.220 75.75.75.75 DNS standard query O0xfd77 AAAA www.nitroreader.

83 8.869 75.75.75.75 24.6.173.220 DNS sStandard query response Oxfd77 Server failure
84 8.873 75.75.75.75 24.6.173.220 DNS sStandard query response Oxfd77 Server failure
162 28.664 24.6.173.220 75.75.75.75 DNS Standard query 0xa%9b6 A vuzit.com
164 29.665 24.6.173.220 75.75.76.76 DNS Standard query 0xa%9b6 A vuzit.com
1165 29.665 1705, 220 7575 DD a9 uzi

Step 9:
Expand the Frame section in the Packet Details pane of Packet 83. You will see your Coloring Rule
Name and Coloring Rule String listed in this area.



= Frame 83: 400 bytes on wire (3200 bits), 400 bytes captured (3200 bits,
Interface id: 0
Encapsulation type: Ethernet (1)
Arrival Time: Oct 24, 2012 15:13:37.608733000 Pacific Daylight Time
[Time shift for this packet: 0.000000000 seconds]
Epoch Time: 1351116817.608733000 seconds
[Time delta from previous captured frame: 0.008743000 seconds]
[Time delta from previous displayed frame: 0.008743000 seconds]
[Time since reference or first frame: 8.869124000 seconds]
Frame Number: 83
Frame Length: 400 bytes (3200 bits)
Capture Length: 400 bytes (3200 bits)

[Frame is marked: False] The coloring rule applied to
[Frame is ignored: False] packets is shown in the Frame
[Protocols in frame: eth:ip:udp:dns] section of each packet

[Coloring Rule Name: DNS Errors]

[Coloring Rule String: dns.flags.rcode > 0]
Ethernet II, Src: Cadant_31:bb:cl (00:01:5c:31:bb:cl), Dst: Hewlett-_a
Internet Protocol Version 4, Src: 75.75.75.75 (75.75.75.75), Dst: 24.§
User Datagram Protocol, Src Port: domain (53), Dst Port: 56007 (56007
Domain Name System (response)

Request In: 82]

0 FE B B

-

Step 10:

(Optional) To disable this coloring rule, click the Coloring Rules button T on the Main Toolbar,

select your DNS Errors coloring rule and click Disable. Wireshark places a line through the disabled
coloring rule and does not apply it to the traffic.

Click OKto close the Coloring Rules window.

Coloring rules can help call attention to specific traffic. Filter expression buttons are a faster way to
detect these problems, however. Through the rest of this book we will create buttons to quickly detect
problems rather than create coloring rules.



Chapter 3: Use the Right Capture Technique

Capturing the traffic properly is a key step in locating the cause of network performance problems.

Consider the following when validating your trace files before analysis:

Consider the capture location when you must obtain round trip times.

Packets dropped during the capture process can lead you to incorrect analysis of the network
problems. Be wary of oversubscribing switches.

WLAN traffic can be tricky to catch—you must catch Management, Control and Data traffic as
well as 802.11 headers.

Wireshark may crash or perform too slowly on large trace files—try to keep your trace files
below 100 MB. Use Editcap to split large files into file sets when necessary.

Use capture filters sparingly. Use display filters liberally.



Chapter 3 Notes

There are lots of options available for
capturing traffic. Determine the best
option depending on who is
complaining and the network type.

= Choose to start capturing near a
client, near a server or inside the
infrastructure.

- Consider using a Tap, switch port
spanning or run Wireshark on the
target.

- Capture to file sets when working on
high traffic links.

- Make sure you capture control,
management and data frames on
WLAN networks, as well as 802.11
headers. Prepend Radiotap or PPI
headers if possible.

= Uge capture filters (only when
avsolutely necessary).




Tips on Choosing a Capture Location

Capturing at the correct location can save you time and reduce distractions when you are
troubleshooting performance problems.

When you capture close to the complaining user, you obtain the traffic from that user's perspective.
You can determine the round trip time to the server(s), identify the packet loss rate, and spot any error
responses sent to the client.

Advantages of capturing close to the complaining user:

Obtain round trip times to targets from the local host's perspective.

Obtain service response times from the local host's perspective (such as HTTP, DNS and SMB
response times).

Obtain TCP handshake configurations based on the local host's perspective.

Determine if the client is witnessing packet loss, out-of-order packets or other TCP errors.
Avoid capturing unrelated traffic to and from other hosts on the network.

If you cannot capture at the client, consider capturing at the server side of the communication. You
can still obtain round trip times on TCP-based applications and service response times. You will
also be able to see the TCP handshake characteristics.

If you capture near a busy server, however, you may need to apply a capture filter to focus on the
traffic to and from the complaining user's machine. Refer to Use Capture Filters when Necessary .




Capture Options for a Switched Network

These days, almost all network clients are connected to the network through a switch. Switches only
forward four types of packets by default:

e Broadcast

e Multicast[11]

e Traffic to your hardware address

e Traffic to an unknown hardware address[12]

Because of this, when you connect a system running Wireshark directly to a switch port, you can't
listen to other users' traffic, as shown in the next image.

Traffic path

In order to capture the traffic between the client and the upstream switch (and ultimately a remote
host), you need to either (a) install Wireshark or another capture tool on the user's machine, (b) make
the switch send a copy of the traffic down your analyzer port, or (¢) tap in and obtain a copy of the
traffic between the client and the switch.



Install Wireshark (or Other Capture Tool) on the User's

Machine
This is a great option—if you can do it. It's great because you can get all the traffic from the user's

perspective (the most important perspective after all). There are some negatives here, however. We
really do not want Fred (our "user from hell") to even know about Wireshark. We'd prefer not to field

questions such as "hey—what's ICMP?"



Switch Port Spanning

If you can't install a packet capture tool on the user's system, often the only other option may be to

make the switch send a copy of the traffic down your analyzer port (aka "spanning"). If the switch

supports spanning, you can configure the switch to send a copy of the traffic from the user's switch
port down your analyzer switch port, as shown below.

Switch port spanning is a simple option if it is available. Unfortunately, not all switches support this
feature and it really isn't the best option. If there are corrupt frames traveling from the user's host,
those corrupt frames won't be forwarded down the spanned port by the switch.

S

Be careful not to "oversubscribe" your switch port when performing switch port spanning. Switch
port oversubscription occurs when you span a level of traffic that cannot "fit" down the pipe to
your Wireshark system. The switch will drop the excess packets and your trace file will be
incomplete. (You may see "ACKed Unseen Segment" in the Expert Infos window.) Consider what
would happen if you connect Wireshark to a 1 Gbit switch port and span the full-duplex traffic on
another 1 Gbit switch port (transmit + receive traffic = 2 Gbit rate) of a server. Your Wireshark
connection to the switch can only handle a 1 Gbit traffic rate. The switch will drop any packets
over that limit.



Use a Test Access Port ("Tap")

This 1s where a TAP ("Test Access Port" - simply referred to as "tap") comes in handy. A tap is a
simple device that copies all the traffic flowing through it (including those corrupt packets) out to a
monitor port.

Taps are fabulous! You should know how to "slap a tap" on the network quickly and have some taps
in place in the server room.[13] There are several variations of taps on the market. Look for an
"aggregating tap"[14] that combines the traffic flowing in both directions on a full-duplex network
down a single cable to Wireshark.



The Final Choice—a Hub

Hubs are half-duplex devices (think of a one-lane road). When you only have a hub available, you'll
be turning that full-duplex link between the user's system and switch into a half-duplex link. The users
will probably not even notice—their network communications are lousy anyway.[15]



Capture on High Traffic Rate Links

If you must capture inside an infrastructure on a high traffic rate link, do not capture with Wireshark.

First of all, Wireshark is a GUI tool—it doesn't have capture capabilities. Wireshark calls on
dumpcap to perform the capture. If you are running a capture from Wireshark you are watching a
graphical interface tool as it receives packets from dumpcap. Wireshark may not be able to keep up
on a busy link.

Stop capturing if you see the label "Dropped:" in the Status Bar. This is an indication that packets
have been dropped by Wireshark, likely because Wireshark cannot keep up with the traffic rate.

There are several capture methods that should be considered when you work on high traffic rate links:

e Consider capturing at the client first if possible. The traffic rate is unlikely to oversubscribe the
switch and you may obtain enough information to know what the problem is or where to capture
next.

e Capture using command-line "capture only" tools such as dumpcap or tcpdump. The capture tool
dumpcap 1s included in the Wireshark program file directory during installation. Select Help |
About Wireshark | Folders to locate your Wireshark program file directory.

e Use Editcap to split the large capture file into file sets. Use capinfos <file name> first
to determine the current file size, number of packets and number of seconds in the file as Editcap
can only split a file based on number of packets and seconds. Estimate the packets or seconds
count to try and limit file sizes to 100 MB if possible.

e I[fyou have a large trace file, but you do not want to split it, use Cascade Pilot to open and
analyze the file. Isolate the traffic of interest and then export that subset to Wireshark for further
analysis.

e Use a capture device that is designed for high performance networks, such as the Cascade Shark

Appliance® (pictured below).[16]




Consider Your Wireless Capture Options

There are several options available for capturing WLAN traffic. First try to capture traffic on your
native wireless adapter. If your adapter's WLAN capture capabilities are limited, consider other
options as listed in this section.



Determine Your Native Adapter Capabilities

You are in luck if your native WLAN adapter can capture the WLAN Management and Control traffic
and pass up the 802.11 headers. If your native adapter can capture in Monitor Mode, you can see
traffic from any network as well.

Wireshark Lab 15: Test Your WLAN Native Adapter Capture Capabilities

Step 1:
Launch Wireshark and click the Interface List '® button on the Main Toolbar.
A T Ty
I! Wireshark: Capture Interfaces [ = ﬁ
; Device Description IP Packets Packets/s

V]! £2] Wireless Network Connection  Microsoft feB0:407b:3720:17bF9320 1630 1

] ] Local Area Connection Atheros L1C PCL-E Ethernet Controller fe80::f820:1573:5/6e15¢5 0 0

Start Stop Options ‘ I LClose ]

Step 2:
Select the checkbox in front of your WLAN adapter and click Start.

Step 3:

Toggle over to a browser window and visit www.wireshark.org. Toggle back to Wireshark and
examine the packets you captured. If your native adapter is suitable for network capture, you should
see some WLAN management and Control traffic (such as Beacon packets and Probe Request/Probe
Response packets).

@ Frame 4599: 148 bytes on wire (1184 bits), 148 bytes captured (1184 bit
@ Radiotap Header v0, Length 20
= IEEE 802.11 Probe Request, "'aas: ........
Type/Subtype: Probe Request (UXv
= Frame Control Field: 0x4000 You want to capture WLAN
.000 0000 0000 0000 = Duration: 0 microsd_Management, Control and Data frames
Receiver address: Broadcast (ff:ff:ff:ff:ff:ff)
Destination address: Broadcast (ff:ff:ff:ff:ff:ff)
Transmitter address: Apple_98:26:c0 (60:fa:cd:98:26:c0)
Source address: Apple_98:26:c0 (60:fa:cd:98:26:c0)
BSS Id: Broadcast (ff:ff:ff:ff:ff:H)
Fragment number: 0
Sequence number: 478
= Frame check sequence: 0x09e00bbe [correct]
@ IEEE 802.11 wireless LAN management frame

In addition, when you look at the data packets you should see an 802.11 header on the data packets.
You will be missing some important information if your adapter strips off the 802.11 header.



Wireshark will apply an Ethernet header.

Frame 4602: 124 bytes on wire (992 bits), 124 bytes captured (992 bit
= Radiotap Header v0, Length 20
Header revision: 0

Header pad: 0 The Radiotap header contains

Header length: 20 information about the packet
Present flags characteristics upon receipt including
Flags: 0x10 data rate, channel frequency/number

Data Rate: 18.0 Mb/s and signal strength
Channel frequency: 2462 [BG 11]
@ Channel type: 802.11g (pure-g) (0x00c0)
SSI Signal: -70 dBm
SSI Noise: -100 dBm
Signal Quality: 62
Antenna: 0
SSI Signal: 30 dB
= IEEE 802.11 Data, Flags: .p..... e
Type/Subtype: Data (0x20)
= Frame Control Field: O0x0841

If you do not see these traffic types or characteristics, consider another solution for WLAN capture.
Visit wiki.wireshark.org/CaptureSetup/ WLAN for additional options for WLAN capture.

Step 4:
Click the Stop Capture button on the Main Toolbar.



Consider the AirPcap Adapter

AirPcap adapters were designed for WLAN capture on a Windows host. These USB adapters run in
Monitor Mode. Since the adapter does not join any WLAN, it cannot be used to communicate on the
WLAN—it is used for capture only.

The adapter can capture all WLAN Management, Control and Data frames. In addition, the driver can
apply a Radiotap or PPI header to the traffic. If you connect multiple AirPcap adapters to your
system, you can configure each adapter to listen to a different channel and capture all traffic
simultaneously using the AirPcap aggregating driver.

o
«
When you use an AirPcap adapter, select View | Wireless Toolbar to configure the adapter from

within Wireshark. The AirPcap includes an AirPcap Control Panel that can be used to configure the
adapters as well.

l! “AirPcap USE wireless capture adapter nr. 00

Eile Edit View Go Capture Analyze Statistics Telephunz Tools  Internals  Help

coeoadm g BRXS AT EIEEF QaQABR @aBBR B

Filter: IEI Expression... Clear Apply Save
80211 Channel: | 2462 [BG11] Channel Offset: |0 FC5 Filter: | All Frarmes Mone Wireless Settings... Decryption Keys...
Mo, Time Source Destinaticn Protocol Length  Info
e S e S
46 M Advanced Wireless Settings . = M : 0 02.11 423 Pro

:7a:af (RA) 02.11 34 Ack
:e2:b9 St g
Select View | Wireless [k

Toolbarto change the f-

Interface

AirPcap USB wireless capture adapter nr, 00 Elink Led

46 AirPcap adapter settings Jo
46 y Basic Parameters t
46’ Channel: 2462 [BG11] |Z| Include 80211 FC5 in Frames Ck
460 | channel Offset: 0 Add the Radiotap or PPl |-
460 Capture Type 80211 + Radio E] FiC5 Filter: All Frames |Z| header to view channel I
46 802.11 Only and signal strength ~ f2
46 802.11 + Radio K ] l Apply ] [ Cancel ] information <
i _ 80211 + PPI - = " : YtES CaF. CUT SO LS roa o

= Radiotap Header v0, Leng
Heighar revision: 0O l p '_ r

These AirPcap adapters are worth the price if you work on WLANS because you can't troubleshoot

what you can't see. For more information about the AirPcap adapters, visit www.riverbed.com. Also
see Tips for Detecting WLAN Problems.



http://www.riverbed.com/

Capture to a File Set in High Traffic Rate
Situations

Capturing to file sets is an important task when you are working in high traffic situations or trying to
capture an intermittent problem. (See also Tips for Locating the Cause of Intermittent Problems.)
Ideally, try to keep your file sizes to 100 MB maximum.

File sets are groups of trace files that are linked based on their file name. For example, the following
three files would be considered part of a file set:

e swl-slowftpup 00001 20131222102734.pcapng
e swl-slowftpup 00002 20131222103004.pcapng
e swl-slowftpup 00003 201312221 03259.pcapng

The file names are created using a stem, file number, date and time stamp, and extension.

swl-slowftpup 00002_201312221 03259.pcapng
| ] | ] |1 ] | J

1 | 1 |
stem file number date/time stamp  extension

To work quickly with file sets, use File | File Set | List files. In the next lab you will configure
Wireshark to capture to a file set and then open and work with that file set.

Wireshark Lab 16: Capture and Work with File Sets

In this lab we will capture to file sets and use an autostop condition to only capture three files. If you
do not define an autostop condition, consider defining a ring buffer value. For more information, see
Tips for Locating the Cause of Intermittent Problems.

Step 1:
Click the Capture Options button ' on the Main Toolbar.

Step 2:
In the Capture Options window, set the following:

Enter a path and file name for your file set.
Enable Use Multiple Files.

Set Next file every 1 Minute(s).

Set Stop capture after 3 Files.

Click Start.



M Wireshark: Capture Options = |- (E]. e -

Capture

Capture Interface Link-layer header Prom. Mode Snaplen [B] Buffer [ME] Capture Filter -
[¥]  AirPcap USB wireless capture ad... 80211 plus radiotap header  enabled default 2
__ lLocal Area Connection
[l teeo-so83650c3af7-22e1 Ethernet enabled default 2

192 1681 72 =
4 [T ¥
[T Capture on all interfaces [Managelnterfaces]

|| Use promiscucus mode on all interfaces

Capture Filter: ’Compile selected BP Fs‘

Capture Files Display Options
File: | chusers\lauraitraces\browsetest.pcapng Browse... [¥] Update list of packets in real time
(¥l : - =] x
/] Use multiple files /] Use pcap-ng format [#] Automatically scroll during live capture
[ Mesxt file EVEry 1 rebibyte(s)
S = [¥] Hid ture info dial
|¥] Mext file every 1 —|  minutels) IEI e R L ]
[ Ring buffer with 2 files Mame Resolution
[¥] Stop capture after |3 - file(s) [¥] Resolve MAC addresses
Stop Capture Automatically After... [F] Resolve network-layer names
[ |1 - packet(s) _
E [ Resolve transport-layer name
1 = |mebibyte(s)
|1 | |minute(s) [¥] Use external network name resolver

[

o [

L

Step 3:
Open a browser and visit several web sites.

Browse for at least 3 minutes and toggle back to Wireshark. Your capture process will automatically
stop after 3 minutes. The third file will be displayed in Wireshark.

Step 4:
To move from one file to the next file in a file set, select File | File Set | List Files, select a file in the
list and Wireshark will load that file.




| AT ESREERTS)

Filename Created Last Medified Size
() browsetest_00001_20131124141757.pcapng  2013-11-24 14:17:57 2013-11-24 14:18:57 100924 Bytes
i) browsetest 00002 _20131124141857.pcapng 2013-11-24 14:18:57 2013-11-24 141957 116556 Bytes
@ ibrowsetest_00003_20131124141957 pcapng  2013-11-24 14:13:57  2013-11-24 14:20:57 85392 Bytes

«. in directory: chusershlauraitraces

L ")

You can quickly locate specific packets in the file set by applying a display filter to one of the files
and then clicking subsequent files in the file list. The display filter will remain in place as you open
each file. When you are finished navigating through files, click Close on the File Set window.

To learn how to use the ring buffer function, see Tips for Locating the Cause of Intermittent
Problems.




Use Capture Filters when Necessary

Capture filters can reduce the traffic that you must look through. If applied too broadly, however,
capture filters can exclude the problem indications from the trace file.

For example, let's consider the task of troubleshooting slow web browsing sessions. If you apply a
capture filter for traffic on port 80, you will not see the DNS name resolution processes preceding the
various TCP connections to the web sites. What if the DNS resolution process was the problem? You
would miss it because you have filtered the DNS traffic from view.

o

Use capture filters sparingly—use display filters liberally.

Wireshark Lab 17: Create and Apply a MAC Address Filter

In the following lab, you will create and use a capture filter based on your own MAC address. This
will enable you to see all of the traffic to or from your machine regardless of the protocols or port
numbers in use.

Step 1:

Obtain the MAC address of your host using either ipconfig or ifconfig/[17].
Step 2:

Click the Capture Options button '® | on the Main Toolbar.

Step 3:

Enter ether host xx:xx:xx:xx:xx:xx (replacingthe x indications with your MAC
address).

Make sure you uncheck Use multiple files. Click Start.

If this is a filter you might apply again, click the Capture Filter button. Click New and name your
filter MyMac and click OK. If you want to apply this capture filter in the future, just click the
Capture Filter button again and select your filter from the list.



-
M Wireshark: Capture Options = | B |

Capture
Capture Interface Link-layer header Prom. Mode Snaplen [B] Buffer [ME] Capture Filter -
[[]  AirPcap USB wireless capture ad... §02.11 plus radiotap header  enabled default 2
Local Area Connection
feB0-5083:650c2af7-2ael Ethernet enabled default 2 ether host D4-85-64-A7-BF-43  |=
152168172

4 | 1 | »

[] Capture on all interfaces Manage Interfaces

Use promiscuous mode on all interfaces

Capture Filter: | | ether host D4-85-64-A7-BF-A3 )_ | Compile selected BPFs|

Capture Files Display Options

File: Update list of packets in real time

Step 4:
Toggle to or open a browser window and visit www.wireshark.org.

Step 5:
Toggle back to Wireshark and click the Stop Capture button '™ | on the Main Toolbar.

Step 6:
Your trace file should contain the HTTP traffic from your browsing session to www.wireshark.org.

Just for fun, enter frame contains "X-Slogan" inthe display filter area and click Apply.
Expand the Hypertext Transfer Protocol section in the Packet Details pane and look for the X-Slogan

line.[18]


http://www.wireshark.org/

l‘ *Local Area Connection (ether host D4-85-64-AT7-BF-A3) S —— 2
File Edit View Go Capture Analyze Statistics Telephon! Tools Internals Help

e @ 4

i epXe AaesT L IEEaaan #BMx 8

| frame contains "X-5Slogan” [ S |z| Expression... Clear Apply

Filter:

Mo. Time Source Destination

21 0.000 108.162.204.234 192 1h8.1.77
93 0.139 108.162.204.234 192 166

4 | ]

Frame 21: 1112 bytes on wire (8896 bfits), 1112 bytes captured (8896 bits) on inte
Ethernet II, Src: PaceAmer_ll:e2:b9 Kac:5d:10:11:e2:b%9), Dst: Hewlett-_a7:bf:a3
Internet Protocol Version 4, Src: 1(§8.162.204.234 (108.162.204.234), Dst: 192. 16
Transmission Control Protocol, Src ,ort http (80), Dst Port: 32418 (32418),
Hypertext Transfer Protocol
= HTTP/1.1 200 ok\r\n
server: cloudflare-nginx\r\n
Date: Sun, 24 Nov 2013 22:55:59
Content-Type: text/html\r\n
Transfer-Encoding: chunked\r\n
Connection: keep-alive\r\n
X-Frame-Options: SAMEORIGIN\F
X- Mod Pagespeed 1 6 29.7-35
\r\n

It's a great product with a great story to tell. I'm pumped!\r\n)

Protocol Length  Info

HTTP 1112 HTTP/1.1 200 OK (te
i HDEE 1514 HTTP/1.1 200 oK [Un

BH B &3

O ®

—S1ogan

CF-RAY: d29b09f3dbb0651\r\n

Content-Encoding: gzip\r\n

Wireshark will use the same capture filter the next time you begin a capture unless you explicitly

remove the capture filter. Don't forget to clear your display filter when you are finished reviewing the
results of this lab step.

The most commonly used capture filters are based on addresses, application names, and port number.
To learn more about Wireshark capture filtering, visit wiki.wireshark.org/CaptureFilters.



http://wiki.wireshark.org/CaptureFilters

Part 2: Symptom-Based Troubleshooting

When outlining this book, my natural tendency was to write down all the problems and expand upon
the 1ssues that make those problems happen. In the real world, however, we do not know the problem
—we are able to see only symptoms in the trace files. We must work our way from these symptoms
towards possible causes.

Now is probably a good time to reiterate: Wireshark can always tell where the problem occurred, but
it cannot tell you why the problem occurred.

For example, you can determine that a switch along a path is dropping packets with Wireshark. You
cannot determine why that switch is dropping packets with Wireshark.

If your role is to capture and analyze traffic only, it is important to work with the client, server or
infrastructure team members as they investigate the cause for network problems. Capture the traffic
after each fix is applied to verify the problem has been resolved.

If your role is to capture and analyze traffic, and you are responsible for the network clients, servers,
and network infrastructure, you will need to take traces before and after you test any fixes applied to
network hosts, protocols, or applications. These new trace files can be used to verify fixes and they

can also function as your new baseline traces.

In this part of the book, we will look at many common symptoms of network problems and try to trace
back to the possible causes of those problems. Oftentimes there are numerous possible causes that
need to be ruled out by capturing additional network trace files or performing other network tests.

We will go as far as we can go based on the symptoms in network traffic.



Chapter 4: Resolution Problems

The first step of any analysis process is to verify that the hosts are able to communicate and you can
see their traffic in the trace file.

There is no use looking into TCP, UDP, or even application problems if the host isn't communicating
on the network.

There are several reasons why a host may not communicate. We will start by looking at client issues
and then move to server issues in this section.



Chapter 4 Notes

You need to ensure that basic TCP/IP
resolution processes work properly
before looking for delays or applica-
tion error responses.

- Reference the TCP/IP Resolution Flow
Chart in this chapter.

- If a host doesn't communicate,

determine which resolution process
failed.

=

PORT KESOLUTION I
RELOLVER PROCERD |

LOCATION RESOLUTION

MALC ADDELS:
BEOGLUTION ROUTE RESOLUTION

A BY MAL ADDREDS
HESOLUTION




Silence is NOT Golden: Verify the Target Host
Traffic

If you can't see traffic to or from the complaining user's machine, you can't troubleshoot their traffic-
based issues. First you need to ensure your capture process is correct before looking at that client's
machine to try and figure out why it is silent. Also consider the TCP/IP resolution process to
determine where the problem may reside.



Check Your Capture Process
First, you must rule out any problems with your capturing device and process. If you do not see any
traffic, something may have gone wrong during the capture process.

Consider the following possible problems:

e Wireshark had a capture filter in place and the complaining user's traffic did not match the
capture filter.

e If you are using a tap, perhaps the user's network cable isn't plugged into the tap.

e I[fyou are capturing on a WLAN, maybe you are capturing on the wrong channel.

e You have lots of traffic in the trace file and you've just missed the packets to/from the host of
interest.

e [fyou are spanning a switch port, perhaps the switch is not spanning the traffic down your
analyzer port.

Traffic path

FU

If you captured a lot of traffic, you can use a display filter to determine if your trace file contains
traffic to/from the complaining user's machine.

e Example MAC address display filter: eth.addr==d4:85:64:a7:bf:a3
e Example IPv4 address display filter: ip.addr==192.168.1.72
e Example IPv6 address display filter: ipv6.addr==2002:1806:addc: :1806:addc

If you are certain your capture process is functioning properly, it's time to start looking at the
resolution process.



Consider the TCP/IP Resolution Flow Chart

Consider the resolution flow chart that follows as we walk through several potential problems. All
applications must go through this basic resolution process to build the packet to communicate with
another host on a TCP/IP network.

@ This symbol indicates that the process may generate traffic on the network.

Translate application or command
to a port number set

o User o application e services

——

Get hostIP address
(Resolver Process)

o cache o fosts o network

' Local or remote destination?
o Based on target IP and local subnet mask

|4 N

Get MAC address
(ARP/Neighbor Solicitation)

e Cache e network

Lookup route information

@ host @ network @ gateway

Get gateway MAC address
(ARP/Router Solicitation)

® cache @ network

Let's do a quick review of what must take place before a client can even send that TCP handshake
packet onto the network.



Port Resolution
o The user may specify the port number (such as http://www.chappellU.com:81).

a The application may have the port number defined in the code.

e The application may consult the local services file to determine the port number.



Name Resolution

ﬂ Examine local cache to locate the information.
e Look for the information in a local hosts file.

0 Send a name resolution request on the network (a DNS Query, for example)



Location Resolution - Local or Remote

o Compare target address to local host subnet mask.



MAC Address Resolution - Local Target

o Examine local cache to locate the target MAC address.

o Send an ARP Request (IPv4) or Neighbor Solicitation (IPv6).



Route Resolution
@ Examine local cache to locate the best route for the target host.

m Examine local cache to locate the best route for the target network.

@ Look for a default gateway in the local configuration.



MAC Address Resolution - Remote Target

@ Examine local cache to locate the target MAC address.

@ Send an ARP Request (IPv4) or Router Solicitation (IPvo6).



Resolution Problems Can Cause a Silent
Client

If you are absolutely certain your capture technique is correct, you need to figure out why a host isn't
communicating. One possibility is that one of the TCP/IP resolution processes failed. For example, if
a client can't resolve the port information, that client can't move on to the name resolution process. It

1s done.



Name Resolution Problems
If a client does not know the IP address of a target (either in cache or a local hosts file), the client can
send a DNS query to obtain this information.

If the client doesn't know of a DNS server to ask, the client can't send out a DNS query. The
resolution process ends there.

If a client sends a DNS query and does not get a response or receives an error in the DNS response,
the client can't talk to the target.

-
Get host IP address
(Resolver Process)

o cache e frosts e network

—~




Route Resolution Problems
If a client doesn't know of a route to the host or network and does not have a gateway (router) to get

off the local network, it won't send any packets to the remote target. Some hosts will send ICMP
Router Solicitation messages to locate a router. Hopefully a local router is configured to send out

ICMP Router Advertisements so the client can discover the router.

Lookup route information
@ host @ network @ gateway




MAC Address Resolution Problems

A client may also go silent if it cannot resolve the MAC address of a local target or local router. We
will look at this symptom in Wireshark Lab 19: Find Local Address Resolution Problems.

Get MAC address
(ARP/Neighbor Solicitation)

6 Cache o network

Get gateway MAC address
(ARP/Router Solicitation)

® cache @ network

If a client does not communicate, the first step is to examine that client's network configuration. In the
next two labs we will identify symptoms indicating problems with these network configurations.

Wireshark Lab 18: Identify a Name Resolution Problem

When network names are used to access hosts (such as www.wireshark.org), the name resolution
process must complete successfully in order to move on to determine if the target is local or remote.

In this lab we will quickly identify name resolution problems. Later in this book you will make a
filter expression button to detect these problems quickly.

Step 1:
Open tr-nameresolution.pcapng.
Step 2:
Type dns in the display filter area and click Apply.
( M tr-nameresolution.pcapng _ E@I—E—hr
File Edit View Go Capture Analyze Statistics Telephunx Tools Internals Help
O dHE PERRE AE DT L QA @B % H
Filter: @ EI Expression... Clear Apply Save TCP Delay HTTP Delay »
Mo. Time 1 Source Destination Protocol  Info
1004 0.00% 192.168.1.72 192.168.1.254 DNS Standard query 0x4214 A www.wireeshark.org
i] y. ke 3 il Standard query response 0x4214 No such name =
1016 0.011 W92.168.1.72 192.168.1.254 DNS standard query 0x55fa A ratings-wrs.symantec.c
1017 0.023 W2.168.1.254 192.168.1.72 DNS Standard query response 0x55fa CNAME ratings-w
1346 9.345 1% .166.1.72 192.168.1.254 DNS standard query 0xa002 A wireeshark.org
1347 0.065 1984 168.1.254 192.168.1.72 DNS standard query response 0xal02 No such name
1609 9.999 192%168.1.72 192.168.1.254 DNS standard query Oxaff8 A wiresharktraining.com
1611 0.107 192.%68.1.254 192.168.1.72 DNS standard query response Oxaff8 A 98.136.1&87.13
1621 0.174 192.1%8.1.72 192.168.1.254 DNS Sstandard query Oxbcfb A wiresharktraining.com
1622 0.000 192 18 g1.72 192_168.1.254 DNS standard query 0x7f43 A ratings-wrs.symantec.c
1623 0.023 192.10l.254 192.168.1.72 DNS standard query response Oxbcfté A 98.136.187.13 -
4 n F
O.:/r File: "C:\Users\Laura\..{ | Packets: 4493 . Displayec: 32 (0.7%) -Yoad time: 0... | Profile: Master Troubleshaoting Profile

w -4 4

If you look on the Status Bar you'll see that 32 packets match this filter. That's a manageable number
of packets to look through.

Focusing on the Info column you can see a number of No Such Name responses indicating the name
resolution process failed. This can be due to DNS issues or user issues (such as typing the wrong



URL, as we see in this trace file). In Wireshark Lab 14: Build a Coloring Rule to Highlight DNS
Errors you created a coloring rule to highlight DNS errors. Later in this book, you will create a filter
expression button to display only these error responses.

Don't forget to clear your display filter when you are finished reviewing the results of this lab step.
Wireshark Lab 19: Find Local Address Resolution Problems

Before a client can send a packet to a local target or a local router, it must obtain the MAC (Media
Access Control) address of that local target or router. If the client does not have the MAC address
information in cache, the client sends out either an Address Resolution Protocol (ARP) request on an
[Pv4 network, or an ICMP Neighbor Solicitation or ICMP Router Solicitation on an IPv6 network.

If no response is received when trying to acquire the local target's MAC address, the client is done. It
cannot send out a packet to the target.

Step 1:
Open tr-localresolution.pcapng.

Step 2:
Scroll through this trace file. Look at the ARP requests sent to discover the MAC address of
192.168.1.45.

There are no responses.

Without a successful MAC address resolution process, 192.168.1.72 will not be able to communicate
with 192.168.1.45.

Based on this ARP traffic we cannot tell what application 192.168.1.72 is running to communicate
with 192.168.1.45. All we know 1is that the hardware address of 192.168.1.45 was not resolved.
Maybe 192.168.1.45 is not currently up. Maybe that is the wrong IP address. We can't tell just from
looking at these packets.

[ M tr-localresolution.pcapng 3
File Edit View Go Capture Analyze Statistics Telephunz Tocls Internals Help YOU ShOUId never haVEtO aSkfor
e@adm s BEERE| Aed»w T L&I|EE| QQ| anything twice on the network

Filter: IZI Expression... Clear Apply Save

Mao. Time Source Destination Protocol Info
1 0.000 Hewlett-_a’7:bf:a3 Broadcast ARP Who has 192.168.1.457 Tell 192.168.1.72
2 0.863 Hewlett-_a’7:bf:a3 Broadcast ARP wWho has 192.168.1.457 Tell 192.168.1.72
3 0.999 Hewlett-_a/:bf:a3 Broadcast ARP Who has 192.168.1.457 Tell 192.168.1.72
4 1.002 Hewlett-_a7:bf:a3 Broadcast ARP Who has 192.168.1.457 Tell 192.168.1.72
5 0.997 Hewlett-_a/:bf:a3 Broadcast ARP Who has 192.168.1.457 Tell 192.168.1.72
6 1.000 Hewlett-_a’:bf:a3 Broadcast AR Who has 192.168.1.457 Tell 192.168.1.72
T 1.001 Hewlett-_a/:bf:a3 Broadcast wWho has 192.168.1.457 Tell 192.168.1.72
3 0.998 Hewlett- ~toldfes_n <L Who has 192.168.1.457 Tell 192.168.1.72
9 1.000 Hewlett-| Iftheclientcan'tresolvethe MAC | who has 192.168.1.457 Tell 192.168.1.72
10 1.001 Hewlett- address for 192.168.1.45, it Who has 192.168.1.457 Tell 192.168.1.72
11 0.998 Hewlett- ; Who has 192.168.1.457 Tell 192.168.1.72
S it i e g en|  Cannot send a packet to it who has 102.168.1.45? Tell 192.168.1.72

Next we will look at the potential issues the network might be facing when we do not see a server



responsce.



Analyze a Lack of Server Responses

Once you verify that the client is communicating on the network, you must look for the server
response. There is no reason to troubleshoot latency, buffer size issues or other problems if the server
1s simply not responding to the client.

Wireshark Lab 20: No Response to TCP Connection Request
There are several reasons why a server may not respond to a TCP connection attempt.

The TCP handshake request packet (SYN) may not arrive at the server. Maybe the SYN packet was
lost, or a firewall along the path dropped the SYN packet, or a host-based firewall on the server
blocked access to the port.

Alternately, the response (SYN/ACK) may not arrive at the client. Perhaps the SYN/ACK packet was
lost along the path or a firewall along the path blocked the SYN/ACK to prevent the handshake from
completing.

If you capture close to the client and do not see the SYN/ACK, consider capturing close to the server
to determine if the SYN/ACK was actually sent. If the SYN/ACK was sent, you can now conclude
that an interconnecting device along the path has dropped the packet. Continue moving your capture
point closer to the client until you see the point where the SYN/ACKSs are being dropped.

Step 1:
Open tr-noserver.pcapng.

Step 2:
Scroll through this trace file. This trace file only contains only SYN packets from 192.168.1.72 to
192.168.1.66. None of the SYN packets have received SYN/ACK responses.

Expand the TCP header in Packet 1. Right-click on the [Stream index: 0] line and select Apply as
Column. Wireshark assigns each unique connection attempt a separate TCP stream based on the
source/destination addresses and source/destination port numbers.

There are six separate connections that the client attempts in the trace file (TCP Stream Index 0
through TCP Stream Index 5).

Step 3:
Right-click on the TCP Source Port field in any packet and select Apply as Column.

You can now see that the client has set up numerous ports for these connections. The client ports are
not contiguous, however. This could be because the client is establishing other connections to other
devices and those packets were not captured in this trace file.



A tr-noserver.pcapng
File Edit View Go Capture Analyze Statistics Telephuni Tools Internals Help

o4l ¢ ERXE A+ +»TLIEBE QA $E®B % B

Filter

102 The:

L L v r L AL .

11.327102.168.1.72 102.168.1.66 C ' 5539 5530 > htth
0.251 192.168.1.72 192.168.1. 550! SRS
0.425 192.168.1.72 192.168.1. 5541 > https

[TCP Re

The client attempts numerous TCP
connections on different ports

15 11 580192 168. T ?2 192 168 1 66 TP 5545 5545 > htid¥
1 ::; : U/l .1ba . b TCP 3 : L j [_:_ Retran
1 i 77 1 168 1 6f - 5545 [TCP Retrs:

Step 4:
Some of these SYN packets match the HTTP coloring rule while others match the Bad TCP coloring
rule because the SYN packets are Retransmissions.

Wireshark tracks each connection attempt and can automatically determine which SYN packets are
Retransmissions.

You can see the TCP backoff process if you have set the Time column to Seconds Since Previous
Displayed Packet.

Right-click on the Source Port column heading and select Hide Column. If you want to view this
column again later, just right-click on any column heading, select Displayed Columns and select the
column from the list.

You can still face server response issues after a successful TCP handshake. We will look at that issue
in the next Wireshark lab.

Wireshark Lab 21: No Response to Service Request

In this lab you will extract a single conversation to analyze traffic to a server that is not responding to
service requests.

Step 1:
Open tr-serverresponse.pcapng.

Step 2:
Scroll through this trace file to get familiar with the traffic pattern. The Stream Index column can help



you differentiate the separate connections between 24.6.173.220 and 50.62.146.230.
Let's extract just one of the conversations using the right-click method.

Right-click on Packet 1 in the Packet List pane and select Conversation Filter | TCP.

I! tr-serverresponse.pcapng
File Edit Yiew Go Capture Analyze Statistics Telephonz Tools  Inh ThE HTTPpﬂrtls Open butthesewerdoes not
1
o % @) - : :
©@ 4 £ BEEBRES AeEsDT L send aresponse code - TCP is performing
Filter | (ip.addr eq24,6.173.220 and ip.addr eq 50.62.146.230) and (tcp.port eq properly - this is an application issue

Ma. Time Source Destination Protocol  Stream index Info

: 4.6.173.220 .62.146.230 44043 > http
0.035 50.62.146.230 24.6.173.220 TCP 0 http > 44043 [SYN
0.000 24.6.173.220 50.62.146.230 TCP 0 44043 > http [ACW

0.000 24.6.173.220 50.62.146.230 HTTP 0 =T urmel

0.036 50.62.146.230 24.6.173.220 TCP 0 http > 44043 [ACK] Seq=1588409,
7 0

0 0

1 0

.631 24.6.173.220 50.62.146.230 TCP 44043 > http [FIN, ACK] Seq=1536
http > 44043 [ACK] Seq=1588409
44043 = http [RST, ACK] Seq=15€

.075 50.62.146.230 24.6.173.220 TCP
19.9924.6.173.220 50.62.146.230 TCP

Let's analyze this conversation.

1. InPackets 1-3 we see the TCP handshake completes successfully.

2. InPacket 4, the client requests "/" (the default file from the web site's root directory).

3. Packet 5 is an acknowledgment from the server. This packet contains acknowledgment number
288, indicating the server has received every sequence number up to 287, and it expects
sequence number 288 next. So it appears the server did receive the request.

4. Instead of sending back the requested default page or perhaps a redirection, however, the server

goes quiet.

TCP doesn't retransmit the GET request because the client received an ACK for that request.

6. The client's browser appears to time out and sends a FIN/ACK after almost 8 seconds. The
client 1s done sending information to the server and it begins an implied connection termination.
The client 1s in FIN-WAIT-1 state at this time.[19]

7. The server sends an ACK. The client is now in FIN-WAIT-2 state. We would expect to see the
server send a FIN to begin closing its side of the connection, but it does not.

8. The client waits almost 120 seconds before giving up on the connection altogether by sending a
RST/ACK.

Each of the connections goes through the same pattern. This is not just a temporary "glitch" in network

communications or a one-time problem with the service running on the server.

hd

TCP appears to be functioning properly in this trace file. The symptoms indicate the application has
failed at the server side.



Chapter 5: Troubleshoot with Time

"Time 1s money." Benjamin Franklin

You must always keep an eye on the time values in the trace file. You may find a poorly-behaving
application that requests the same item over and over again before giving up and moving on to another
request. The traffic will look ugly and you may rush to judgment and declare this the likely cause of
performance problems.

Before pointing the finger[20], look at the amount of time wasted by this application to determine
whether it really had an impact on performance. If the entire ugly process wasted 2 ms it is doubtful
that this is the cause of the user's complaints.

There are two basic types of delays in traffic:

e delays that do not matter (do not affect the end user experience)
e delays that do matter (delays that cause the phone to ring in the IT department)

This chapter will differentiate between these two types of delays first and then provide numerous
methods to detect delays in UDP-based and TCP-based traffic, path delays, application delays, client
delays and server delays.



Chapter 5 Notes

When users complain that the

“network is slow,” | watch for defags
in the trace file. | always kee
mind that some delays are K

- Make sure you know which delays are
“normal’ = don't spend time
troubfe:shaotmg those delays.

- Add and sort delta time columns to
find delays quickly.

- Enable TCP's Calculate Conversation
Timestamp setting to see TCP
conversation delta times.

- Add columns based on Wireshark’s
ras onse time fields (such as
http.time and dns.time).




Do not Focus on "Normal" or Acceptable
Delays

It may sound strange, but some delays should be ignored in your trace files. For example, a delay
before a TCP RST packet would likely not be felt by the end user. Most likely the user toggled to
another window and the application eventually terminated the connection to the server. This is

transparent to the user and no cause for alarm.
The following section describes numerous delays that may be considered "normal" and acceptable

delays.



Delays before DNS Queries
DNS Queries are often triggered by a user submitting a request to go to a target. For example, when
you browse a web page, you enter the URL and then press Enter. This will trigger a DNS query (if
you do not have the IP address in cache or a local hosts file). When the user sees an interesting link
on the web page and clicks on it, this may again trigger a DNS Query. Both queries would have
preceding delays caused by the user deciding what page they want to visit next.

The 1mage below shows two sudden increases in time in tr-delays.pcapng. The delay before Packet
29 is caused by an eventual time out of a connection. The delay before Packet 32 (a DNS query) is
because the user didn't click on a hyperlink on www.wireshark.org right away.

\M tr-delays.pcapng G\
Eile Edit View Go Capture Analyze 5tatistics Telephonz Tools  Internals Help
0O AN BEEXZ QLEdDTF L QAR #®Mx% E
Filter |ZI Expression... Clear Apply £
Mo. Time Source Destination Protocol HTTP Host Info é
16 0.084 192.168.1.72 108.162.203.234 TCP 33903 > http [ACK] se
17 0.135 192.168.1.72 108.162.203.234 HTTP www.wireshark.org GET /assets/bootstrap/
18 0.156 102 168.1.72 108.162.204.234 TCP 33911 > http [SYN] S
19 0.166 108.162.203.234 192.168.1.72 HTTP HTTP/1.1 200 OK [Unr
20 0.167 108.162.203.234 192.168.1.72 HTTP Continuation or non-
21 0.167 108 4_19 Q8 HTTP Continuation or non-H
22 0.167 108| Notice the sudden jumps in the HTTP Continuation or non-
23 0.169 192 Time column values TCP Gradual timeout of 33903 - http [ACK] Seq
24 0.169 108% = : HTTP COliNEEGH 15 Contjnuatjon or non-
25 0.169 108. 03.234 192.168.1.72 HTTP www.wireshark.org while Continuation or non-HT,
SO e AT | oy | DU e
28 0,180 : LT 108.162.204.234 TCP 33911 » http [ACK] S
29 (5.414 )192.168.1.72 108.162.204.234 TCP 33911 » http [FIN,
30 .440 108.162.204.234 192.168.1.72 TCP http > 33911 [FIN, A
31 440 192.168.1.72 108.162.204.234 TCP 33911 > http [ACK] S
32 (8.217 )192.168.1.72 192.168.1.254  DNS standard query 0xc69
33 Tmrewee 192 168 1254 192°168.1.72 DNS Usir final clicked Standard query respo
34 8.252 192.168.1.72 198.66.239.146 TCP g 33921 > http [SYN] Se
35 8.279 198.66.239.146 192.168.1.72  Tcp | hyperinkandaDNS | 1,05 o 33921 [syn, A
36 8.279 192.168.1.72 198.66.239.146 TCP query is triggered 33921 > http [Ack] se
37 8.279 192.168.1.72 198.66.239.146 HTTP www.chappellu.com GET / HTTP/L1.1
66.239.146 192.168.1.72 HTTP HTTP/1.1 200 oK (te
.168.1.72 7T Continuation or non-


http://www.wireshark.org/

Delays before TCP FIN or Reset Packets
An application may eventually send TCP FIN or RST packets to close the connection after waiting a
specified amount of time or upon completion of some task. The user won't even know the connection

is being terminated.



Delays before a Client Sends a Request to a Server

In many cases, an application requires user interaction, such as filling out a form and pressing the
Submit button, or clicking the next link on a web page. We only focus on the client delays if user
interaction has no bearing on the client request rate.



Delays before Keep-Alive or Zero Window Probes

These two packet types, Keep-Alives and Zero Window Probes, are sent during a Zero Window
situation to determine if more buffer space is available at the target. The Zero Window situation is the
problem, not the Keep-Alives and Zero Window Probes. These symptoms indicate a receive buffer
problem. For more information, see Keep Alive and Keep Alive ACK and Zero Window Probe and
Zero Window Probe ACK.

Hosts may also send Keep-Alives periodically to maintain a TCP connection. These packets may
have large delays preceding them, but the delays are not noticeable since the user is not actively
working in that application.



Delays before TLS Encrypted Alert Followed by a TCP FIN or
RST

When an application sends a TLS Encrypted Alert to eventually close an encrypted connection, we
can't see the Close command. If an encrypted alert packet arrives just before a FIN or RST process,
we must assume it is simply the Close command. An application activity time out eventually triggers

the FIN or RST to be sent.



Delays before a Periodic Set of Packets in a Connection that is

Otherwise Idle
Applications can define their own keep-alive processes as well. They may not use TCP's Keep-Alive

packet structure. The applications may define their own keep alive packet types to keep the
connection active. The process is transparent to the end user.



Watch for the Delays that DO Matter

It is important to recognize delays that do affect the end user experience. It is also important to realize
that the term "slow" is relative. In some situations a 2 second delay goes unnoticed by an end user
while in other situations a 200 ms delay 1s felt.

Knowing what "normal" delay times are on your network will help you identify unusually high delay
times.

The following is a list of delays that should be examined and their potential causes.



Delays before a Server Responds with a SYN/ACK

If you capture traffic at the client, the time between the SYN and SYN/ACK in the TCP handshake can
be used to determine the round trip time between the hosts. It is only a snapshot of the round trip time,
however. A large delay before the SYN/ACK 1s an indication of a high round trip time between the

hosts.

For more details on calculating round trip times when capturing at the client, go through the labs in
Detect Delays in TCP Conversations.




Delays before a Client Completes the 3-Way TCP Handshake

If you capture traffic at the server, the time between the SYN/ACK and the client's ACK to finish the
TCP handshake can be used to determine the round trip time between the hosts. Again this is only a
snapshot of the round trip time, however. A large delay between the SYN/ACK and the final ACK of

the TCP handshake is an indication of a high round trip time between the hosts.

For more details on calculating round trip times when capturing at the server, go through the labs in
Detect Delays in TCP Conversations.




Delays before a Server Sends a Response

If a trace indicates a server quickly sent an ACK to a client's request, but then there is a long delay
before the server response, we point the finger at the server. The server is slow to respond to the
request. This is not a path latency issue—the ACK arrived in a timely manner. We need to consider
why a server might be slow. Perhaps that server must ask another server for information (such as in a
tiered architecture). Perhaps that server is low on processing power and can't keep up with the
current number of requests. Perhaps that server is under attack.

In tr-http-pcaprnet101.pcapng, we see the client's GET request (GET /home) in packet 18 followed
by the server ACK (within 17 ms). Then we see a delay of almost 1.8 seconds before the requested
data begins flowing towards the server. The trace was taken at the client. The round trip time between
the hosts 1s acceptable, but the server response time is not.

I‘ tr-http-pcaprnetl0l.pcapng f
File Edit View Go Capture Analyze 5Statistics Telephnnz Tocls Internals Help
SO AN L ERXS NEIDT L RQAQAD | @B M %

Filter: IZI Expressicon... Clear Apply Save TCPD

B

Mo, Time Source Destination Protocol  Info

18 0.126 24.6.173.220 209.133.32.69 HTTP GET /home HTTP/1.1

19 0,143 209.133.32.69 24.6.173.220 TCP  http > 21214 [AcK] Seq
20C1.924 )209.133.32.69  24.6.173.220 HTTP HTTP/1.1 200 OK (text/h

Vi U i 209433532 HTTP Continuation or non-HTTP

27
8

209.133.32.69 24.6.173.220
208:133. 52,568

HTTP Continuation or non-H
Continuation or non-H

22 1.926 24.6.173.| weseealmostaigsecond | TCP 21214 > http [ACK] Seq=3
23 1.940 24.6.173. delay between the ACKand | DNS Standard query Oxe7b3
24 1.941 24.6.173. Faka bii e Sardar DNS Standard query Ox8d8f
25 1.943 24.6.173. DNS Standard query 0x9946
26 1.944 209.133.32.69 24.6.173.220 HTTP Continuation or non-HTT
iz
1

24 b 173



Delays before the Next Packet in a Data Stream

We hope to see continuous data flow during a file download or file upload process. Sudden delays in
the middle of the data stream may indicate that either the sender became busy with other processing,
or a tiered configuration is in place and is injecting time delays—alternately consider that a device
along the path may be buffering the data for higher priority traffic.

This situation could also be caused by a lack of receive buffer space at a receiver. If the receiver
does not have sufficient receive buffer space, the sender must wait for a Window Update before
continuing the data transmission.

Hansang Bae showed how the Nagle algorithm and delayed ACKs can cause sudden delays in the
middle of a data stream as well. See the video at bit.ly/delayedack.



http://bit.ly/delayedack

Delays before an ACK from a TCP peer
Delays before transmitted data is ACKed may be caused by path latency or the Delayed ACK
function. Since Delayed ACK timers are often set at 200 ms, that 1s a good time value to look at when

trying to detect if Delayed ACK is in use.



Delays before a Window Update

If you see large delays before a Window Update, pay close attention to the Calculated window size
field (tcp.window_size) in packets. If the Window Size advertised is too small to fit a full-sized
data segment, the peer must wait for a Window Update before sending a packet. There is no Expert
Infos warning for this "low window size" problem, so be watchful for small Calculated window size
field values.

In this next section, we examine the various Wireshark time measurements for UDP and TCP traffic.

e Delta time (frame. time delta)
e Delta displayed time (frame. time delta displayed and Delta time displayed)
o TCP delta time (tcp. time _delta)

In addition, we look at several application response time measurements that are used in
troubleshooting.

e DNS response time (dns . time)
e HTTP response time (http. time)
e SMB response time (smb . time)



Detect Delays in UDP Conversations
Display Filter Value

frame.time delta
frame.time delta displayed
Delta time displayed (predefined column)

User Datagram Protocol (UDP) is a connectionless transport protocol with a very simple 8-byte
header. Unlike TCP, UDP has no sequencing or acknowledgement capability. To detect delays in a
UDP conversation, we can use two time fields—frame. time delta and

frame.time delta displayed.[21]

Wireshark offers application response time measurements for several applications that can run over
UDP, such as DNS (dns . time). If available, use these response time measurements to identify

slow responses.



UDP Delay Detection Methods

Since UDP is not connection-oriented, we measure delays between requests and responses. In the
upcoming labs you will examine UDP conversation statistics and two time field columns to detect
delays in all UDP-based applications.

Wireshark Lab 22: Obtain UDP Conversation Statistics and Filter on a UDP Conversation

Use the Conversations window to obtain basic UDP conversation statistics such as packet rate, bits-
per-second rate and conversation duration.

Step 1:
Open tr-voip-extensions.pcapng.

Step 2:
Select Statistics | Conversation.

Step 3:
Click the UDP tab. If you prefer seeing port numbers rather than port names, uncheck the Name
Resolution option.

Step 4:

To sort UDP conversations based on traffic flowing from Address A/Port A to Address B/Port B,
click twice on the bps A—B column heading. The conversation between 192.168.5.11/port 25426
and 192.158.5.10/port 8000 i1s listed first.

Step 5:
This conversation also appears to be the most active UDP conversation based on the Bytes column
value. Right—click on this conversation line and choose Apply as Filter | Selected | A«—B.

S

Before using frame. time delta displayed, filter on a UDP conversation so you have a
"displayed" set. Before using frame. time delta, consider filtering on a UDP conversation
and saving the conversation in a separate trace file. Interwoven UDP conversations will make it
more difficult to locate delays in a single conversation.
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Step 6:

Select File | Export Specified Packets and name your new file udpconvl.pcapng. Clear your
display filter and close the Conversations window when you are done.

Filtering on and exporting a conversation to a separate trace file can help remove unrelated traffic
from view. When you open the new single-conversation trace file, Wireshark's statistics only relate to
that traffic set, often making it easier to identify performance issues.

Wireshark Lab 23: Add/Sort a Delta Time Column

The default Time column setting is Seconds Since Beginning of Capture. It is usually easier to spot
delays when a time column displays delta times. Sorting on a delta time column from high to low
displays the largest delays in the trace file. In this lab you will create a frame . time delta
column to indicate the arrival time from the end of one packet to the end of the next to locate high

delta times.




Step 1:
Open tr-malaysianairlines.pcapng. If this file is still open from the previous lab, click the No.
column heading once to sort by frame number.

Step 2:
Expand the Frame section of any packet.

Step 3:
Right-click on the Time delta from previous captured frame line and select Apply as Column. You
have now created a frame . time delta column.

-
M tr-malaysianairiines.pcapng

File Edit View Go Capture Analyze 5Statistics Telephonz Tools Internals Help

COANI BEXT AEPDTL QAQB #FEB % B

Filter: IEI Expression... Clear Apply 5ave
Mo. Source Destination Protocol  Info
1 192.168.1.72 192.168.1.254 DNS Standard query Ox8af7 A w

1| m

= Frame 1: 84 bytes on wire (672 bits), 84 bytes captured (672 bits) on 3
Interface id: 0
Encapsulation type: Ethernet (1)
Arrival Time: Nov 30, 2013 11:24:04.224305000 Pacific standard Time
[Time shift for this packet: 0.000000000 seconds]
N OCH ime " h oy 3Y44d 4505000 Talelals
[Time delta from previous captured frame: 0.000000000 seconds]
Time delta Trom previous displayed trame: 0.000000000 seconds
[Time since reference or first frame: 0.000000000 seconds]
Frame Number: 1
Frame Length: 84 bytes (672 bits) Fields enclosed in square
Capture Length: 84 bytes (672 bits) brackets [ ] are interpretations
[Frame 1is marked: False]
[Frame is 1ignhored: False]
[Protocols in frame: eth:ip:udp:dns]
Coloring Rule_Name: UDP

based on information saved
with each packet

Step 4:
Your new column appears to the left of the Info column. Click and drag your new column to the right
of the existing Time column.

Step S:
The column name can be shortened by right-clicking on the column heading and selecting Edit
Column Details. Consider changing the Title to Delta. Click OK.



"

M Wireshark: Edit Column Details SRR

Title: | Delta

Field type: | Custom |Z|

Field name: | frame.time_delta

Occurrence; |0

o J [ o |

Step 6:
Click your new Delta column heading twice to sort from high to low. If necessary, click the Go To
First Packet button 7 | to jump to the top of the sorted list. The packets with the largest delays

between them are located at the top of the list. (Note: In the image below, we have hidden the Time
and Length columns by right-clicking on those columns and selecting Hide Column.)

‘ tr-malaysianairlines.pcapng
Eile Edit View Go Capture Analyze Statistics Telephoni Tools Internals Help Be careful not to aet distracted
0@ Al i BRRRR Aeesd TR K hy“normalgdelays
Filter: IZI Expression...
Mo, Delta T Source Destinaticn Protocel  Info
1296 3.703247000 66.235.138.19 192.168.1.72 TCP  http > 18204 [RST,
1285 3.613323000 50.116.194.21 192.168.1.72 TCP  http > 18195 [FIN,
594 2.904176000 63.234.226.59 192.168.1.72 HTTP HTTP/1.1 302 Moved
1283 0524120000 192168 1_72 192.168.1.254 DNS Standard query 0x10
i 0.492624000 192.168.1.254 102 R8Iy 2 DNS Standard query resp
598 0.421065000 63.234.226.59 92 1B =72 HTTP HTTP/1.1 200 oK (t
1281 0.366142000 192.168.1.254 192 16871 72 DNS Standard query res
i 21 0.199064000 63.234.226.59 192 168.1.72 HTTP HTTP/L1.1 200 oK (
o N ANCNANSANN £33 194 11 F En Ann 10 1 70 tirm e A AT R = |
= Frame 1296: 60 bytes on wire (480 bits), 60 bytes captured (480 bits) on
Interface id: 0
I c tion t

There are numerous "normal" delays in this trace file. We do not care about the delays before DNS
queries, TCP RST packets, or TCP FIN packets. We do care about delays before DNS and HTTP
responses.

In the next lab, you will apply a display filter and use £rame . time delta displayedto
locate delays in the DNS responses.

o

Click the Resize All Columns = button to quickly reset column widths after creating a column.

Wireshark Lab 24: Add/Sort a Delta Displayed Time Column



When you apply a filter, you can use a Delta Displayed time column to identify delays between
displayed packets. In the previous step-by-step lab, we saw DNS and HTTP packets in the trace file.
Now we will create another new time column to show the delta times of DNS traffic only.

In Wireshark 1.10.x, there is a bug inthe frame . time _delta displayed calculation. To
avoid this bug, we will add our delta displayed time column using o Wireshark's Preferences window
and the Delta time displayed predefined column.

Step 1:

Open tr-malaysianairlines.pcapng.

Step 2:

Click the Preferences button ¢ on the Main Toolbar and then select Columns.
Step 3:

Click the Add button. In the drop-down Field Type list, select Delta time displayed. Click on the
column name and change the value from New Column to Delta Displayed.

Step 4:
Click and drag your Delta Displayed column above the Source column. Click OK. You can right
click on your new column heading to set left alignment, if desired.

-
! Wireshark: Preferences - Profile: Troubleshooting Bock Profile - completed i

=l UserInterface

Layout [The first list entry will be displayed as the leftmost ooy

Displayed Title Field type
Mo, Mumber
Time Tirne (format as specified)
Customn (frametime_delta)

Delta Displayed Delta time displayed
Sourca.  Source address
Destination address
Protocol

acket length (bytes)

Statistics

Properties

e
Field type: Delta tirme displayed

o4

When the frame. time delta displayed calculation bug is fixed, you will be able to
simply right click on the Time delta from previous displayed frame line in a packet Frame section
and select Apply as Column.



Step 5:
Now let's apply a filter for DNS traffic. In the display filter area, enter dns and click Apply.

Step 6:
Click twice on your new Delta Displayed column to sort from high to low. We do not care about
delays before DNS queries, but we do care about delays before DNS query responses.

r! tr-malaysianairlines.pcapng \ \
File Edit View Go Capture Analyze Statistics
0 © 4 W ERXE| A @ d
Filter: | dns
Mo, Delta Delta Displayed Protocol  Info
942 0.000258000 4.294980 168.1. DNS Standard query 0x2f26
17 0.001081000 0.614878 168.1. DNS Standard query 0xf2c
1283 0.524120000 0.524120 [68.1. DNS sStandard query 0x10
0.492624000 0.492624 68.1. DNS standard query respor
1229 0. 007831000 0. 396789 1 .1. DNS standard query 0x53
1281 0.366142000 0.366142 8.1. DNS Standard query respor
365 0.020205000 0.359929 .1. DNS Standard query Oxfle
0 0.306528 19 - Standard
[ ] ] 5 B

There are two DNS responses that are particularly "slow" in the trace file—Packet 2 and Packet
1,281. The delays may be caused when the local DNS server performs recursive queries to obtain the
data because it does not have these names in its cache.

In the next lab we will graph UDP delays using a frame . time delta displayed filter value.
Wireshark Lab 25: Graph UDP Delays

You can use Wireshark's Advanced 10 Graph with a filter and a reference to the maximum
frame.time delta displayed value to create a picture of delays in a trace file.

Step 1:
Open tr-queuing.pcapng.

Step 2:
Select Statistics | [O Graph.

Step 3:
In the Y Axis Unit area, select Advanced...

Step 4:
This trace file contains less than 2 seconds of traffic. In the X Axis Tick Interval area, select 0.01
sec.

Step S:



Select the MAX(*) Graph 1 Calc option and enter £rame . time delta displayed inthe Calc
area.

Step 6:
Click the Graph 1 button to graph your results.
( ! Wireshark IO Graphs: tr-queuing.pcapng | S )
—10ms
— Sms
| T | T | T | T | T | T | T | T | T T I T T I T T I T T I T T | Ums
0.00s 0.20s 0.40s 0.60s 0.80s 1.00s 1.20s 1.40s 1.60s 1.80s

1| 1 e

Graphs % Agic.
T i - -
‘m Color |Filter: || Cale: MAX(Y) - frame.time_delta_displayed_)tyle: Line B Smooth ¢TICkIHtEWE|=U-01 sec a|
1 T e |
Graph 2| Color |Filter: || Calc: SUM(7) Style:|Line || (7] Smooth || PXESPErECE D [F

[Graph 3] Cole [Filter:] Cale: SUM(Y) EI Style: |Line B Smooth L:l #iew il
| Graph 4| Color | Filter: | Cale SUM(?) - Style:|Line [ =] (9] Smooth @ T Advaneed.. |
|Graph 5| Cclor [Filter| Cale: SUM(™) E| Style: | Line B Smooth || SRS ”
Smooth: | Mo filter E
[ Help I [ Copy ] [ Save ] [ Close ]

LS 4

At approximately 1.2 seconds into the trace file, you can see a sudden increase in the delta time.
When you click on these points in the graph, Wireshark jumps to that point in the trace file. This
enables you to do additional analysis on the trace file.

If you work on a trace file that contains TCP-based traffic, enter udp in the Graph 1 filter area before
you click the Graph 1 button.

Don’t forget to close the IO Graph when you are finished.




Detect Delays in TCP Conversations
Display Filter Value

tcp.time delta

Transmission Control Protocol (TCP) is connection-oriented and offers sequencing and
acknowledgement capability. Wireshark numbers each separate TCP conversation with a TCP Stream
Index (tcp . stream) value starting with 0. In the image below, the packet is part of the first TCP
conversation seen in the trace file.

@ Frame 1: 863 bytes on wire (6904 bits), 863 bytes captured (6904 bi
# Ethernet II, Src: Hewlett-_a/:bf:a3 (d4:85:64:a7:bf:a3), Dst: Cads
®= Internet Protocol Version 4, Src: 24.6.173.220 (24.6.173.220), Dst:
= Transmission Control Protocol, Src Port: 7439 (7439), Dst Port: htf
Scurce port 7439 (7439)
. http (80)

A "stream" is basically a TCP conversation. In TCP communications, we can look for delays within a
specific TCP stream. First we need to enable Wireshark to track time within separate TCP
conversations.



TCP Preference: Calculate Conversation Timestamps

Wireshark has several TCP preference settings that can be used to quickly detect problems in TCP-

based communications. One of these preference settings is Calculate conversation timestamps.

You can change TCP preferences by right-clicking on a TCP header in the Packet Details pane or

clicking the Preferences button | o , expanding Protocols and choosing TCP.

After you enable the Calculate conversation timestamp preference setting, two additional time fields

will be visible at the end of the TCP header:

e Time since first frame in this TCP stream (tcp. time relative)
e Time since previous frame in this TCP stream (tcp.time delta)

! Wireshark: Preferences - Profile: Master Troubleshooting Profile e | [ -
350 P
STANAG 5066 Show TCP summary in protocol tree: V]
StarTeam
TP Validate the TCP checksum if possible: [
SUA Allow subdiszector to reassemble TCP streams: [
SYNCHROPHASOR -
Analyze TCP sequence numbers: [V

T.28
TACACS+ Relative sequence numbers: [V
Lt Scaling factor to use when not available from capture: | Mot known |Z|
TCAP
Tcp Track number of bytes in flight:  [V/]
TCPEMNCAP Calculate conversation timestamps: [#]
TDMoE

p ' ' Try heuristic sub-dissectors first: _ L]



® Frame 1: 863 bytes on wire (6904 bits), 863 bytes captured (6904 bits) on inte
® Ethernet II, Src: Hewlett-_a/:bf:a3 (d4:85:64:a/:bf:a3), Dst: Cadant_31:bb:cl
®m Internet Protocol Version 4, Src: 24.6.1/73.220 (24.6.173.220), Dst: 74.125_224
= Transmission Control Protocol, Src Port: 7439 (7439), Dst Port: http (80), Seq

Source port: 7439 (7439)

Destination port: http (80)

[Stream index: 0]

Sequence number: 1 (relative sequence number)
[Next sequence number: 810 (relative sequence number)]
Acknowledgment number: 1 (relative ack number)

Header length: 20 bytes

Flags: 0x018 (PSH, ACK)

Window size value: 16391
[Calculated window size: 16391]
[window size scaling factor: -1 (unknown)]
® Checksum: 0xf434 [validation disabled]

=

0.000000000 seconds]
0. 000000000 SECGndSl

[Time since first frame in this TCP stream:
[Time since previous frame in this TCP stream:

Between these two time settings, the tcp . time_delta is the most useful for troubleshooting.
Unlike the basic delta time value, this time value tracks the time from the end of one packet in a TCP
conversation (aka "stream") to the end of the next packet in that same TCP conversation.

First we will obtain TCP conversation statistics and filter on a TCP conversation using the
tcp.stream field.

Wireshark Lab 26: Obtain TCP Conversation Statistics

If you have been handed a large trace file and you want to find the most active TCP conversation in
the file, apply a filter from within the Conversations window.

Step 1:
Open tr-chappellu.pcapng.

Step 2:
Select Statistics | Conversations and click the TCP tab. You may need to expand the window to see
all the columns.

Step 3:
Click twice on the Bytes column heading to sort from high to low.

Step 4:
Right-click on the top entry and select Apply as Filter | Selected | A «— B.



M Conversations: tr-chappellu.pcapng

| Ethemnet: 1| Fibre Channel | FoD1 | 1wt 7| 1Py [ 1 | 7 [ ice | Rove | scTe

Address & 4 PortA 4 AddressB 4 PortB 4 Packets 4 Bytes ¥ Packets A—B 4 B
246173.220 35642 207171187117 http 127 126 605 4

246173220 35643 207171187117 http 122 119 496
246173220 35641 207171187117 http a5 85 381
246173220 35644 207171187117 http 56 54 884
246173220 35640 207171187117 http 54 49 300
246173220 35629 184.73.250.227 http 66 26339
246173220 35623 6959180202 http 22 12078
246173220 35627 141101125193 http 14 9402

Mame resolution [ Limit to display filter

[ Help H Copy

gken Ring | upP: 16 | use [ wian|
i
onversations
Bytes A—B 4 Packets A—B 1 Bytes A—B 4 Rel Start 1 Duration 4 bps A—B {1 bpsA—B 1 =
1930365 i
3015 84 116481 32827897000 11597 2079830 80351812 |=
241 58 82980 32613127000 12735 1520874 52115545 —
1408 38 53475 32860271000 1.2247 920426 34932430
1935 36 47464 32546263000 11913 1299401 31873270
14 200 32 12139  B.677919000 25.2886 449214 384015
3540 12 8538  B.391690000 15.0490 188186 4538.78
753 8 8649  8.655147000 0.0554 10883469 125008130 -
b
’ Follow Stream ] I Graph A—B ] I Graph B—4 ] I Close ]

Wireshark creates a filter based on the source/destination address and source/destination port fields.

Step 5:
Click Clear to remove your filter when you are finished.

If you are working with a trace file that has many TCP conversations in it, you can use this method to
find the most active conversation and quickly apply a filter on that conversation. This is one way of
filtering on a TCP conversation. In the next lab you will filter on a conversation using the
tcp.stream field.

Wireshark Lab 27: Filter on a TCP Conversation Using the Stream Index Field

There are several ways to filter on a TCP conversation.

e Right-click on a conversation in the Conversation window and select Apply as Filter | Selected



| [direction].
e Right-click on a TCP packet in the Packet List pane and choose Conversation Filter | TCP.
e Apply a filter using tcp. stream==[number]

In this lab we will practice using the right-click method to create a filter based on the tcp . stream
field.

Step 1:
Open tr-chappellu.pcapng.

Step 2:
Expand the TCP header in Packet 59.

Step 3:
Right-click on the [Stream index: 7] field in the TCP header. Select Apply as Filter | Selected.

Wireshark creates a filter for tep . stream==7 and applies it to the trace file. On the Status Bar,
Wireshark indicates 66 packets (9.1% of the traffic) match this filter. If you want to save this TCP
conversation as a separate trace file, select File | Export Specified Packets and provide a file name.
Wireshark automatically saves just the displayed packets.

Step 4:
Click Clear to remove your filter when you are finished.

M tr-chappellu.pcapng

File Edit Yiew Go Capture Analyze Statistics Telephnnz Tools  Internals Help
e DT L Al E®m% B

E Expression... Clear Apply Sawve
Mo, Time Delta Delta Displayed Source Destination Protocol  Length  Info
.000185000 0.000000000 24.6.1753.220 184.73.250.227 TCP b6 35629 =
.061785000 0.094363000 184.73.250.227 24.6.173.220 TCP b6 http > 35
.000322000 0.000322000 24.6.1753.220 184.73.250.227 TCP 54 35629 -
.008800000 0.045753000 24.6.173.220 184./73.250.227 HTTP 634 GET /docu
.040283000 0.095062000 184.73.250.227 24.6.173.220 TCP 00 hbtp =
0
0
1
0

a Y "W Y

.132568000 0.240189000 184.73.250.227 24.6.173.220 HTTP &85 HTTP/1.1
.199533000 0.199533000 24.6.173.220 184.73.250.227 TCP 54 35629 >
.156220000 1.424654000 24.6.1/3.220 184.73.250.227 HITP

6.173

654

o e Y e Y oo o e Y Y e o

0 TCP

[Calculated window size: 65700]
EW1ndow 512& sca11ng factor 4]

/W L PP ) [ERp MMW M
windowJ;Tég‘va ue: 16425 7 o NVﬂdﬁﬂmxj:i

0000 00 01 5c 31 bb c1 d4 85 64 af bf a3 08 00 45 00 eIl e (o [
0010 02 80 29 b8 40 00 80 06 00 00 18 06 ad dc b8 49 ..) e~ et
0020 fa e3 8b 2d 00 50 3f 97 eb 4e le e8 55 6c 50 18 G U]P
0030 40 29 7b 82 00 00 47 45 54 20 2f 64 6f 63 75 6d @)1. AGE /docum
[ATAT. Wil EL L. FA 77 W L L. L0 TN 2d £ 20 P P =i | PP N0

@ 8 [File: "C:\Users\Laura\... | Packets: 72 Displayed: 66 (9.1%) Joad time: 0:00.101

Wireshark Lab 28: Add a TCP Stream Index Column



Your trace files may contain numerous TCP conversations. Creating a column based on the TCP
Stream Index value can help differentiate these conversations.

Step 1:
Open tr-chappellu.pcapng.

Step 2:

If you hid your TCP Stream index column (created in Wireshark Lab 20: No Response to TCP
Connection Request), right-click on any column, select Displayed Columns and select your Stream
index column.

Step 3:

Click on your Stream index column once to sort the trace file by conversations. If you jump to the
end of this trace file you can quickly determine that there are 23 TCP conversations (remember that
Wireshark starts counting TCP streams at 0).

Wireshark Lab 29: Add/Sort a TCP Delta Time Column

You must enable the TCP Calculate conversation timestamp preference in order to add the

tcp. time_delta column (see ICP Preference: Calculate Conversation Timestamps). This
column will display the time from the end of one packet in a TCP stream to the end of the next packet
in that same TCP stream.

No matter how intertwined various TCP conversations are, this tcp. time delta column can be
used to locate delays within a conversation.

Step 1:
Open tr-chappellu.pcapng.

Step 2:
Fully expand the TCP header in Packet 1. Right click anywhere on the TCP header, select Protocol
Preferences and ensure that Calculate conversation timestamps is enabled.

Step 3:
At the end of the TCP header, locate and right-click on the Time since previous frame in this TCP
stream field (under the [Timestamps] section). Select Apply as Column.

Step 4:
Your new column appears to the left of the Info column. Click and drag your new column to the right
of the existing Delta Displayed column.

Step S:
The column name can be shortened by right-clicking on the column heading and selecting Edit
Column Details. Consider changing the Title to TCP Delta. Click OK.



M Wireshark: Edit Column Details Lo

Title: | TCP Delta

Field type: |Custom |Z|

Field narme: | tep.time_delta

Occurrence; |0

L o

Step 6:
Click your new TCP Delta column heading twice to sort from high to low. The packets with the
largest delays before them in a TCP conversation appear at the top of the list.

s e
‘ tr-chappellu.pcapng

File Edit View Go Capture Analyze Statistics Telephunz Tools  Internals  Help
0O AN L BERRXS AP DTFL QAaf| @®Em %

Filter: IEI Expression... Clear Apply Save

Mo. Time Delta Delta Displayed TCP Delta * Source Destination
155 24.321 0.713963000 0.713963000 ,15.757807000 24.6.173.220 198.66.2
149 23.421 0.000615000 0.0006150007 12.832118000 69.59.180.202 24.6.173
146 23.420 0.01.2845000 0.012845( 12.830206000 69.59.180.202 24.6.1j

706 39 58] p—oaaiicooa—a onai’ hba—o 308675000 24.6.173.220 184.73.%

6
704 39.581 | Sortonthis newcolumntofind 94852000 24.6.173.220 184.73.
/703 39.581 any significant de]ayg in your /89487000 24.6.173.220 184.73
/05 39.581 TCP conversations 88723000 24.6.173.220 184.73
/02 39.581 /868390000 24.6.1/3.220 T84 73 A
118 14.321 0.044485000 3./729232000 5.547701000 24.6.173.220 184.73
698 39.580 5.223137000 5.537854000 5.546025000 24.6.173.220 184.73%
700 39.580 0.000089000 0.000089000 5.540093000 24.6.1/73.220 184.73.
701 39.581 0.000096000 0.000096000 5.538159000 24.6.173.220 184.73!
699 39.580 0.000100000 0.000100000 5.537954000 24.6.1/73.220 184.73
119 14.321 0 0.000127000 5 6

.Q00127000 -300347000., 24.6.173.220 198.66

Since we do not have a display filter applied, the time values in the Delta and Delta Displayed
columns are the same.

Step 7:

Scroll through the packets to determine where delays are incurred in this communication. You will
see numerous delays before TCP FIN packets, but those are delays that the user will not notice. There
are numerous delays before retransmissions. It appears some of the TCP connection attempts are
unsuccessful.

In addition, there are quite a few HTTP responses that have one-half second delays before them.
These delays will add up and be felt by the user.

Remember, there are certain delays that are considered "normal" or are not noticeable. Refer to Do
not Focus on "Normal" or Acceptable Delays.




o

The TCP Delta column is a key column to add when troubleshooting TCP-based applications. It's
one of the first steps I use when locating the cause of poor performance of a TCP-based
applications on a network.

Wireshark Lab 30: Add a "TCP Delay" Button

You sorted your new tcp. time delta column to find the highest delays in TCP conversations.
Let's become more efficient at locating delays by creating a "TCP Delay" button (filter expression
button).

When clicked, this button will display TCP packets that are preceded by a noticeable delay (you will
need to adjust the time to match your needs). We will ignore packets that we know are often preceded
by delays, but are "normal" or not noticeable.

Step 1:
Open tr-chappellu.pcapng.

Step 2:
In the display filter area, enter the following filter:

tcp.time delta > 1

Step 3:
Click the Save button on the display filter toolbar. Enter TCP Delay as the label when prompted.
Click OK to save your new button.

S

Create a filter expression button for every network problem that you want to locate in a trace file.
In the labs in this book you will create buttons for various delays and error responses. These filter
expression buttons are maintained in the profile's preferences file. The preferences file is just a
text file and can be edited with a text editor.

M Wireshark: Save Filter | = | =] |-r':h]
Save Filter as...
tepotime_delta > 1 TCP Delay
| Help | 0K | | Cancel ‘
Step 4:

Click your new TCP Delay button. Thirty-seven packets should match your filter. Notice that we
have numerous TCP FIN packets in the list. This is one of the delays that we do not care about—the
delay is transparent to the user.



Stream index Info

GET /pdf2htm]/view_online.php?url=httpd3aA%2F%2Fwww. chappellu. conf2Ffile
GET /pdfZhtm] //vuzit.php HTTP/1.1

GET /legacy/graphics/promo/reader_2_728x90.png HTTP/1.1

GET /documents. json?key=b8411b64-c2e5-335F-894d-f984bc98b9b5&uri=httpi3
GET /documents. json?key=b8411b64-c2e5-335f-894d-f984bcO8b9b5&uri=http®
35628 > http [FIN, ACK] Seq=1 Ack=1 Win=65700 Len=0

35621 > http [FIN, ACK] Seq=1 Ack=1l wWin=04240 Len=0

GET /documents. json?key=b8411b64-c2e5-3357-894d-T984bc98bob5&url=http%3

http > 35625 [FIN, ACK] Seq=4849 Ack=1553 win=8960 Len=0

http > 35623 [FIN, ACK] Seq=/861 Ack=2989 win=12032 Len=0

35622 > http [FIN, ACK] Seq=410 Ack=370 wWin=065328 Len=0

GET /documents. json?key=b8411b64-c2e5-335f-894d-Ff984bc98bo%b5&uri=http%3

http > 35630 [SYN, ACK] Seq=0 Ack=1 Win=5840 Len=0 M55=1460 SACK_PERM=1

17 35639 > http [FIN, ACK] Seq=1 Ack=1 Win=065700

16 35638 > http [FIN, ACK] Seq=1 Ack=1 win=65700

15 3553; > http [FIH ACK] Seq=1 Ack=1 WIH_BS?DD

13 35635 > http [ L ] 1 Ack 1 Win= ﬁS?UU

12 35634 > http [FIN, ACK] Seq=1 Ack=1 Win=65700 Len=0

11 35633 > http [FIN, ACK] Seq=1 Ack=1 Win=65700 Len=0

-
- ]

10 35632 > http [FIN, ACK] Seg=1l Ack=l Win=065700 Len=0
9 Ack=1 wWin=65700

35631 > http

Step S:

Select Edit | Preferences | Filter Expressions or click the Edit Preferences button!#¢/ on the Main
toolbar. Change your TCP Delay filter expression button to the focus on packets that do not have the
FIN or RST bit set:

tcp.time delta > 1 && tcp.flags.fin==0 && tcp.flags.reset==
Click OK to save your edited filter expression button[22].



-
M Wireshark: Preferences - Profile: Master Troubleshooting Profile 8

B User Interface
[The first list entry will be displayed as the first button right of the 5

Filter Expressicn

Layout
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TCP Delay tcp.time_delta > 1 &8& tcp.flags.fin==0 && tcp.flags.reset==

Columns

Font and Colors
Capture
Filter Expressions
Mame Resolution
Printing
# Protocols

[# Statistic

Step 6:
Click your TCP Delay button again. Only 23 packets should be displayed. You have removed the
TCP FIN and RST packets.

You might consider removing HTTP GET requests from your TCP Delay button because often the
delay is caused by a user who has not clicked on the next link on a web site. To remove these GET

requests, add the following string to the end of your filter:
&& 'http.request.method=="GET"
After adding this string, your final filter expression button should contain the following;

tcp.time delta > 1 && tcp.flags.fin==0 && tcp.flags.reset==
&& 'http.request.method=="GET"

The highest TCP Delta delay appears to be just under 6 seconds. It is a SYN retransmission packet. In
fact there are 12 SYN retransmissions between the client and 184.73.250.227. There is one
SYN/ACK from that server that is displayed because the RTT is 1.28957 seconds.

Don't forget to clear your display filter when you are finished reviewing the results of this lab step.

o4

In this trace file, there are several delays before GET requests that are marked with the Bad TCP
coloring rule because the packets are Retransmissions. If you exclude these GET requests from
view, you will not see that there is a problem with these packets. Don't worry—you would have
detected these retransmissions when you checked the Expert Infos Errors, Warnings and Notes as
listed in the Troubleshooting Checklist.



M tr-chappellu.pcapng

200 32.706 1.280570000 184.73.250.227 24.6.173.220 YN, ACK] Seq=0 Ack—=l Win=5840

In the image above we have hidden the Delta and Delta Displayed columns.

As you analyze more trace files, consider fine-tuning this TCP Delay filter expression button to
remove false positives from other "normal" or unnoticeable delays.

In this book we will repeatedly hide and display this column to find the cause of poor performance on
the network.

Wireshark Lab 31: Obtain the Round Trip Time (RTT) Using the TCP Handshake

It's important to determine if path latency is the reason for poor performance. For example, if
everything else is functioning properly in a TCP conversation, but the Round Trip Time (RTT) is
extremely high, the file transfer process will likely appear very slow.

You can get a glimpse of the RTT by looking at the tcp. time delta value of TCP handshake
packets.

For example, if you are capturing at the client, look at the tcp. time delta value between the
client's TCP SYN packet and the server's TCP SYN/ACK response.



- [SYN]
—
[SYN/ACK]
i

— [ACK]

—-

Capture at the client and
obtain the round trip time
from the SYN to the SYN/ACK

If you are capturing at the server, look at the tcp. time delta value between the server's TCP
SYN/ACK packet and the client's TCP ACK response.

[SYN/ACK)
=
e [ACK] ]__
Sy
Capture at the server and
obtain the round trip time

based on the delta between
the SYN/ACK and ACK

If you are capturing inside the infrastructure, add up the delta time between the TCP SYN and ACK
packets of the handshake.



Capture inside the network
infrastructure and obtain the
round trip time from the time

between the SYN and ACK

You can create filters and filter expression buttons for these packets to make this process easier.



Filter for SYN and SYN/ACK Packets (Packet 1 and 2 of the
TCP Handshake)

This is a very simple filter and filter expression button to build. Essentially it is based on the TCP
SYN bitsetto 1.

tcp.flags.syn==
That's the only filter you need to capture the first two packets of the TCP handshake.

Step 1:
Open tr-cnn.pcapng.

Step 2:
Enter tcp. flags. syn==1 in the display filter area and click Apply.

Step 3:

Click your TCP Delta column heading twice to sort from high to low. We are interested in the delays
preceding SYN/ACK packets. Three packets are marked as Retransmissions so we know there are
connection establishment problems. We can also get a glimpse at the RTT values to various servers
in this trace file.

Remember to clear your display filter when you are finished with this lab.



Filter for SYN/ACK and ACK Packets (Packet 2 and 3 of the

TCP Handshake)
The SYN/ACK packet is easy to locate with a display filter, but the ACK (third packet of the
handshake) is a bit trickier.

To detect the second packet of the handshake, the SYN/ACK packet, we can filter on the following:
(tcp.flags.syn==1 && tcp.flags.ack==1)[23]

Detecting the third packet of the handshake is difficult. The following are possible characteristics of
the third packet of the handshake.

tcp.seg==1 (Required) TCP Seq. Number 1 (Relative Seq. Number)
tcp.ack==1 (Required) TCP Ack. Number 1 (Relative Ack. Number)
tcp.len > 0 (Optional) data in the third packet of the handshake
tcp.push==1 (Optional) PUSH bit set

The best we can do is "cast a wide net" and then either ignore (or perhaps remove) false positives
from view. Let's begin with the following filter to try and capture the third packet of the handshake:

(tcp.seg==1 && tcp.ack==1)
When we add this to the filter for the SYN/ACK packet, we have the following;

(tcp.flags.syn==1 && tcp.flags.ack==1) || (tcp.seg==1 &&
tcp.ack==1)



Filter for SYN and ACK Packets (Packet 1 and 3 of the TCP
Handshake)

Putting together what we've already done, we can filter on the following:
(tcp.flags.syn==1) || (tcp.segq==1 && tcp.ack==1)
Wireshark Lab 32: Obtain RTT using Display Filters

Let's test the filter for the first two packets of the TCP handshake and then test our filter for the last
two packets of the TCP handshake.

Step 1:
Open tr-chappellu.pcapng.

Step 2:
In the display filter area, enter the filter tcp . £lags.syn==1 and click Apply.

Fifty-eight packets match this filter. The first two packets are sent from the client port 35,621. Packet
3 and Packet 4 are the first two packets of a new TCP connection. The TCP Delta column indicates
the time from the TCP SYN from port 35,622 and the SYN/ACK to that same port, RTT is about 17
ms.

Although this trace file was captured at the client, we will use it to practice locating the second and
third packet of the TCP handshake. These are the packets we would use to determine RTT when
capturing at the server.

Step 3:
In the display filter area, enter the following filter:

(tcp.flags.syn==1 && tcp.flags.ack==1l) || (tcp.seg==1 &&
tcp.ack==1)

Click Apply and examine the results. Sixty-nine packets match this filter. There are several packets
that are not of interest to us, however.

For example, Packets 14 and 15 are the second and third packets of the TCP handshake, but Packet 16
is the first HTTP command sent after the handshake. Our filter is displaying this packet because the
Relative sequence number value is 1 and the Relative Acknowledgment Number value is 1. We can
add && tcp.len==0 to our filter to remove these packets from view.

Packets 698 through 706 are FIN packets. These FIN packets are also being displayed because of the
Relative Sequence Number and Relative Acknowledgment Number values. We can add &&
tcp. flags. £in==0 to remove these packets from view.

Step 4:
Enhance your filter with these two additional conditions:

(tcp.flags.syn==1 && tcp.flags.ack==1l) || (tcp.seg==1 &&
tcp.ack==1) && tcp.len==0 && tcp.flags.fin==



Click Apply. Now you should see only the SYN/ACK and ACK packets of the handshakes in the trace
file. Your TCP Delta column illustrates the time between each of these packets in each of the TCP
conversations.

Step 5:
Click Clear to remove your filter before continuing.

Consider saving two filter expression buttons—one for the first two packets of the handshake and
another for the second and third packet of the handshake. Name these buttons TCP HS1-2 and TCP
HS2-3. These two filter expression buttons can be used to quickly identify high path latency.

Next we will create an Advanced 1O Graph to detect TCP delays in a trace file.
Wireshark Lab 33: Graph TCP Delays

You can use Wireshark's Advanced IO Graph to graph the maximum tcp. time delta value to
locate TCP conversation delays in a trace file.

Step 1:
Open tr-chappellu.pcapng.

Step 2:
Select Statistics | [O Graph.

Step 3:
In the Y Axis Unit area, select Advanced...

Step 4:
Select the MAX(*) Graph 1 Calc option and enter tcp. time_delta in the Calc area. We will
first work without a filter at this time.

Step S:
Click the Graph 1 button to graph your results.

The graph indicates that there is a spike in the RTT values around 25 seconds into the trace file.

Click on this high point in the graph and Wireshark will jump to that packet in the main Wireshark
window. Notice the value in the TCP Delta column—15.757807 seconds.

If you look at that packet (Packet 155), this is a TCP FIN packet. That is not a delay we care about.
To make this graph more usable, we will add a filter to remove acceptable delays from view.
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Step 6:

In the Filter area of Graph 1, enter the following filter:

tcp.time delta > 1 && tcp.flags.fin==0 && tcp.flags.reset==0 &&

'http.request.method=="GET"

This is the same display filter you created in Wireshark Lab 30: Add a "TCP Delay" Button.

You will need to click the Graph 1 button again to enable the graph to use this filter.
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The new graph highlights fewer problems because we've removed many false positives from view.
When we click on the largest delay point in this graph, Wireshark jumps to Packet 86. (Remember to
toggle back to your 10 Graph to close it once you have finished this lab.)

o

If you see different results when creating this graph, check to ensure your TCP Calculate
conversation timestamps preference setting is enabled (see TCP Preference: Calculate
Conversation Timestamps). Also ensure your TCP Allow subdissector to reassemble TCP streams
preference setting is disabled (see Wireshark Lab 11: Change the TCP Dissector Reassembly Setting
to Properly Measure HTTP Response Times).

This packet is a TCP SYN retransmission packet that arrived almost 6 seconds after the previous
packet in this TCP stream (which would also be a TCP SYN packet). We can see the indication of a
connection request that is not receiving responses.
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Always consider time when you are troubleshooting network performance. A 20 ms delay probably
isn't going to be felt by the end user. A 20 second delay is going to be felt. Try to prioritize your
troubleshooting to eradicate the biggest delays first. That's what the users will appreciate most.[24]



ldentify High DNS Response Time
Display Filter Value

dns. time

Domain Name Service (DNS) is most often used to resolve a network name (such as
www.wireshark.org) to a network address (IPv4 or IPvo6).

Many applications, such as HTTP, can trigger DNS queries when a user (or a web page element)
refers to a network name while running the application.

DNS is a request/response protocol which can run over UDP or TCP. Typically, standard name
queries run over UDP while zone transfers run over TCP.

Wireshark Lab 34: Add/Sort a dns . time Column to Find DNS Response Times

We will use the same steps that we used to create and sort the TCP Delta column to create and sort a
dns. time column.

Step 1:
Open tr-dns-slow.pcapng.

Step 2:
The dns . time field exists only in DNS response packets. The first DNS response packet is Packet
3 (Standard Query Response). We will use this packet to create a dns . time column.

Expand the Domain Name System (response) section of Packet 3.

Step 3:
Right-click on the [Time: 0.107083000 seconds] line and click Apply as Column. The new
dns. time column appears with the label Time.
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Your new column appears to the left of the Info column. Click and drag your new column to the right

of the existing TCP Delta column.
Step 5:

Rename your new column by right-clicking on the column heading and selecting Edit Column

Details. Consider changing the Title to DNS Delta. Click OK.

el

p
M Wireshark: Edit Column Details

=
Title: | DMS Delta
Field type: |Custom |Z|
Field name: .dns.time
Occurrence: |0
I [8]4 l I Cancel ]

Step 6:

Click your new DNS Delta column heading twice to sort from high to low. The DNS response
packets with the largest delays preceding them appear at the top of the list.
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In this trace file, Packet 11 has a significant delay preceding it—almost 1.3 seconds.

Again, Wireshark can always point to where the problem occurred, but it cannot always tell us why
the problem has occurred. We'd have to do more research on that DNS server to find out why it is
slow.

Wireshark Lab 35: Create a Button to Detect High DNS Response Times
In this lab we will create a button to detect DNS response times larger than 1 second.

Step 1:
Open tr-dns-slow.pcapng.

Step 2:
Type dns.time > 1 inthe display filter area and click Save.

Step 3:
Name your button DNS Delay and click OK.

M Wireshark: Save Filter l =NREN X

Save Filter as...

dns.time = 1 DMS Delay

Lo [ e |

L -

Step 4:

Click your new DNS Delay button. Packet 11 is the only packet that matched your filter. It worked!
You quickly found the largest DNS delay time. Remember to clear your display filter when you are
done examining your results.

Remember that you can adjust these delay values as you see fit. For example, if your typical DNS
response times are less than 20 ms, you might consider setting this button value at 100 ms.

Wireshark Lab 36: Graph DNS Response Times
We will create a graph to highlight DNS delays in the trace file.



Step 1:

Open tr-dns-slow.pcapng.

Step 2:

Select Statistics | [O Graph.

Step 3:

In the Y Axis Unit area, select Advanced...

Step 4:

Select the MAX(*) Graph 1 Calc option and enter dns . time in the Calc area.

Step 5:

Click the Graph 1 button to graph your results. Close your graph when you have finished examining

the results.
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Once again, this is a graph that you may never need to build—you can detect delays more quickly by
sorting your dns . time column.




ldentify High HTTP Response Time

Display Filter Value
http. time

High HTTP response times may be seen when a web server becomes overloaded with connection or
service requests or needs to consult another server before answering client requests.

When we measure HTTP response time, we look at the delta time between a service request (such as
an HTTP GET request) and the response (such as an HTTP 200 OK). The HTTP response time field

is called http. time.

Wireshark's Allow subdissector to reassemble TCP streams preference setting can change the results
you receive when evaluating HTTP response times.

If you enable Allow subdissector to reassemble TCP streams (which is the default as of Wireshark
1.10), Wireshark will measure the time from the HTTP Request to the final data packet of the
response. If you are actually interested in the amount of time it took to download an element, you want
this TCP preference setting enabled. If you want to know how quickly the server responded to the
request, disable this setting.
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W

If you disable Allow subdissector to reassemble TCP streams, Wireshark will measure the time from
the HTTP Request and the actual response packet.
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You can use two methods to change this TCP preference setting—the right-click method and the
Preferences window method. We will examine both methods in this lab.

Wireshark Lab 37: Disable the Allow Subdissector to Reassemble TCP Streams Preference
Setting

You may have already disabled this setting in Wireshark Lab 11. If so, you can breeze through this
lab. We must include a review of how to disable this setting as it affects Wireshark's HTTP response
time calculations.

Step 1:
Open tr-http-pcaprnet101.pcapng.

Step 2:

To set this preference using the right-click method, right-click on the TCP header in the Packet
Details of Packet 5 in this trace file. Select Protocol Preferences and uncheck Allow subdissector
to reassemble TCP streams.
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Step 3:
We will use the Preferences window method to verify our new setting. Select Edit | Preferences | (+)
Protocols | TCP.

Alternately, click the Edit Preferences button | % on the Main Toolbar and then select (+) Protocols |
TCP.

You can verify that you already disabled this setting in Step 2.

M Wireshark: Preferences - Profile: Master Troubleshooting Profile l == | (=] |iE-I
SRVLOC n ]
. -
SSCOp Show TCP surnmary in protocol treer  [V]
55H Validate the TCP checksum if possible:  []
S5L ,
Allow subdissector to reassemble TCP streams: [
STAMAG 5066
StarTeam Analyze TCP sequence numbers:  [V/] \
5TP Relative sequence numb i i
e 9 Disable this TCP preference
SYNCHROPLASOR Scaling factor to use when not available from captu setting tfn mE:':lEurE the "
http.time ITOM tne request to
T.38 Track number of bytes in flig P q
TACACS+ s =
Calculate conversation timestamps:  []
TALI
TCAP Try heuristic sub-dissectors first [
L Ignore TCP Timestamps in summary: [
TCPENCAP )
TOMoE Do not call subdissectors for error packets: =
TDS TCP Experimental Options with

o4

[ always disable the Allow subdissector to reassemble TCP streams preference setting when I

create a new profile. I only enable this setting when reassembling data streams or analyzing
HTTPS traffic.

Wireshark Lab 38: Add/Sort an HT'TP Response Time Column to Find HTTP Response Times

We will use the same steps that we used to create and sort the TCP Delta column to create and sort an
http. time column.

Step 1:
Open tr-http-pcaprnet101.pcapng.

Step 2:
The http. time field exists only in HTTP response packets. The first HTTP response packet in this
trace file 1s Packet 10 (HTTP 303 See Other). We will use this packet to create our http. time



column.

Right-click on the Hypertext Transfer Protocol section in the Packet Details pane of Packet 10 and
select Expand Subtrees.

Step 3:

Right-click on the [Time since request: 0.026416000 seconds] line and click Apply as Column. The
new http. time column appears with the label Time since request. This is not a very descriptive
column label. We will rename it in just a moment.
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Your new column appears to the left of the Info column. Click and drag your new column to the right

of the existing TCP Delta column.
Step 5:

Rename your new column by right-clicking on the column heading and selecting Edit Column
Details. Consider changing the Title to HTTP Delta. Click OK.
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Step 6:
Click your new HTTP Delta column heading twice to sort from high to low. The HTTP response
packets with the largest delays preceding them appear at the top of the list.
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Packets 432 and 20 indicate that the HTTP response time from the HTTP server (209.133.32.69) was
over 1.7 seconds twice in this trace file.

Why is the server slow? We'd have to do more research on that server to find the answer because
Wireshark can always point to where the problem occurred, but it cannot always tell us why the
problem has occurred.

Wireshark Lab 39: Create a Button to Detect High HTTP Response Times
In this lab we will create a button to detect HTTP response times longer than 1 second.

Step 1:
Open tr-http-pcaprnet101.pcapng.

Step 2:
Type http.time > 1 inthe display filter area and click Save.



Step 3:
Name your button HTTP Delay and click OK.

‘ Wireshark: Save Filter l =l | =) |ﬂ§-
Save Filter as...
http.time = 1 HTTP Delay
Help | oK | | cancel |
Step 4:

Click your new HTTP Delay button. Two packets should be displayed—Packet 20 and Packet 432. It
worked! Remember to clear your display filter when you are finished reviewing the results of this lab
step.

Filter expression buttons can be used to detect delays and network errors fast. It is one of the most
powerful features to improve your efficiency in locating network problems.

Wireshark Lab 40: Graph HTTP Response Times
These graphing steps should start feeling familiar now.

Step 1:
Open tr-http-pcaprnet101.pcapng.

Step 2:
Select Statistics | [O Graph.

Step 3:
In the Y Axis Unit area, select Advanced...

Step 4:
Select the MAX(*) Graph 1 Calc option and enter http . time in the Calc area.

Step 5:
Click the Graph 1 button to graph your results. Remember to close this IO Graph when you finish
examining the results.
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You may never need to build this graph—you already detected these problems by creating and sorting
anhttp. time column. If you need to explain problems to others, however, these graphs are

indispensable.



ldentify High SMB Response Time

Display Filter Value
smb. time
smb2 . time

Server Message Block (SMB) is the file sharing protocol used by Microsoft on Windows networks.
There are two versions of SMB commonly seen on Windows-based networks—SMB and SMB
version 2. Wireshark has separate dissectors for each version of SMB. We will need to consider this
before we save a filter expression button that displays SMB delays.

SMB is request/response based with distinct, documented response codes available on Microsoft's
Open Specification site (www.microsoft.com/openspecifications/).

Wireshark Lab 41: Add/Sort an SMB Response Time Column

We will use the same steps that we used to create and sort the TCP Delta column to create and sort an
smb . time column.

Step 1:
Open tr-smb-slow.pcapng.

Step 2:
The smb . time field exists only in SMB response packets. The first SMB response packet is Packet
5 (Negotiate Protocol Response). We will use this packet to create a smb . time column.

Expand the SMB (Server Message Block Protocol) section and the SMB Header section in the
Packet Details pane of Packet 5.

Step 3:
Right-click on the [Time from request: 0.000766000 seconds] line and click Apply as Column.

The new smb . time column appears with the label Time from request. This label does not indicate
this column measures SMB time. This 1s why it is important to rename new columns.
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Your new column appears to the left of the Info column. Click and drag your new column to the right
of the existing TCP Delta column. (Since we do not need HTTP time or DNS time information, we
right-clicked on those column headings and selected Hide Column.)

Step S:

Rename your new column by right-clicking on the column heading and selecting Edit Column

Details. Change the title to SMB Delta. Click OK.

-
M Wireshark: Edit Column Details

- =
Title: |SME Delta

Field type: \Custom |Z|

Hadname:fnnhﬁme |

Occurrence: |0 _

’ [8].4 J I Cancel ]
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Step 6:

Click your new SMB Delta column heading twice to sort from high to low. The SMB response
packets with the largest delays preceding them appear at the top of the list.
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In this trace file, Packet 132 has a significant delay preceding it—almost 14 seconds.

Again, Wireshark can always point to where the problem occurred, but it cannot always tell us why
the problem has occurred. We'd have to do more research on that server to find out why it is slow.

o4

If you are working with SMB version 2, the syntax for this column is smb2 . time. To create an
smb2 . time column using this trace file, follow Step 3 and 4 to create another smb. time
column. Right click your second smb . time column and select Edit Column Details. Change the
Title to SMB2 Delta and the Field name to smb2. time. Click OK to save your new column.

M Wireshark: Edit Column Details ESNEE
Title: |SMB2 Delta
Field type: | Custom |Z|

Field name: | smb2.time

Cccurrence: |0

| ok || conce |

Wireshark Lab 42: Quickly Examine all SMB Statistics (Statistics | Service Response Times |
SMB)

Wireshark creates and tracks a number of service response times, including SMB and SMB?2
response times. Although we've added and sorted a column to find the biggest delay in the trace file,
this SMB Service Response Time window will also point out high SMB response times.

Step 1:
Open tr-smb-slow.pcapng.

Step 2:



Select Statistics | Service Response Time | SMB. Click Create Stat when you are prompted for a
filter since we are interested in all the SMB statistics in the trace file.

M Wireshark: SMB SR Statistics: t.. 12| (E Smecsem)

[ Create 5tat l | Cancel ‘

L -

The SMB Service Response Time statistics window indicates the minimum, maximum and average
Service Response Time (SRT) in the trace file.

M SMB Service Response Time statistics: tr-smb-slow.pcapng I. == |ﬂh
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Transaction? Sub-Commands
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16 GET_DFS_REFERRAL 3 0000606  0.000911 0.000718
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Index 4 Procedure 4 Calls  MinsRT « | SMB responses in this window |

Close
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Although we've already detected the large response time delay in the trace file, this SMB Service
Response Time statistics window provides a list of all the request procedures in the trace file.

Wireshark Lab 43: Create a Button to Detect High SMB and SMB2 Response Times
In this lab we will create a button to detect SMB and SMB2 response times larger than 1 second.

Step 1:
Open tr-smb-slow.pcapng.

Step 2:
Type smb.time > 1 || smb2.time > 1 inthe display filter area and click Save.

Step 3:
Name your button SMB/SMB2 Delay and click OK.
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Step 4:
Click your new SMB Delay button. Packet 132 is the only packet that matched your filter. Remember
to clear your display filter after you have examined the results.

Although I've been using one second in these delay buttons, you can adjust the time value as desired.
To edit filter expression buttons, click the Preferences | =/ button on the Main Toolbar and select
Filter Expressions.

Wireshark Lab 44: Graph SMB Response Times

Here's another graph using the same techniques we've used before in this book. This time we are
graphing SMB response times.

Step 1:
Open tr-smb-slow.pcapng.

Step 2:
Select Statistics | [O Graph.

Step 3:
In the Y Axis Unit area, select Advanced...

Step 4:
Select the MAX(*) Graph 1 Calc option and enter smb . time in the Calc area.

Step 5:
Click the Graph 1 button to graph your results. Remember to close your 10 Graph after you have
examined the results.



L

M Wireshark 10 Graphs: tr-smb-slow.pcapng =HEC X
— 20s
Since SMB and SMB2 use different '_105
time fields, we've created two -
graphs - one for each delta time i
| I T I T / ,'T,- I T | T I T | T I T 05
Oz 20s 60s 80s 100s
4 [ I b
Graphs  Axis
EGraphl] Colar [Filter:] Calc:| MAX(¥) EI smb.time Style: |Line B [¥] Smooth || Tick interval1 sec E
EGraph 2J Colar [Filter:] Cale: MAX(¥) EI smb2 time Styles |Line B [¥] Smooth e pe 5 E
_ [ View as time of day
|Graph 3| <o'c [Fiter Cale{ SUM(Y) -] Style: Line [ =] (¥ Smooth :
Y Axis
|Graph 4 Color [Fiters Cale] SUM() - Style:|Line  [=] @ Smooth || i [advanced.. ]
(Graph 5| Color [Filter Cale: SUM(¥) - Style:|Line || @] Smooth | Scale:  [Auto [+
Smocth: | Mo filter E
\ Help l [ Copy ] [ Save ] ’ Close J

Again, this 1s a graph that you may never need to build—you can detect delays more quickly by

sorting your smb . time and smb2 . time columns.

If your application dissector does not have a time calculation function, you can always simply use the
Time column (set to Seconds Since Previous Displayed Packet) and compare the time between the

request and response.



Chapter 6: Identify Problems Using
Wireshark's Expert

The Expert system is one of Wireshark's greatest features for quickly spotting problems on a network.

Although primarily geared towards detecting TCP problems, the Expert contains numerous other error
alerts embedded in various protocol and application dissectors.

In this section we will focus primarily on TCP problems.

Ruling out TCP problems will help you rule out various network and host issues—from congestion on
the network to congestion at a receiver.
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Overview of Wireshark's Expert Infos System

Wireshark consists of numerous Expert Infos notifications. The code for these notifications is
contained in the application and protocol dissectors.

For example, below is a section of the packet-tcp.c file (the TCP dissector). This portion of packet-
tcp.c defines the conditions for a lost packet indication.
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LOST PACEKET
If this segment is beyond the last seen nextseg we must
have missed some previous segment

We only check for this if we have actually seen segments prior to this
one.
RST packets are not checked for this.

tcpd=->fwd->nextseq
GT SEQ(seq, tcpd->fwd->nextseq)
(flags&(TH RST))==0 } {
if ('tepd->ta) |
tcp analyze get acked struct(pinfo-»fd-»num, seq, ack, TRUE, tcpd);
}
tcpd->ta->flags|=TCP A LOST PACKET;

/* Disable BiF until an ACK is seen in the other direction */
tcpd->fwd->valid bif = 0;

In the following pages, we will examine many TCP Expert Infos Errors, Warnings and Notes. We
will also look inside packet-tcp.c code to determine why Wireshark marks a packet with a specific
Expert indication.

Expert information covered in this section includes:

Previous Segment Not Captured
Duplicate ACKs

Out-of-Order Segments

Fast Retransmissions
Retransmissions

ACKed Unseen Segment

Keep Alive and Keep Alive ACK
Zero Window

Window Full

Zero Window Probe and Zero Window Probe ACK
Window Update



e Reused Ports



Previous Segment Not Captured
Display Filter Value

tcp.analysis.lost_segment



Overview of Wireshark's Packet Loss Detection Process
Let's just get this over with quickly—99.999999% of the time[25], packet loss occurs at an
interconnecting device—a switch, a router, a firewall—anything that makes forwarding decisions.

Wireshark uses the TCP sequencing process to detect lost packets. This feature can be turned off by
disabling the Analyze TCP Sequence Numbers TCP Preference setting.[26]

Wireshark adds together the Sequence Number field value of each packet to the number of data bytes
in the packet to create a value called nextseq (displayed in the Next Sequence Number field). The
nextseq value is the next expected sequence number from the sender.

il @7?____“
CV/?%@ 5£Q 500041460 (data) __
© ) e
SEQ6460+1460 (data)
| e
@ £Q7920+1460 (data) _
X4
SEQ 9330+1466 {data}
mm

——[ACK] ACK# 7920

When Wireshark sees the sequence number jump beyond the nextseq value, it assumes that one or
more packets have been lost[27]. For example, in the previous image, Wireshark performed the
following analysis:

e The server sends a packet with sequence number 5,000 and 1,460 bytes of data. The nextseq
value is set to 6,460.

e When a packet with sequence number 6,460 is sent with 1,460 bytes of data, the nextseq value is
set to 7,920.

e Instead of seeing sequence number 7,920 next however, Wireshark sees sequence number 9,380.
Wireshark marks this packet with the tcp.analysis.lost segment Expert tag.



What Causes Packet Loss?
There are many reasons why interconnecting devices might drop packets. A switch or router could be
overloaded and unable to keep up with the required packet forwarding rate, or perhaps the device is

simply faulty[28].
A

['ve seen both cases. In one of the worst cases of packet loss on which I've worked, an enterprise
switch was dropping one packet every 3 ms. The crucial switch was bringing an entire network to
its knees. By moving around to capture traffic at different spots on the network we could
definitively point to the offending switch.



Packet Loss Recovery Method #1—Fast Recovery

How TCP peers detect and recover from packet loss depends on if the receiver supports Fast
Recovery.

If the receiver supports Fast Recovery and notices the jump in sequence number value, it will
immediately begin sending Duplicate Acknowledgments requesting sequence number 7,920
(Acknowledgment Number field 7,920).

Upon receipt of four identical ACKs (the original and three Duplicate ACKs) requesting this packet,
the server should retransmit the packet with sequence number 7,920 again.

SEQ 5000+1460 (data)

pr—
<£Q 6460+1460 (data) __

.
£ 7920+1460 (data) __

X+

s Segment Mot Captured

Previou

e JACK] ACK 1 7920

- —[ACK] ACK# 790
- Duplicate AcK 7 9
Recovery =4 —_ [ACK] ACK# 7920
Process Duplicate ACK #2
e [ACK] Ack# 7920

Duplicate Ack 43

5EQ?920+14E-0 (data)
d—"T""t Retransmission




Packet Loss Recovery Method #2—Sender Retransmission
Timeout (RTO)

If the sender notices that a data packet has not been acknowledged within its Retransmission Timeout
(RTO) timer value, it will retransmit the packet.

<£Q5000+1460 (data) __

=
5ED.EﬂEU+1460{data} =

EE

5EQ 7920+1460 (data) __ _

X&

SEQ.9380+1460 (data)
Previous Segme ntNot Captured

20 |
. [ ‘\-}

RTO
<£q7920+1460 (data) __ J ;700

Retmnsmiﬁsiun




packet-tcp.c Code and Comments
You can clearly see the reference to nextseq in the packet-tcp.c code. You can also see that
Wireshark only checks this if there is a preceding packet in the trace file. TCP RST (Reset) packets

are not checked for this issue and can never be marked with Previous Segment Not Captured as
indicated by (flags&(TH RST))==0.

o NPT N T S N NP\ s N e

901 H /* LOST PACKET
¥ If this segment is beyond the last seen nextseqg we must
* have missed some previous segment

* We only check for this if we have actually seen segments prior to this
806 X one.
907 * RST packets are not checked for this.

B | */

805 if( tcpd->fwd->nextseq

910 && GT SEQ(seq, tcpd->fwd->nextseq)
911 [ && (flags&(TH RST))==0 ) {

91 E if('tcpd->ta) {

5 tcp analyze get acked struct(pinfo-»fd-»>mmm, seq, ack, TRUE, tcpd);
914 | }
5 tcpd->ta->flags|=TCP A LOST PACEKET;

917 /* Disable BiF until an ACK is seen in the other direction */
918 tcpd->fwd->valid bif =

Wireshark Lab 45: Use a Filter to Count Previous Segment Not Captured Indications

Step 1:
Open tr-generall0ld.pcapng.

Step 2:

In the display filter area, enter the filter tcp.analysis.lost segment. Click Apply. Notice
the Status Bar indicates that Wireshark has detected packet loss five times in the trace file. One of the
packets displayed is Packet 10,417. We will revisit that point in the trace file in the next lab.

Step 3:
Click Clear to remove your filter when you are done.
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This is a very easy way to determine if packet loss is occurring in the trace file. In order to determine
how many packets were actually lost, however, we need to examine the TCP sequence number
information.

Wireshark Lab 46: Add TCP Sequencing Columns

In this lab exercise, you will create three columns to help you understand what is happening in the
TCP sequencing in your trace file. You can use these columns to determine how many packets are
actually lost when Wireshark indicates Previous Segment Not Captured.

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
Expand the TCP header in Packet 1.

Step 3:
Right-click on the Sequence Number field and select Apply as Column. Right-click on your new
Sequence Number column, select Edit Column Details and rename this column SEQ#.

Step 4:
Right-click on the Next Sequence Number field and select Apply as Column. Right-click on your

new Next Sequence Number column, select Edit Column Details and rename this column
NEXTSEQ#.

Step 5:
Right-click on the Acknowledgment Number field and select Apply as Column. Right-click on your
new Acknowledgment Number column, select Edit Column Details and rename this column ACK#.
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Step 6:

Click the Go To Packet || button on the Main Toolbar. Enter 10417[29] and click Jump To. This
is one of the packets that is tagged with the Previous Segment Not Captured Expert indication.

The NEXTSEQ# column indicates that the next packet (after Packet 10,416) from 10.9.9.9 should use

sequence number 9,164,761.

We see the next packet from 10.9.9.9 uses sequence number 9,175,321, however. This triggers
Wireshark's Previous Segment Not Captured indication on Packet 10,417.

M tr-generall01d.pcapng
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ACKF Info

dberegiste
ndmps > db
[TCP Previt
dberegiste
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9164761

ndmps > dE-
ndmps > dbef

ndmps > d;

To determine how many bytes were dropped at this point, subtract 9,164,761 from 9,175,321. The
result is 10,560. Examining the TCP header in Packet 10,417, we can see the packet contains 1,320



bytes of data.

If we assume that all the lost packets were 1,320 bytes long we can divide the number of missing
bytes (10,417) by 1,320 to determine how many packets were lost. It appears 8 packets were lost
prior to Packet 10,417.

Step 7:
When you are not using these columns, right-click on the columns and select Hide Column.

Wireshark Lab 47: Build a '""Bad TCP" Filter Expression Button

This is a "must have" filter expression button. Click this button once to view many of the key TCP
problems in the trace file. This button is based on the Bad TCP coloring rule string.

Step 1:
Open tr-generall0ld.pcapng.

Step 2:

If you'd rather not type the full filter, click the Coloring Rules button . Double-click on the Bad
TCP coloring rule, highlight and copy the Bad TCP coloring rule string. You will paste this into the
display filter area in the next step. Close the Coloring Rule windows.

Step 3:
In the display filter area, paste your filter string. If you didn't use Step 2 to copy the Bad TCP coloring
rule string, type the following:

tcp.analysis.flags && !'tcp.analysis.window update

Step 4:
Click Save on the display filter toolbar and name your new button Bad TCP.

Step 5:
Click your new Bad TCP button. There should be 1,612 packets that match your Bad TCP filter.
Click Clear to remove your filter when you are finished.



M tr-generall01d.pcapng \ \ =NE=N X
File Edit View Go Capture Analyze Statistics Tel
e AN BRI A D

Filter: @p.analy;is.ﬂags &8 tep.analysis.window_update P Bad TCP

Ma, Time TCP Delta Source
104€3.020 0.000014000 10.10.10.10 [ACK] ss

0000 00 Oc ce 00 00 01 00 Oc ce Op 00 OC -
0010 00 34 95 52 40 00 4e 06 70 4c 0Oa Oa
0020 09 09 05 <7 75 30 6b 4c e9 g2 d8 62
0030 &0 00 1f 77 00 00 01 01 O5p0a d8 62

[ATAY Wi A EN

= —
Of"j File: "C\Users\Laura\... |Packets: 3?42(Di5pla}red:1612 (4.3%) }Load timA in...

Although only 4.3% of the traffic matches our Bad TCP button, it is enough of a problem to affect the
file transfer process to a noticeable extent.

Step 6:
Click Clear to remove your display filter.

We will graph these problems against throughput in Correlate Drops in Throughput with TCP
Problems (the "Golden Graph"). First, let's open the Expert Infos window and see what other
problems exist in this trace file.

Wireshark Lab 48: Find Packet Loss Counts with Expert Infos

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

03D 00 2e 68 1d 00 00 35 43

AE T30 20 AT A0 AA 20 TN
| File: "C:\Users\Laura\... | Packets: 37422 . Displ

Step 3:

Wireshark indicates there are 1,614 Expert Infos items in the title bar. We see there are no entries
under the Errors tab. Click the Warnings tab. The Warnings tab indicates that Wireshark has seen
packet loss 5 times in the trace file. Remember, that does not mean that only 5 packets were lost.
Wireshark just indicates the sudden jump in sequence number, but does not take into account the size
of the increase.



Wireshark also indicates that there are 8 instances of Out-of-Order segments. We will cover those
issues in Qut-of-Order Packets.

s ™
Ml Wireshark: 1614 Expert Infos =] B
| Errors: 0 (0) | Warnings: 2 (13) |Motes: 810 (1599) | Chats: 1 (2) | Details: 1614 | Packet Comments: 0 |
Group 1 Protocol 1 Summary 1 Count 1
B Sequence TCP Previous segment not captured (commoen at capture start)
Sequence TCP Out-Of-Order segment 8
L A

To jump to a problem in the trace file, simply expand one of the Expert Infos sections and click on
any packet listed. Remember to close the Expert Infos window when you are finished analyzing the
results.

Opening and examining the Expert Infos window is listed in the Troubleshooting Checklist in 7CP-
Based Application: Identify TCP Issues.

Wireshark Lab 49: Find Out Where Packets are Being Dropped

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar if it is not still open.

Step 3:

Click the Warnings tab and expand the Previous segment not captured (common at capture start)
section. Click on the listing for Packet 10,417 and toggle back to the Wireshark window. Wireshark
jumps to that packet.

- !
M Wireshark: 1614 Expert Infos ESREERT
| Errors: 0 (0) | Warnings: 2 (13) |Motes: 810 (1599) | Chats: 1 (2) | Details: 1614 | Packet Comments: 0 |
Group 1 Protocol 1 Summary 1 Count 1
B Sequence TCP Previous segment not captured (common at capture start) 5
Packet: 4204 1
Packet: 1
Packet: Click on a packet to jump to 1
Rt s that pointin the trace file :
Packet: 32016 1
Sequence TCP Out-Of-Order segment 8
Step 4:

Look at what happens after the point of packet loss. Notice that you see numerous Duplicate ACKs



after the missing packet indication.

The use of Duplicate ACKs indicates that 10.10.10.10 (the receiver) supports Fast Recovery. Each
Duplicate ACK is a request for sequence number 9,164,761, as you can see in the Acknowledgment
Number field in the Duplicate ACKs.

Remember to close the Expert Infos window when you are finished analyzing the results.

M tr-generall0ld.pcapng = |-=}

File Edit View Go Capture Analyze Statistics Telephcrnz Tools  Internals  Help
BERXZT AesdT L QAN | @EMW % B

Filter: IZI Expression... Clear Apply Save TCP Delay

Mo. Time TCP Delta Source Destination Protocol  Info
10416 3.003 0.000068000 10.9.9.9 10.10.10.10 TCP ndmps > dberegister [ACKZE

3. 0.000029000 10.10.10.10 10.9.9.9 TCP dberegister > ndmps [ACK]
10419 3.014 0.000029000 10.9.9.9 10.10.10.10 TCP ndmps > dberegister [ACK%
3 0.000009000 10.10.10.10 10.9.9.9 TCP [TCP Dup ACK 10418#1] dbeg
3 0.000017000 10.9.9.9 10.10.10.10

TCP

ndmps > dberegister [ACK

| These Duplicate ACKs
indicate that 10.10.10.10

supports Fast Recovery

TCP ﬁdmps = dberegister [ACK]

CP ﬁdmps > dberegister [ACK

. 000465000

4 111

= Frame 10420: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on inte
® Ethernet II, Src: Cisco_00:00:00 (00:0c:ce:00:00:00), Dst: Cisco_00:00:01 (00:(
® Internet Protocol Version 4, Src: 10,10.10.10 (10.10.10.10), Dst: 10.9.9.9 (10.9
=@ Transmission Control Protocol, Src | This is the missing Sequence t Port: ndmps (3
Source port: dberegister (1479) : :

Destination port: ndmps (30000) Humberihialds baing requesmd
[stream index: 0] over and over again
sequence number: 1 (relative s
Acknowledgment number: 9164761

Header length: 32 bytes
- Ox010 (ACK)

(relative ack number)

Step 5:

Now let's determine if we are upstream from the point of packet loss (closer to the data sender than
the point of packet loss) or downstream from the point of packet loss (closer to the receiver than the
point of packet loss).

If you are upstream from the point of packet loss you will see the original packet and the
retransmission. In the image below we have set up a tap to listen to the traffic near 10.10.10.10 (the
receiver of data).



o Original Packet (Sequence Number 9164761)

9 Retransmission (also Sequence Number 9164761)

J Only seeing 9
__| (downstream from

problem device)

"4

10.10.10.10 10.8.8.8

If you are downstream from the point of packet loss you will only see the retransmission. In the image
below we have set up a tap on the other side of the switch that is closest to 10.10.10.10 (the
receiver).

o Original Packet (Sequence Number 9164761)
9 Retransmission (also Sequence Number 9164761)

Seeing o and '9

{upstream from

Y_\ problem device)

10.10.10.10 10.8.9.5

Step 6:

Since we know the sequence number of the packet that is missing, we can use that information to
determine if we see the original and the Retransmission or just the Retransmission. That will tell us if
we are upstream or downstream from packet loss.

In the display filter area, enter tcp.seq==9164761.



-
M tr-generall0ld.pcapng

File Edit View Geo Capture Analyze Statistics Telephonz Tocls  Internals Help

oo 4E g BEXES AesT L IEFE QB EBD® % B

Filter: tep.seq==9164761 EI Expression... Clear Apply Save TCP §

Ma, Time TCP Delta Source Destination Protocol  Info
12035 3.480 0.000033000 10.9.9.9 10.10.10.10 T1CP [TCP Fast Retransmission

It appears we have captured traffic downstream from the point of packet loss. If possible, we should
move Wireshark closer to the data sender. Remember to clear your display filter when you are
finished reviewing the results of this lab.

Even though many functions have been added to TCP to improve recovery times after packet loss,
packet loss always affects network performance.

When you see packet loss, get moving—you want to locate where packet loss is occurring and then
figure out why it is happening.



Duplicate ACKs
Display Filter Value

tcp.analysis.duplicate_ack



Traffic Analysis Overview
Duplicate ACKs are an indication that a host supports Fast Recovery and noticed that a packet

arrived with a sequence number beyond the calculated next sequence number. For details on Fast
Recovery, see RFC 5681, "TCP Congestion Control."

Wireshark examines the Window Size, Sequence Number, and Acknowledgment Number fields as
well as the number of data bytes in a packet to determine if it is a Duplicate ACK.

When two packets from a source have the same value in these fields and the packet contains no data,
the second (and any future matching ACKs) are marked as duplicates of the first ACK.

The Acknowledgment Number field value in Duplicate ACKs indicates the requested sequence
number. TCP hosts continue to send Duplicate ACKs until the missing packet arrives. For example, in
the image below our client has sent a total of four identical ACKs so far—the original ACK
requesting sequence number 7,920 and three Duplicate ACKs asking for the same sequence number.

Lﬁg%rg"is 5£Q.5000+1460 (data)
N
SEQ 6460+1460 (d ata)
E
' SEQ?920+14ED (data)
' ) G |

data
£Q.9380+1460 (

Previous 5e

e [ACK] ACK# 7920

[
same SEQ¥, [~———LACK]ACK# 7920
ACK#, and Duplicate Ack g7,
WinSize with . [ACK] ACK# 7920
fa a-?: o Duplicate ACK #2 —
e [ACK] ACK# 790
Duplicate ACK #3 i,



What Causes Duplicate ACKs?

Duplicate ACKs are usually a sign of packet loss, but Duplicate ACKs can also be an indication of
out-of-order packets.

Duplicate ACKs are sent when a TCP receiver that supports Fast Recovery receives an out-of-order
segment.

From the receiver's perspective at this point, it does not know if the packet is lost or if it is just out of
order and will be arriving soon. It just knows that the incoming sequence number value jumped higher
than expected.

Wireshark also doesn't know at this point if the packet has been lost along the path or this is simply an
out-of-order packet that will be arriving soon. Wireshark will pay attention to what happens within
the next 3 ms. to figure out which situation has occurred.

If the packet with the missing sequence number arrives within 3 ms, Wireshark marks that packet as
Out-of-Order (tcp.analysis.out of order). If the packet with the missing sequence number
arrives later than 3 ms. later, Wireshark will indicate that the packet is a either a Retransmission or a
Fast Retransmission[30].



packet-tcp.c Code and Comments

You can clearly see the reference to the segl/en (amount of data in the packet), lastack (previous
Acknowledgment Number field value), and window (Window Size value) in the TCP dissector.

In addition you will notice that Wireshark looks at the TCP SYN, FIN and RST flag settings. These
flags must be set to 0 in packets defined as Duplicate ACK packets.

I e T e N e R S

1014 [ /* DUPLICATE ACK

* Tt is a duplicate ack if window/seq/ack is the same as the previous
* segment and if the segment length is 0

*

1018 if( seglen==C

1019 && window

1020 && window==tcpd->fwd->window

1021 && seg==stcpd->fwd->nextseq

1022 && ack=s=stcpd->»fwd->lastack

1023 H && (flags&(TH SYN|TH FIN|TH RST))==0 } {

1024 tcpd=->fwd->dupacknum++;

1025 H if(!'tcpd->ta) {

1026 tcp_analyze get acked struct(pinfo->fd-»>num, seq, ack, TRUE, tcpd):
1027 | }

1028 tcpd-»ta->flags|=TCP A DUPLICATE ACK;

10295 tcpd->ta->dupack num=tcpd->fwd->dupacknum;

1030 tcpd->ta->dupack frame=tcpd->fwd->lastnondupack;

Wireshark Lab 50: Use a Filter to Count Duplicate ACKs

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.duplicate ack. Click Apply. Notice
the Status Bar indicates that Wireshark has detected 1,019 Duplicate ACKs in the trace file.

\*ﬁfﬁﬁ{?:ﬁ;?ﬁfiﬁrgjﬁgs) NG - DpeFE%TEHMtﬁéﬁﬁg_ﬁnm}ﬁﬁ;:}ng;Lﬂhm

= [SEQ/ACK analysis]
= [TCP Analysis Flags]
[This 15 a TCP duplicate ack]
[Duplicate ACK #: 105]
= [Duplicate to the ACK in frame:

o

120371

1 [

Oﬁ File: "C:h\UsershLaural... Packets: 374

- Displayed: 1019 (2.7%) .

Step 3:
Right-click on any column header, select Displayed Columns | ACK#. This is a column that you



created and renamed in Wireshark Lab 46.: Add TCP Sequencing Columns. If you scroll through the
trace, you will notice that many of these Duplicate ACKs are requests for a single missing packet
with sequence number 9,164,761.

Only the original ACK and three duplicates are required to trigger the Fast Retransmission. You may
see many more Duplicate ACKs as the host will not stop sending the Duplicate ACKs until the
missing sequence number is resolved.

M tr-generall0ld.pcapng €

File Edit View Go Capture Analyze Statistics Telephong Tools Internals Help
0@ AdmE BERXD Ae¢DTF L QAR EBDW% 8

Filter | tcp.analysis.duplicate_ack B Expression... Clear Apply Save TCP Delay HTTP Delay

Mo, Tim . TF'eIta - Su:uurce . DEStInEtIl:lﬂ Protocol ACK?T' _ Info
10423.014  0.0000 ' : 4,

In the ACK# column we see the repeated
Acknowledgment Number field - the host is
trying to recover a packet with Sequence
Number 9164761

Step 4:
Since we aren't going to use this column again right now, right-click the ACK# column and select
Hide Column. Click Clear to remove your display filter.

Wireshark Lab 51: Find Duplicate ACKs with Expert Infos

Wireshark counts Duplicate ACKs in an interesting fashion. Rather than count all Duplicate ACKs
together, Wireshark groups Duplicate ACKs based on their number. For example, if packet loss
occurs twice in a trace file and both times the original ACK and Duplicate ACK#1, Duplicate
ACK#2, Duplicate ACK#3 and Duplicate ACK#4 were sent, Wireshark will list four Duplicate
ACKs with an indication that each occurred twice.

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

03[] 00 2e 68 1d 00 00 35 43

AE T30 20 AT A0 AA 20 TN
[2 :FI|E '‘ChUsersilaural... | Packets: 37422 . Displ




Step 3:
Click the Notes tab to identify problems in this trace file. Notice how many Duplicate ACKs appear
in this trace file.

There are 5 Duplicate ACK (#1) indications listed. This means the Fast Recovery process was
launched 5 times. There are only 4 Duplicate ACK (#2) indications, however. This means that the
receiver only had to send the first Duplicate ACK to recover from one of the skipped sequence
number situations.

That is an indication that there is probably one out-of-order packet situation in the trace file near
Packet 3,217.

(M Wireshark: 1614 Expert Infos E=EEET)

| Errors: 0 (0) | Warnings: 2 (13) | Motes: 810 (1599) |Chats: 1 (2) | Details: 1614 | Packet Comments: 0 |

Group 1 Protocol 1 Summary 1 Count *

B Sequence Duplicate ACK (#1} 5P
Packet: 10420 i
Packet: 12039 1
Packet: 15700 1
Packet: 15845 i 3 1
e i i The Fast Recmrery process was :

E Sequence TCP Duplicate ACK (#2) USEd ?tlmes’ bUt addltlﬂnal ®
Sy s duplicate ACKs were only i
_ 5k required 4 times - there is ,
s — probably an out-of-order packet "
s s § around Packet 32017 ) .

Sequence TCP Duplicate ACK (#3) 4

Sequence TCP Duplicate ACK (#4) 4

Sequence TCP Duplicate ACK (£5) 4

Sequence TCP Duplicate ACK (#6) 4

Sequence TCP Duplicate ACK (#7) 40

o

Step 4:

Scroll to the end of the Notes section[31]. The TCP receiver had to ask for a missing packet 809
times (do not forget to include the original ACK). That's not an out-of-order packet situation—we
have a packet that was lost and the recovery took a significant amount of time. Remember to close the
Expert Infos window when you are finished.



M Wireshark: 1614 Expert Infos =HNECIH X

|Ermr5: 0 (0) | Warnings: 2 (13) | Motes: 810 (1599) |Chats: 1 (2) |Detai|s: 1614 |Packet Comments: 0 |

Group 1 Protocol 1 Summary 1 Count 1 |-
5 TCP Duplicate ACK (#802 z 1
; :q”E”‘E 4 D”plf“‘ EACKI:#EUBJ The receiver had to ask for a k
t : 2 3 i
S A packet 809 times (including the
Sequence TCP Duplicate ACK (Z804) o 1
_ _ original ACK) - do we have

Sequence TCP Duplicate ACK (#805) tiaroli Bah ath Blahicior 1
Sequence TCP Duplicate ACK (#80&) =X h y gtwp k di y t2 1
Sequence TCP Duplicate ACK (#207) per EPS ATIETNON, RGO 2 ) 1
| Duplicate ACK (#808) 1

Packet: 12034 1
Sequence TCP Fast retransmission (suspected) 2
Sequence TCP Retransmission (suspected) 578 I_:I

L A

Refer back to Previous Segment Not Captured to locate the point of packet loss.

These Duplicate ACKs complain about a missing sequence number. If SACK is in use we should see
only the missing packets being retransmitted. The SACK Left Edge and SACK Right Edge fields in
the TCP Options area acknowledge other data packets received while the Acknowledgment Number
field still indicates the desired missing sequence number.

If SACK is not in use we may see many unnecessary retransmissions as the sender retransmits every
data packet starting at the missing sequence number.

If you do not capture the TCP handshake, how do you know if SACK is in use? In the next lab we will
examine Duplicate ACKs to determine if SACK is enabled on the connection.

Wireshark Lab 52: Determine if Selective ACK (SACK) is in Use
We can look inside Duplicate ACK packets to determine if SACK is in use.

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

DBD 00 2e 68 1d 00 00 35 43

A TN 3N AT N A4 D0 TN
| File: "C:\Users\Laura\... | Packets: 37422 . Displ

Step 3:
Click on the Notes tab to locate Duplicate ACKs.

Step 4:
Expand the Duplicate ACK (#1) line and click on the first packet listed (Packet 10,420). Toggle to



Wireshark to examine that packet.[32]

( M Wireshark: 1614 Expert Infos ESEEEET

|Ermr5: 0 |Warning5: 2 (13) | Motes: 810 (1599) |Chats: 1 (2) |Details: 1614 |Packet Comments: 0 |

Group 1 Protocol 1 Summary « Count A N

B Sequence TCP Duplicate ACK (#1) 50
Packet: 10420 1
Packet: 12039 1
Packet: 15700 1
Packet: 15845 1
Packet: 32017 1

Sequence TCP Duplicate ACK (#10) 4

Sequence TCP Duplicate ACK (£100) 2

Sequence TCP Duplicate ACK (#101) 2=

Step 5:
SACK Left Edge (SLE) and SACK Right Edge (SRE) information is listed in the Info column (you

may need to scroll to the right). Alternately you can expand packet 10420 and look for the SLE and
RLE values at the end of the TCP header (in the Options area).

;; You can determine if SACK is in use by look for the
N SLE (SACK Left Edge) and SRE (SACK Right Edge)
indications in the Info column of Duplicate ACKs

- .
ACK] Seq=1 Ack=9164761 Win=32768 Len=0 SLE=9175321 SRE=9177961
Win=46 Len=1320 =

wWin=46 Len=1320

Duplicate ACKs are a sign of either out-of-order packets or packet loss. To differentiate between the
two conditions, we need to look at what happens after the Duplicate ACKs.

Let's begin by looking at the Out-of-Order Expert Infos indication.



Out-of-Order Packets
Display Filter Value

tcp.analysis.out of order



Traffic Analysis Overview

Out-of-order packets may not affect performance if there is very little time between their expected
arrival and their actual arrival. For example, if two packets arrive in reverse order, but the packets
both arrive within 1 ms, it is unlikely this will cause a problem.

If out-of-order packets arrive after quite a delay, or there are many out-of-order packets, there may be
a noticeable degradation in performance. TCP cannot pass received data up to the application until
all the bytes are in the correct order.

Wireshark marks a packet as out of order based on the fact that it (a) contains data, (b) does not
advance the sequence number value, and (c) arrives within 3 ms of the highest sequence number seen.
There may be one or more ACKs seen between the Previous Segment Not Captured point and the Out-
of-Order packet.

g% ‘ MAXSEQ# with nextseq |
; mz SEQ# < MAXSEQ# arrives within 3 ms
=it Out-of-Order



What Causes Out-of-Order Packets?

Out-of-order packets can be caused by a stream using multiple different speed paths to reach the
target (such as traffic traveling through the Internet), poorly configured queuing along a path or even
asymmetric routing configurations.

In the case of queuing along a path, out-of-order packets can be caused when the queuing device does
not forward packets in a first-in/first-out (FIFO) order.

In the image that follows, a queuing device has reordered the packets upon forwarding. Packets 1 and
2 would be marked as Out-of-Order if the packets arrive within 3 ms of each other. No network issue
may be noticed if the total delay would be 6 ms in this case, however.

Queue
PKT1 PKT2 PKT3

<3 ms apart

PKT3: PKT2[: PKT1: PKT1p PKT2p: PKT3@




packet-tcp.c Code and Comments

This section of packet-tcp.c contains detailed notes on what makes a packet an out-of-order packet. It
is defined inside the "Retransmission/Fast Retransmission/Out-of-Order" section.

The code begins with a general description of common characteristics shared by Retransmission, Fast
Retransmission, and Out-of-Order packets:

e Condition 1: Segment contains data or has the SYN or FIN bits set to 1
e Condition 2: Segment does not advance the sequence number

Then the code begins differentiating between the three conditions. Each of the following items
matches condition 1 and 2 above as well.

Fast Retransmission

Conditions 1 and 2 are met

At least 2 Duplicate ACKs in the reverse direction

Sequence Number field matches Acknowledgment Number field value in those Duplicate ACKs
Packet arrives within 20 ms of a Duplicate ACK

Out-of-Order

e Conditions 1 and 2 are met
e Packet arrives within 3 ms[33] of highest sequence number seen

Retransmission
e Matches Condition 1 and Condition 2 only

Confusing? It can be. The illustration that follows should help you differentiate these three types of
Expert Infos indications.



® | MAXSEQ# with nextseq |

o _[ SEQ# < MAXSEQ# arrives within 3 ms

gm; DUt-nf-Urder . A EEEEEEEER
4 ms [ ACK [ACK# = nextseq]

5 ms : +

6 ms [ Dup ACK #1 [ACK# = nextseq] |

7 : :

e | DupACK #2 [ACK# = nextseq] |

9 ms m " 1ms
10 ms . 2 ms
11 ms ' 3 ms
12 ms 4 ms
ﬂ s Packet with nextseq arrives within 20 ms of il
15 ms Duplicate ACKs requesting nextseqg iasts
16 ms Fast Retransmission 8 ms
17 ms O ms
18
e SEQ# < MAXSEQ# not related to b 1 me
20 ms Duplicate ACK nextseq 12 ms
21 ms s 13 ms
ara Retransmission i
23 ms 15 ms
24 ms 16 ms
25 ms 17 ms
26 ms 18 ms
27 ms 19 ms
Zsms EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEENID Zums
20 ms g : =20 ms
30 ms Packet with nextseq arrives >= 20 ms
;; ] of Duplicate ACKs requesting nextseq
13 m: Retransmission
34 ms
35 ms

Determining if a packet is an Out-of-Order, Retransmission or Fast Retransmission is a matter of
sequence number value, time and relationship to Duplicate ACKs (if Duplicate ACKs are present). In
the packet-tcp.c code section that follows, the Out-of-Order designation mentions the sequence
number not incrementing and 3 ms timing.
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RETRANSMISSION/FAST RETRANSMISSION/OUT-OF-ORDER

If the segments contains data (or is a SYN or a FIN) and
if it does not advance scguence number it must be either

of these three.

Only test for this if we lknow what the seq number should be
(tcpd->fwd->nextseq)

Note that a simple KeepRlive is not a retransmission

if( (seglen>l || flags&a(TH SYN|TH FIN))

&&
&&

tcpd->fwd->nextseq
(LT_SEQ(seqg, tcpd->fwd->nextseq)) ) {
guintéd t;

if (tcpd->ta && (tcpd->ta->flags&TCP A KEEF ALIVE) ) {
goto finished checking retransmission type:

/* If there were »=2 duplicate ACKs in the reverse direction

* (there might be duplicate acks missing from the trace)

* and if this sequence number matches those ACKs

* and if the packet occurs within Z0ms of the iast

* duplicate ack

* then this is a fast retransmission

Ly
t={pinfo—>fd—>abs_;s.secs—tcpd—>rev—>lastacktime.secs]*_;ad;JUJJJ:
t=t+{pinfo->fd->abs ts.nsecs)-tcpd->rev->lastacktime.nsecs;
if( tcpd-»rev->dupacknum»=’
&& tcpd->»rev->lastack=s=seqg
&6 T<20000000 ) ¢

if (Ytcpd->ta) {

tcp analyze get acked struct(pinfo-»>fd-»>num, seq, ack, TRUE, tcpd);

}
tcpd->ta->flags |=TCP_ L FAST RETRANSMISSION;
goto finished checking retransmission type;

r /* If the segment came <3ms since the segment with the highest

* seen seguences number and it doesn't look like & retransmission
* then it is an OUT-OF-ORDER segment.

- (3ms is an arbitrary number)

t=t+({pinfo->fd-»abs_ts.nsecs)-tcpd->fwd->nextsegtime.nsecs;
if{ t<3000600
&& tcpd->fuwd->nextseq = seq + ssglen ) |

if (!tcpd->ta) {

tcp analyze get acked struct(pinfo->fd->num, seqg, ack, TRUE, tcpd);

}
tcpd->ta->flags|=TCF A OUT OF ORDER;
goto finished checking retransmission type;

/* Then it has to be a generic retransmission */
if {!tcpd=->ta) {

tcp_analyze get acked struct(pinfo->fd-»num, seq, ack, TRUE, tecpd);

}
tcpd->ta->flags|=TCF_A RETRANSMISSION;

nstime_delta(&tcpd->ta->rto_ts, &pinfo->fd->abs ts, &tcpd->fwd->nextsegtime);

tcpd->ta->rto frame=tcpd->fwd->nextseqframe;




Wireshark Lab 53: Use a Filter to Count Out-of-Order Packets

Step 1:
Open tr-generall0ld.pcapng.

Step 2:

In the display filter area, enter the filter tcp.analysis.out of order. Click Apply. The

Status Bar indicates that Wireshark has detected eight Out-of- Order packets

- s,
~ e CheekeumOXE10d Tbﬁffﬁiﬂ%ﬁf¥ﬁﬁsﬁfxﬂﬁh“\;”“J#“uvfd“

= [SEQ/ACK analysis]
[Bytes in flight: 1222320]
= [TCP Analysis Flags]

# [Timestamps]

4

O ."ff Frame (frame), 1374 b... | Packets: 3?4@- Displayed: & (0.0%5) )Lnad time: 0:06.285

# [This frame is a (suspected) out-of-order segment]
I é

It appears we have a single out-of-order packet, then a group of out-of-order packets in close

proximity, then another single out-of-order packet.

When you see multiple Out-of-Order indications in close proximity, it is likely that a set of packets
have been lost and these Out-of-Order packets are actually Retransmissions that arrived within 3 ms

of the higher sequence number value.

We will examine these different points in the trace file further in this section.

M tr-general101d.pcapng

File Edit View Go Capture Analyze Statistics Telephnnx Tools Internals Help

Filter: ' tcp.analysis.out_of order B Expression... Clear Apply Save
Ma. TCP Delta Source Destination F'ratcncul SEQ# NEXTSEQ-“—‘

12249 000099000 10.9.9.9 10.10.10.10 Tcp 916?401 91 8721
§ This set of Out-of-Order packets may be
the recovery from multiple packets in a
row being dropped along a path

Step 3:
Click the Clear button to remove your filter when you are done.

Wireshark Lab 54: Find Out-of-Order Packets with Expert Infos

Step 1:
Open tr-generall0ld.pcapng.

Step 2:

i BB AedsDTF R QRAaQn | @EM %

ACKZ  Info

1 [TCP out-of-o0-



Click the Expert Infos button on the Status Bar.

Step 3:
Click the Warnings tab. Expand the Out-of-Order segment section. Click on the first entry, Packet
4,206. Click the Close button and toggle back to the main Wireshark window.

P . ™y
Ml Wireshark: 1614 Expert Infos Lo
|Errors: 0 (0) | Warnings: 2 (L3) | Notes: 810 (1599) | Chats:1 (2) | Details: 1614 | Packet Comments: 0 |
Group 1 Protocol 1 Summary 1 Count 1
Sequence TCP Previous segment not captured (commen at capture start) 5
B Sequence TCP Out-Of-Order segment 8
Packet: 4206 1
Packet: 12249 1
Packet: 12251 1
Packet: 12252 1
Packet: 12254 1
Packet: 12256 1
L A
Step 4:

Right-click on any column heading and display your SEQ#, NEXTSEQ# and ACK# columns
(created in an earlier lab). In the image below we have hidden several other columns to fit the
interesting columns in the screenshot.

A tr—generallﬂld.pca% \

The SEQ# did not advance and _ romp—r
the packet arrived within 3 ms of Oled% % O
last packet from this host lear Apply Save  TCPDelay HTTP Delay SMB/SMB2 Delay DNSDelay Bad TCH

MNo. TCP Delta SEQE MEXTSEQ# ACK# Info
4200 0.0000 3694681 3696001 1 ndmps > dberegister
3696001 3697321 1 ndmps > dberegister
1 3697321 dberegister > ndmps
ndmps > dberegister

42054 0.000024000

4206 0. DDDUEIDDU 3698641 3699961 1 [TCP Out-Of-0Order] ndmps > dbereg—
. 3701281 dberegister > ndmps [ACK] Seqg=1 A

3701281 3702601 1 ndmps > dberegister [ACK] Seq= 3?0

The sequence number value of Packet 4,206 is lower than the sequence number in Packet 4,204. In
addition, the out-of-order packet arrived .000085 (85 microseconds) after the previous packet from
10.9.9.9. That is within the 3 ms time value set in the Out-of-Order definition in the TCP dissector.

Next we will look at Wireshark's Retransmissions and Fast Retransmissions detection processes.
You will once again find that an arbitrary number in the Wireshark packet-tcp.c code is used to
differentiate these Expert Infos Notes.



Fast Retransmissions
Display Filter Value

tcp.analysis.fast retransmission



Traffic Analysis Overview

Fast Retransmissions are part of the Fast Recovery process and another sign that packet loss has
occurred. Fast Retransmissions are triggered by receipt of three identical ACKs (the original ACK
and two Duplicate ACKs).

In Qut-of-Order Packets, you learned that Wireshark's detection of Fast Retransmissions,
Retransmissions and Out-of-Order packets are interrelated in the packet-tcp.c code.

The characteristics of Fast Retransmissions are the following:

The segment contains data or has the SYN or FIN bits set to 1.

The segment does not advance the sequence number.

At least 2 Duplicate ACKs were coming from the reverse direction.

The Sequence Number field value matches Acknowledgment Number field value in the
preceding Duplicate ACKs.

The packet arrived within 20 ms of the last Duplicate ACK.

A

bl

There may be times when Fast Retransmissions are listed as simply "Retransmissions". This
happens when a Fast Retransmission arrives 20 ms or longer after a Duplicate ACK. The 20 ms
value is an arbitrary value defined by the developers.



What Causes Fast Retransmissions?

Fast Retransmissions indicate that a host that supports Fast Recovery believes there is packet loss
and has sent at least four identical ACKs (the original ACK and at least three Duplicate ACKSs)
requesting the missing segment.

Ultimately, this is a packet loss problem and packet loss typically occurs at infrastructure devices.
Refer to Previous Segment Not Captured to determine the location of packet loss.

SEQ5000+1460 (data) __

=

SEQ 6460+1460 (data)
prum—
5EQ 7920+1460 (data)
X
5£Q.9380+1460 (data) ___
tured

previous Segme ntNot Cap

—
Duplicate Ack Tl —

Fast
Recovery = —_ [ACK] ACK# 7920

Process

D‘Hpﬁcﬂte ACK #2

= ——IACK] Ack# 7929
Duplicate ack 43

gEQ 7920+1460 (data)
= Fast Retransmiss‘.on




packet-tcp.c Code and Comments

You can clearly see the reference to at least two Duplicate ACKs (dupacknum>=2) in the packet-
tcp.c code. In addition, you can see the reference to the 20 ms limit (<20000000).



1098
1089
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
i
1112
1113
1114
3115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126

Tt

{11}

*®

xf
if(
&&
&&

RETRANSMISSION/FAST RETRANSMISSION/OUT-OF-ORDER

If the segments contains data (or is a SYN or a FIN) and
if it does not advance sequence number it must be either

of these three.

only test for this if we know what the ssag number should be
(tepd—>fwd->nextseq)

Note that a simple KeepRlive is not a retransmission

(seglen>) || flags&(TH SYN|TH FIN))
tcpd->fwd->nextseq

{LT SEQ(seq, tcpd->Iwd->nextseq)) ) {
guinted t;

if (tcpd->ta && (tcpd->ta->flagss&TCP A KEEP ALIVE) ) {
goto finished checking retransmission type;

If there were »>=2 duplicate ACKs in the reverse direction
(there might be duplicate acks missing from the trace)
and if this sequence number matches those ACKs

and if the packet occurs within 20ms of the last

duplicate ack
then this is a fast retransmission

if( tcpd->rev->dupacknum>=:>
&& tcpd->»rev->lastacks=seq
&& t<2000d0000 ) {
if (!tcpd->ta) {
tcp analyze get acked struct(pinfo->fd->num, seq, ack, TRUE, tcpd);
}
tepd->ta->flags|=TCP_A FAST RETRANSMISSION;
goto finished checking retransmission type;

/* If the segment came <3ms since the segment with the highest
¥ seen sequence number and 1t doesn't look like a retransmission
* then i1t is an OUT-OF-CRDER segment.
* (3ms is an arbitrary number)
x/
t=(pinfo->fd->abs ts.secs-tcpd->fwd->nextsegtime.secs)*1000000000;
t=t+(pinfo->fd->abs ts.nsecs)-tcpd->fwd->nextseqtime.nsecs;
if{ t£<30000C
&& tcpd->fwd->nextseq != seqg + seglen ) {
if (ltcpd=>ta) {
tcp_analyze_get_ackedmstruct(pinfo->fd->num1 seq, ack, TRUE, tcpd);
}
tcpd->ta->flags|=TCP A OUT OF ORDER;
goto finished checking retransmission type;

f* Then it has to be a generic retransmission */
if('tcpd->ta) {
tcp analyze get acked struct(pinfo->»fd->num, seq, ack, TRUE, tcpd);
}
tcpd-»>ta->flags|=TCP_A RETRANSMISSION;
nstime delta(&tcpd->ta->rto ts, &pinfo->fd->abs ts, &tcpd->fwd->nextsegtime);
tepd->ta->rto_frame=tcpd->fwd->nextsegirame;




Wireshark Lab 55: Use a Filter to Count Fast Retransmission Packets

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.fast retransmission. Click

Apply.
The Status Bar indicates that Wireshark has detected two Fast Retransmissions in the trace file.

Step 3:
Expand the [SEQ/ACK analysis] section on one of the Fast Retransmissions. This area is colored
cyan by Wireshark. Cyan is the color associated with Expert Infos Notes.

You may also notice that Wireshark has two Expert Infos indications on this one packet. It indicates
that the frame i1s a Fast Retransmission and a Retransmission. After all, a Fast Retransmission is
actually just a flavor of Retransmission.

Step 4:
Click the Clear button to remove your filter when you are done.

T Checketim: 0Xv958 [uaﬁdatn'm?“aﬁ“ﬁ\h\gaf\

= [SEQ/ACK analysis]
[Bytes in flight: 1090320]

= [TCP Analysis Flags]
# [This frame is a (suspected) fast retransmission]
[This frame is a (suspected) retransmission]
# [Timestamps]
# Data (1320 bytES}

e |ﬁ File: "ChUsersiLaural... | Packets: 3?426- Displayed: 2 (0.0%) ).-:uad time: (001,787

Wireshark Lab 56: Find Fast Retransmission Packets with Expert Infos

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:
Click the Notes tab. Expand the Fast Retransmissions section and click on the first entry, Packet
12,035. Click the Close button to return to the main Wireshark window.



M Wireshark: 1614 Expert Infos =HECN X

|Ermr5: 0 (0) | Warnings: 2 (13) | Motes: 810 (1599) |Chats: 1 (2) | Details: 1614 | Packet Comments: 0 |

Group 1 Protocol 1 Summary 1 Count 1 a

Sequence TCP Duplicate ACK (#804) 1

# Sequence TCP Duplicate ACK (#205) 1

# Sequence TCP Duplicate ACK (Z806) 1

[ Sequence TCP Duplicate ACK (#807) 1

Sequence TCP Duplicate ACK (#808) 1

B Sequence TCP Fast retransmission (suspected) 2
Packet: 12248 1

Sequence TCP Retransmission (suspected) 578 T_

%,

Step 4:

Display your SEQ#, NEXTSEQ# and ACK# columns if they are hidden. Notice that we have 808
Duplicate ACKs before the Fast Retransmission—the term Fast Retransmission indicates the packet
is part of the Fast Recovery process only.

r‘ tr-generall0ld.pcapng \ \ AR X
File Edit View Go C Internals  Hel n o ]
Bevpleeyousgomgm| \inemstetidy - | Theterm "Fast" means this
| These packets arrive within Qaaf e¥®sx 8 is related to the Fast
the 20 ms limit defined for b Pression.. Clear Apply Save TCP REGOVEW process Delay Bad TCP
No. Fast Retransmissions SEQ# NEXTSEQ# ACKs Info -

12031 0.\ P029000 10y \p 10252441 10253761 T > dberegister [ACK] Seq=10252441
12033 0.000\698000 10.\ \ 1025376L10255081 1_ ndmps\}> dberegister [ACK] Seq=10253761—

12037 10.99A 9164761 3166081 1 [TCP Fast Retransmission] ndmps > dbe
. 081 10256401 1 ndmps > dberegister [ACK] Seq=10255081
0ALGOR] d st e ) eq=1 Aclag

The Fast Retransmission occurred within 20 ms of the last Duplicate ACK, as we can see in the TCP
Delta column.

o4

Remember to ALWAYS consider time when troubleshooting. It is easy to look at the 808 Duplicate
ACKs and think "Wow-that receiver had to buffer up all the data and not hand it off to the
application until the Fast Retransmission-1 bet that had a huge impact on performance.” If you
look at the time when sequence number 9,164,761 went missing and measure to the Fast
Retransmission, only about 465 ms have passed. The user may not even notice this >—second
delay. If this problem occurs repeatedly, however, the user may start to notice and complain.

Next we will look at Wireshark's detection process for Retransmissions. Keep in mind that both Fast



Retransmissions and Retransmissions are indications of packet loss. Refer back to Previous Segment
Not Captured for instructions for finding the location of packet loss.




Retransmissions
Display Filter Value

tcp.analysis.retransmission



Traffic Analysis Overview
Wireshark defines a packet as a Retransmission if the following conditions are met:

The segment contains data or has the SYN or FIN bits set to 1.

The segment does not advance the sequence number.

The Retransmission is not triggered by Duplicate ACKs.

The segment arrives > 3 ms later than the previous packet with a higher sequence number.

Standard Retransmissions are not triggered by Duplicate ACKs. Standard Retransmissions are
triggered by a Retransmission Time Out (RTO) at the sender. The RTO timer 1s used to ensure data
delivery continues even if the TCP peer stops communicating (with ACKs).

Each TCP host calculates and maintains a RTO timer. This timer value is based on the round trip time
learned through previous data transmissions and related acknowledgments. The RTO value
consistently changes through the conversation.

SEQ 5000+ 1460 (data)

=
5EQ. 6460+1460 (data)
- 60 (data)
XFSEQTBZGﬂﬂ il

5£Q.9380+1460 (data) -
y Previous gsegment Mot Capture (D)

5EQ7910+1¢60 {data‘j i R:I;btimerexpires
ap— Retransmission

-‘IIII




What Causes Retransmissions?

When a TCP host sends a data packet, it begins counting down the RTO. When the RTO timer expires
without receiving an ACK for the data packet, the sender retransmits the unacknowledged data packet.
The sender does not know if the original packet was lost or the acknowledgment was lost. The sender
just knows it did not receive an ACK within the RTO.



packet-tcp.c Code and Comments

The reference to standard Retransmissions 1s short since Condition 1 and Condition 2 were defined
early in the file.



I T T e g R
1065

1066 /* RETRANSMISSION/FAST RETRANSMISSION/OUT-OF-ORDER

1067 * If the segments contains data (or is a SYN or a FIN) and
1068 * if it does not advance sedquence number it must be either
10862 * of these three.

1670 * only test for this if we know what the seqg number should be
1071 * {tcpd->fwd->nextseq)

1672 d

1693 * Note that a simple Keephlive is not a retransmission

1674 */

1075 if( (seglen> || flags&(TH SYN|TH FIN))

1076 && tcpd->fwd->»nextseqg

1077 H && (LT SEQ(seq, tcpd->fwd->nextseq)) )} {

1678 guintéd t;

1679

1380 = if(tcpd->ta && (tcpd->ta->flags&TCP A KEEP ALIVE) } {

1681 goto finished checking retransmission type;

1682 }

1083

1084 H /* If there were >=2 duplicate ACKs in the reverse direction
1085 * (there might be duplicate acks missing from the trace)
10846 * and if this sequence number matches those BRCEs

1087 * and if the packet occurs within 20ms of the last

duplicate ack
then this is a fast retransmissiocn

)
3

%]

~tcpd->rev->lastacktime.secs) ¥ 000000000 ;
ev—->lastacktime.nsecs;

o O =
o Ao
o3 ol

tcpd->ta->
goto finished checkinlm

== Tl] x|

)

If the segment came <3ms since the segment with the hig

* seen sequence number and it doesn't look like a retransmission
* then it is an OUT-OF-ORDER seqment.
* {3ms is an arbitrary number)

et |
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&& tcpd->fwd->nextseg != seqg + seglen ) {
if (ltcpd->ta) {
tcp analyze get acked struct{pinfo->fd-»>num, seg, ack, TRUE, tcpd);

{1

}
tecpd->ta->flags|=TCP A OUT OF ORDER;
goto finished checking retransmission type;

.

}

/* Then it has to be a generic retransmission */ ":)

[T}
L

tcp analyze get acked struct(pinfo->fd-»num, seq, ack, TRUE, tcpd);
}
tcpd->ta->fiags |=TCP A RETRANSMISSION;
nstime delta(atcpd->ta->rto ts, &pinfo->fd->abs ts, &tcpd->fwd->nextsegtime);
tecpd->ta->rto frame=tcpd->fwd->nextsegframe;

T B T o s R S o 1T Y A il Vs (A T Y M = Sy (ST o

o L T L o o ) ot 1T T T Ly A S Sy 1 e 217
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Wireshark Lab 57: Use a Filter to Count Retransmission Packets

Interestingly, a Wireshark filter for Retransmissions (tcp.analysis.retransmission) will
also display Fast Retransmissions. In order to see packets that are only flagged as standard
Retransmissions you must exclude Fast Retransmissions in your filter. We will try both filtering
methods in this lab.

Step 1:
Open tr-generall0ld.pcapng.

Step 2:

In the display filter area, enter the filter tcp.analysis.retransmission. Click Apply. The
Status Bar indicates that Wireshark has detected 580 Retransmissions in the trace file. This includes
the two Fast Retransmissions that we found in the previous section.

\Aﬁjgﬁ2EEEEE?“U§B§§§*f337765¥?bn disabled] FjuNﬂm\xiE%

= [SEQ/ACK analysis]
[Bytes in flight: 1090320]
= [TCP Analysis Flags]
# [This frame is a (suspected) fast retransmission]
[This frame is a (suspected) retransmission]
# [Timestamps]
= Data (1320 bytes)

O E File: "ChUsers\Laurat,., | Packets: 3742 - Displayed: 580 (1.5%)

Step 3:
Expand your filter to the following;

tcp.analysis.retransmission && !tcp.analysis.fast retransmission

Click Apply. You now only see 578 packets that match your filter—you have removed the Fast
Retransmissions from view.

Step 4:
Click the Clear button to remove your filter before continuing.

Wireshark Lab 58: Find Retransmission Packets with Expert Infos and Use a Time Reference
to Compare Expert Infos Designations

In this lab we will examine how Wireshark differentiates between Out-of-Order, Retransmission and
Fast Retransmission Expert Infos designations.

Step 1:
Open tr-generall0ld.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:



Click the Notes tab. Expand the Retransmissions section and click on Packet 12,259. Click the
Close button to return to the main Wireshark window.[34]

r© "
M Wireshark: 1614 Expert Infos E=SREERTS
|Errors: 0 (0) | Warnings: 2 (13) | Notes: 810 (1599) | Chats: 1 (2) | Details: 1614 | Packet Comments: 0 |
Group 4 Protocol 1 Summary 1 Count 1=
Sequence TCP Fast retransmission (suspected) 2
E Sequence TCP Retransmission (suspected) 578
Packet: 12359 1
Packet: 12260 i
Packet: 12262 1
Packet: 12264 1
Packet: 12265 o =
L &
Step 4:

This point in the trace file is very interesting. It contains Duplicate ACKs, Out-of-Order, Fast
Retransmission and Retransmission indications. We will set and use a Time Reference to analyze
why Wireshark used each of these designations.

Display your SEQ#, NEXTSEQ# and ACK# columns if they are hidden. Also make certain your
Time column is displayed. The Time column is the only column affected by Wireshark's Time
Reference feature.

Notice that Packet 12,246 1s a data packet from 10.9.9.9. It appears to have the highest Sequence
Number field value at this point.

Right-click on Packet 12,246 in the Packet List pane, and select Set Time Reference (toggle).

Now review the Expert Infos indications in the trace file. Take the time values into consideration
when determining why Wireshark indicates a packet is an Out-of-Order, Retransmission or Fast
Retransmission.



- " - b
M tr-generzlllld peapng =] @
file Edit Miew Go Capture Analyze Jatistics Telephony Tools [nternals _Hirp

@ 4 =W ERXRET e 9E PKT12246: Highest SEQ# J’“ PKT12248: Fast Retransmission }

Filter from10.9.9.9 within 20 ms of Duplicate ACK

Mo, Time 10 Dl
: PKT12249: Out-of-Order

within 3 ms of highest SEQ# m TCP 10391041 10392361 ndmps > dberegiste
0/ /0098000 10.9.9.9 10.10.10.10 10392361 10393681 1 ndmps > dberegiste

L4

#

SEQ‘

MEXTSECE

Destind Dmtucul

Infa

PKT12259: Retransmission .9.9, 0168721 dberegister > ndmp
did not advance SEQ#; no 10.1 ' TCF ) ' ' TCF f
related Duplicate ACKs;
not within 3Ims

9171361 dberegister nm
1255 ; 4 1010 - . _ o 1?2681 dr‘egister ; ndm

12253

12258 0.002 J4.000512000 10.10.10.10 10.9.9. | 0889441 dberegister > ndmp

12261 0.004 0.000016000 10.10.10.10 10.9.9.9 9892081 dberegister > ndmp

2283 0.00 0000 0.10.10 9 93 egister

The image indicates why each packet 1s marked as Out-of-Order, Retransmission, or Fast
Retransmission. The differentiating factor involves time.

Step 5:
To remove the Time Reference, right-click on Packet 12,246, and select Set Time Reference
(toggle) or select Edit | Unset All Time References.

It is important to understand why Wireshark defines a packet as Out-of-Order, Retransmission, or
Fast Retransmission.

You do not want to spend time troubleshooting Retransmissions or Fast Retransmissions when these
packets are actually Out-of-Order packets that did not arrive within 3 ms of the higher Sequence
Number field value.

Remember, Duplicate ACKs lead to Fast Retransmissions. An expired RTO at the sender leads to
Retransmissions. Each of these is an indication of packet loss which typically occurs at
interconnecting devices. Capturing at different points on the network can help you find the point of
packet loss.

Applications cannot pick up data from the buffer until all sequential bytes have been received. Out-
of-Order problems typically aren't felt by network users unless there is a large gap in time between
the expected arrival time and actual arrival time.




ACKed Unseen Segment
Display Filter Value

tcp.analysis.ack lost segment



Traffic Analysis Overview
This Expert Infos warning indicates that Wireshark sees an ACK, but it did not see the data packet
that 1s being acknowledged.

Just as Wireshark tracks sequence number, next sequence number, and acknowledgment number
values for each host, it also tracks a "Maximum Sequence Number to be ACKed" (maxseqtobeacked)
value. This value changes as data is received.

If an ACK is sent to acknowledge a data packet that has a higher Sequence Number field value than
maxseqtobeacked, Wireshark indicates that is has missed the data packet that is being ACKed.

For example, in the image below we have captured an ACK being sent to acknowledge all sequence
numbers up to 9,380, but we did not see sequence number 7,920 which should have arrived after
sequence number 6460. We know the data packet must have reached the target because it is being
ACKed, but Wireshark did not see that data packet.

e ——T

SEQ 5000+1460 (data)

<£Q 6460+1460 (data) __

Al
' e [ACK] ACK# 9380
d

ACKed Unseep segment

5ED.9380+1*16D (data)
pra—




What Causes ACKed Unseen Segment?

ACKed Unseen Segments can be caused by problems during the capture process. If you are using
switch port spanning, perhaps the switch is oversubscribed and dropping packets that should be
forwarded to Wireshark. It is more likely the switch will drop data packets as they are larger than the
ACK packets.

ACKed Unseen Segments can also be a sign of asymmetric routing, Perhaps data is flowing along one
path on the network while ACKs flow along another path. If Wireshark was capturing on the second
path, we would not see the data—we would only see the ACK packets. This 1s not a good place to
capture traffic because we are only seeing a portion of the data streams.

A

M

[ avoid performing analysis on trace files that contain ACKed Unseen Segments indications. There
will be too many false positives—a new trace that contains the complete picture must be taken.



packet-tcp.c Code and Comments
You can see the reference to maxsegtobeacked in the packet-tcp.c code. You can also see that
Wireshark can only apply this to packets that have the ACK bit set to 1— (flags&(TH ACK))!=0.

B N A Y N N e N A R

1043 H /* BACKED LOST PACKET

1044 * If this segment acks beyond the 'max seq to be acked' in the other direction
1045 * then that means we have missed packets going in the

1046 * other direction

1047 *

1048 * We only check this if we have actually seen some sSeq numbers

I
=]
W
o
*

in the other direction.

5]
ia
3]
T
*
i,

if{ tcpd->rev->maxseqgtobeacked

105 && GT SEQ(ack, tcpd->rev->maxsegtobeacked )
105 = && (flags&(TH ACK))!=0 ) {

105 /*QQ0 tested®/

105 = if('tcpd->ta) {

tcp analyze get acked struct(pinfo->fd->num, seq, ack, TRUE, tcpd):;

=] o N = o N = O

J : }

1058 tcpd->ta->flags|=TCP A ACK LOST PACKET;

= /* update '"max seqg to be acked' in the other direction so we don't get
* this indication again.

£ x f

tcpd->»rev->maxseqtobeacked=tcpd->rev->nextseq;

Wireshark Lab 59: Use a Filter to Count ACKed Unseen Segment Warnings

Just as we have done in the previous labs, we will create a quick filter to view the ACKed Unseen
Segment warnings.

Step 1:
Open tr-badcapture.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.ack lost segment. Click Apply.

The Status Bar indicates that Wireshark detected ACKed Unseen Segment a total of 24 times.



il

S AL

@ Checksum: Oxcl/c [validation disabled]
= [SEQ/ACK analysis]
= [TCP Analysis Flags]
= [This frame ACKs a segment we have not seen]
= [Expert Info (Warn/Sequence): ACKed segment tha

[Message: ACKed segment that wasn't captured
[Severity level: warn]
[Group: Sequence]

# [Timestamps]
O 7| File: "C:\Users\Laura\... | Packets: E(Elispla}red:Ed (27.0%) YLoad time: 0:00.004 ' !

Step 3:
Click the Clear button to remove your filter when you are done.

Wireshark Lab 60: Find ACKed Unseen Segment Indications Using Expert Infos

Again, this is another way to count the ACKed Unseen Segment indications in a trace file.

Step 1:
Open tr-badcapture.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:
Click the Warnings tab and expand the ACKed segment that wasn't captured (common at capture
start) section.

M Wireshark: 45 Expert Infos | (2
| Errcrs: 0 (0) | Warnings: 2 (43] |MNotes: 0 (0) | Chats: 2 (2) | Details: 45 | Packet Comments: 0
Group 1 Protocol 1 Summary 1 Count 1 =
Sequence TCP Previous segment not captured {commeon at capture start) 19
= Sequence TCP ACKed segment that wasn't captured (commeon at capture start)
Packet: 15 1
Packet: 18 b *, 1
Packet: bE This is a very high number of 1
Packet: 26 ACKed Unseen Segments 1
Packet: 31 considering there are only 86 1
Packet: H packets in this trace file 1
Packet: B - = 1 p=
L% A
Step 4:

Click on the first entry, Packet 15 and then click the Close button to return to the main Wireshark
window.



Display your SEQ#, NEXTSEQ# and ACK# columns if you have hidden them. As you look at the
SEQ# column, you will see the value jump although we see no Retransmissions, Duplicate ACKs, or
Fast Retransmissions. No packets have been lost as far as the TCP peers are concerned.

M tr-badcapture.pcapng \ \ =NECE X |
P

File Edit View Go Capture

e @ 4 |

[ o R A r
| QA0 @MB % O The ACK# fields indicate we have

P Apply save TCPDelsy | received all segments up to this
Length  SEQ# NEXTSEQ#  ACK# ] point, but we know there is an

1514 1056 2516 809 indication of packet loss - where
514 2516 3976 809 is SEQ# 54367

514 3976 5436 809 = =
="https [ACK] 5eq=809 .

Filter:

Mo, TCP Delta Source

10 0.017765000 23.62
11 0.000864000 23.62.
12 0.000008000
13 0.000157000 :

: 809 5436

Sﬁé. o 6356 [TtP Acked.ﬁnséeﬁ segmeﬁt] 3
8356 9&16 504 Ignored Unknown Record

15 0.000188000 24.6.17.
16 0.000783000 23.62.27

12736 14196
14196 15656
15656 17116
809

19 0.014931000 23.62.228
20 0.000876000 23.62.228.
21 0.000006000 23.62.228.
22 0.000135000 24.6.173.22

We have the same issue with
these other ACKs

", - =TT

809
809

25 0.000004000 23.62.228.6

%1496 22956 809 ffored Unknown Record |
;956 24416 :i; igﬁﬁrea ﬂnknﬁﬁn.Reﬁéfd

416 25876 &09 Ignored Unknown Record

0 25876 18 pasJACK] Seq=804

s

0.014736000 23.62.228.65
0.000924000 23.62.228.65
0.0001Z4000 24,6,

27
28
29

This trace file is almost unusable. The spanned switch is not sending all the traffic down the port to
which Wireshark is connected. We aren't seeing a complete picture, so we can't make a solid
diagnosis of the situation.

Next we will look at Wireshark's detection process for Keep Alives and Keep Alive ACKs.




Keep Alive and Keep Alive ACK
Display Filter Values

tcp.analysis.keep alive
tcp.analysis.keep alive ack



Traffic Analysis Overview
Keep Alives are used to detect dead connections, detect dead TCP peers, and prevent a connection
from terminating when idle.

Keep Alives (also referred to as TCP Keep Alive Probe packets) are strange packets in the TCP
world. Keep Alives are ACK packets that are either empty or contain 1 byte of data. The interesting
thing 1s that the sequence number value is 1 less than the next expected sequence number. TCP SYN,
FIN and RST packets cannot be marked as Keep Alives.

Since Wireshark tracks the Sequence Number field values in all TCP streams, it can easily detect
Keep Alives.



What Causes Keep Alives?

This process 1s invoked by applications written to use Keep Alives on sockets they establish. There
are three parameters that are usually defined for Keep Alives:

e Keep Alive Time: The amount of time between the last data packet and the first Keep Alive
probe

e Keep Alive Interval: Interval between Keep Alive Probes

e Keep Alive Probes: Number of unacknowledged Keep Alive Probes that should be sent before
considering the connection dead

Standard Keep Alives are not a concern. The /ack of response to Keep Alives is a concern. Keep
Alives/Keep Alive ACKs are listed under the Notes column heading in the Expert Infos window.



packet-tcp.c Code and Comments

You can see the reference to 0 or 1 data byte in the packet (seglen==0 or seglen==1) and the
reference to the Sequence Number field decrementing by 1 (nextseg-1). You'll also notice TCP SYN,
FIN and RST flags must be set to 0 (off) on Keep Alive packets.

*fifmfvmkﬂklxtﬁﬁMdﬂkvfuv_\/UAAvufajmIﬂuimn_hyﬂfﬁﬁqumuuwﬁ““khm“rjkvuudJﬁﬁxvr\\/hﬂ
21
S || /* KEEP ALIVE
23 * a keepalive contains 0 or 1 bytes of data and starts one byte prior
24 * to what should be the next sequence number.
Z5 * SYN/FIN/RST segments are never keepalives
SHA [ */
27 /*Q0Q tested */
if( (seglen==0]|seglen==1

&& seg==(tcpd->fwd->nextseg-1)
&& (flags&(TH SYN|TH FIN|TH RST))==0 ) {
if(!tcpd->ta) {
tcp analyze get acked struct(pinfo->fd->num, seq, ack, TRUE, tcpd);

L RN (R 5

{1

L }
tcpd->ta->flags|=TCP A KEEP ALIVE,;

LY B R ¥ o SR i S i RS RSN v I 5 S i O i R RN o R o S & S

g Lo L e e NN

L0 B R ' T % B

Designation as a Keep Alive ACK is based on seeing a Keep Alive arriving from the TCP peer.
MWMMWJWWW%M

gt e ey
972
9313 H /* KEEP ALIVE ACK
974 * Tt is a keepalive ack if it repeats the previous ACK and if
975 * the last segment in the reverse direction was a keepalive
976 [ L
977 /*Q00 tested*/
878 if({ seglen==l
879 && window
980 && window==tcpd->fwd=->window
981 && seg==tcpd->fwd->nextseqg
982 && ack==stcpd->fwd->lastack
883 && (tcpd->rev->lastsegmentflags&TCP A KEEP ALIVE)
584 F s& (flagssa(TH SYN|TH FIN|TH RST))==0 ) {
985 E if(!tcpd->ta) {
886 tcp analyze get acked struct(pinfo->fd->num, seq, ack, TRUE, tcpd);
987 | }
988 tcpd->ta->flags|=TCP_ & KEEF ALIVE ACK;
885 goto finished fwd;

Wireshark Lab 61: Use a Filter to Count Keep Alive/Keep Alive ACK Packets
Step 1:



Open tr-keepalives.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.keep alive ||
tcp.analysis.keep alive ack. Click Apply.

Only two packets matched your filter.

Fa. Wmu W
Checketim: 0%v958 [uaﬁdatior?“aﬁ“g’afl\:hga{\

= [SEQ/ACK analysis]
[Bytes in flight: 1090320]
= [TCP Analysis Flags]
# [This frame is a (suspected) fast retransmission]
[This frame is a (suspected) retransmission]
# [Timestamps]
= E._‘;l_._1_:_e_3_.__[132[] byES}

[ 1l

O [®7 | File: "C:\Users\Laura\... | Packets: 3?42{ . Displayed: 2 (0.0%) ﬁuad'time: 0:01.787 :

Step 3:
Make sure your TCP Delta column is visible. Notice the TCP Delta before Packet 61. It appears
10.2.122.80 has a 300 second Keep Alive Time value. Packet 62 1s the Keep Alive ACK packet.

i s
M tr-keepalives.pcapng 1

File Edit View Go Capture Analyze Statistics Telephonz Tools  Internals Help
004l I BREXE AEe DT L Qaapn @B ®x%| B

Filter: | tcp.analysis.keep_alive || tcp.analysis.keep_alive ack IEI Expression... Clear Apply Save

Mo, Time TCP Delta Source Destination Info

61 0.000 300.059512000 10.2.122.80 10.1.119.172 [TCP Keep-Alive] tar

The TCP Keep-Alive Time must be set to 300 seconds

Step 4:
Click the Clear button to remove your filter when you are done.

Wireshark Lab 62: Find Keep Alive/Keep Alive ACK Packets with Expert Infos

Step 1:
Open tr-keepalives.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:
Click the Notes tab to identify Keep Alives and Keep Alive ACKs. Expand the Keep Alive and
Keep Alive ACK lines and you should see Packets 61 and 62 listed. This is a quick way to locate



these packets.

i !
! Wireshark: & Expert Infos l = | =) |“I
|Ermr5: ()] |Warning5: 0 (D) | Motes: 2 (2) |Chats: 4 (4) |Detai|s: 7] | Packet Comments: 0
Group 1 Protocol 1 Summary 1 Count 1
B Sequence TCP Keep-Alive 1
Packet: 61 1
E Sequence TCP Keep-Alive ACK 1
Packet: 62 1
L A
Step 4:

Click on the Keep Alive entry (Packet 61) and click the Close button to return to the main Wireshark
window. In Packet 61, the Sequence Number field value has decremented by 1, which feels strange,
but i1s normal behavior for TCP Keep Alives.

Display your SEQ#, NEXTSEQ# and ACK# columns if you have hidden them. We can see the
Sequence Number field value has decreased by 1 from 10,943 to 10,942 in Packet 61.

! tr-keepalives.pcapng

(=T |

Filter:

58 0.0010310.
59 0.0936010.
60 0.0326610
61 300.05910.

63 161.42210.
64 0.0918810.
65 0.0003610.

File Edit View Go Capture Analyze Statistics Telephonz Tools Internals Help

ERXE QAedsDTL QaQb #®Wms% &

Mo. TCP Delta Source
ik

2
il
2

(S

SEQ# decrements b}‘ 1 th SEQ# MEXTSEQ®E ACKE Info =
119. 8 3538 000 10472 TDS5 query[Pc
.122.680  10.1.119.172 TDS T 2 3660 Response[Pack
E1S 2 1.2 022 600 IR 060 10943 64862 > targ
2280 10.1.119.172 1P 60 10942 10943 3660 [TCP Keep-Al-

-119.172 10.2.122.80 7TDS 82 3660 3676 10943 TDS5 query
S L L S I ] 103 10943 10980 3676 Response
7

Pkl D P

= I v Saw ¥
In Ke ep Alive paCkEtS the Expression... Clear Apply Save TCP Delay H

.122.80 TCP 6o 3676 10980 64862 = targ
o 7 . Ak

Remember that Keep Alives and Keep Alive ACKs are usually not indications of problems—they are
typically used to check for dead TCP peers and avoid time out of idle connections.

Sometimes you will see hosts send TCP Keep Alives in place of Window Zero Probes. In the next
lab you will analyze a trace file that depicts this usage.

Wireshark Lab 63: Identify Keep Alive Packets used in Zero Window Conditions

It is not unusual to see a TCP host send a Keep Alive to a peer that is advertising a Zero Window
condition. In that case you will not see Keep Alive ACK responses. We will look at this traffic

pattern in this lab.
Step 1:



Open tr-youtubebad.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar and then click the Notes tab.

Ml Wireshark: 162 Expert Infos Lo
|Ermr5: 0 IWarnings: 2 (50) | Motes: 1 (32) |Chats: 6 (80) |Detai|5: 162 |P‘acket Comments: 0 |
Group 1 Protocol 1 Summary 1 Count 1
K Sequence TCP Keep-Alive ' 32

rd-_l‘(eer.u Alives, but no Keep Alive ACKs? Either_ﬁ
the TCP peer is dead or these are not used to

keep the connection alive - look for Zero
Window conditions under Warnings

L

A

In this case we see Keep Alives, but no Keep Alive ACKs. That doesn't sound like a successful keep

alive process. Either the peer is dead (and not sending Keep Alive ACKSs) or this is not a standard
keep alive process.

Step 3:

Expand the Keep-Alive section and click on the first Keep Alive listed—Packet 2,721. Click the
Close button to return to the main Wireshark window.

M tr-youtubebad.pcapng

File Edit Yiew Go Capture Analyze Statistics Telephonz Tools  Internals Help

OO AN EEXRZ ACEPDT I Q@ @¥m% 8
IZIExprE In this case, Keep Alives are being by HTTP DE

Filter:

Mo, TCP Delta Source Destination Sent tﬂ Ellﬂlt dan ACK frﬂm the TCP

i L3 U UUUUL UL LUD . 117 L2080 1LUL Fd e i e B . - - ror—
2716 0.000004000 208.117.232.102 24.4.7.217 peer in hopes the Window Size |
2717 0.000003000 208.117.232.102 24.4.7.217 has increased non-HF
2718 0.000097000 24.4.7.217 208.117.232.102 TCP

4 56770 > http [ACK] Seq

2721 0.407261000 208.117.232. 7. e b 60 | [TCP Keep-Alive] httr

2725 0.211823000 24.4.7.217 208-1?-232.102 TCP 54
2726 0.020629000 208.117.232.102 24.4.7.217 HTTP
¥ o Cach ) 2 ,... na 237 ry -

[TCP window Update] 5§
1514 Continuation or non-
' gl R o

These Keep Alives are not used to check for a dead peer—we can see the first Keep Alive occurs
just over 400 ms after a packet from the peer. This set of Keep Alives are being used to elicit an

ACK from the peer to determine if the Window Size value has increased (Window Update) and data
can flow again over the connection.



Next we will look at Wireshark's detection process for receiver congestion. During a receiver
congestion process we may see Window Full, Zero Window, Zero Window Probe, Zero Window
Probe ACK and Window Update indications. We may also see Keep Alive indications as we did in
this section.



Zero Window
Display Filter Value

tcp.analysis.zero window



Traffic Analysis Overview

Each side of a TCP conversation advertises its receive buffer space in the Window Size Value field
(tcp.window_size value). This is a 2-byte field that can advertise a maximum value of
65,535 bytes. That is certainly not a sufficient buffer space for today's high-speed links and large file
sizes, however.

When a receiving application cannot pull data out of the receive buffer fast enough, this advertised
Window Size value can drop to zero (or to a size too low to fit a full-sized data segment).

___ACK Ca!cWinSize=584D
m—

1460 Bytes of Dat2__—
i
@ 1460 Bytesof Data__
dre
__ACK CalcWinSize=2 920
—

1460 Bytes ofData

+—
1460 Bytesof Data___
N Window Full

—ACK Ca lcWinSize=g
Zero Window >

When Wireshark detects an advertised Window Size of zero, it marks the packet "Zero Window" and
lists 1t in the Expert Infos Warnings area. TCP packets with the SYN, FIN or RST bits set to 1 are
never marked as Window Zero.



What Causes a Zero Window Condition?
The cause of a Zero Window condition is a full receive buffer. This is caused by an application that
1s not picking up data from the receive buffer fast enough to keep up with the data receipt rate.

Why wouldn't an application be able to keep up with the data transfer rate? It could be that the
application does not have the processing time necessary, the host machine is lacking in memory, or
perhaps the application is just poorly written or intentionally written to generate these Zero Window

packets[35].



Window Size Value Field vs. Calculated Window Size Field

The Window Size Value field indicates the actual Window Size being advertised. When Window
Scaling is in use, Wireshark multiplies the Scaling Factor by the advertised Window Size Value field
to provide the scaled Window Size (Calculated window size field). You are always safe focusing on
the Calculated window size field whether Window Scaling is in use or not.

= Frame 9: 1514 bytes on wire (12112 bits), 1514 bytes captured (12112 bits)™
# Ethernet II, Src: PaceAmer_11l:e2:b9 (ac:5d:10:11:e2:b9), Dst: Hewlett-_a7:
= Internet Protocol Version 4, Src: 101.234.75.20 (101.234.75.20), Dst: 192.1
= Transmission Control Protocol, Src Port: http (80), Dst Port: 9872 (9872),

Source port: http (80)

Destination port: 9872 (9872)

[Stream index: 0]

Sequence number: 2921 (relative sequence number)
[Next sequence number: 4381 (relative sequence number)]
Acknowledgment number: 530 (relative ack number)

Header length: 20 bytes
= Flags: 0x010 (ACK)
Window size value: 1047

[Calculated window size: 8376] ks
[Window size scaling factor: 8] When Wireshark sees Window
= checksum: 0x4229 [validation disabled] Scaling successfully established
[Good Checksum: False] during the TCP handshake, it includes
[Bad Checksum: False] the scaling factor and the Calculated 2
= [SEQ/ACK analysis] Window Size value in the packets
[Bytes in flight: 4380] »
= [Timestamps]

Time, s first frame in this TCP stream: 0.

Window Scaling (RFC 1323, "TCP Extensions for High Performance") is one improvement to TCP.
During the TCP handshake, TCP peers can advertise support for Window Scaling and provide a Shift
Count. This Shift Count is used to determine what the Window Size value should be multiplied by.

Both sides of a TCP connection must support Window Scaling in order for it to be used.[36] Once
Wireshark sees this successful Window Scaling setup in the TCP handshake, it will multiply the
Window Size Value field in all successive packets by the scaling factor.



packet-tcp.c Code and Comments

You can see the reference to window=0 in the packet-tcp.c code. You can also see that Wireshark
will not mark TCP SYN, FIN, and RST packets as Zero Window even if these packets have a
Window Size Value of zero.

Mmﬁﬁ—W“WWWWNMMWNMH

= /* EERQ WINDOW
BBS * a zero window packet has window == 0 but none of the SYN/FIN/RST set
%

Bol /*000 tested®/

goz2 if( window==(
: i && {flaqSE{TH_RSTITH_FINITH_SYN}}== Yy {
= if('tcpd->ta) {

895 tcp analyze get acked struct(pinfo->fd->num, seq, ack, TRUE, tcpd);
36 }

897 tepd->ta->flags|=TCP A ZERO WINDOW;

Wireshark Lab 64: Use a Filter and Column to Count and Analyze Zero Window Packets

Step 1:
Open tr-youtubebad.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.zero_ window. Click Apply. The Status
Bar indicates that Wireshark has detected 41 Zero Window packets in this trace file.

Step 3:
Click on the first packet listed—Packet 2,720.

Step 4:
Expand the TCP header. Right-click on the [Calculated window size: 0] line and select Apply as
Column. This is another great column to display when you are working with TCP-based applications.

Step 5:
Right-click on this new Calculated Window Size column and select Align Center.

Step 6:
Right-click again on your new Calculated Window Size column and select Edit Column Details.
Enter WinSize in the Title area and click OK.



M Wireshark: Edit Column Details SRR

Title: |WinSize

Field type: |Custom |Z|

Field narme: | tep.window_size

Occurrence; |0

o [ one |

o

Let's see how we can use this new column to identify Window Zero conditions in a trace file.

Step 7:
Click Clear to remove your filter.

Step 8:

Click once on the WinSize column heading to sort from low to high.

Step 9:

Click the Go to First Packet button @ | on the Main Toolbar. All the Zero Window packets are on
the top of the Packet List pane.

If the trace file contained TCP FIN or RST packets with a calculated window size of 0 they would
also appear at the top of the sorted packet list. The TCP FIN or RST packets would not be colored by
the Bad TCP or have the [TCP ZeroWindow] designation in the Info column because those packets
are explicitly excluded from the Zero Window expert designation in the TCP dissector.

Wireshark Lab 65: Find Zero Window Packets with Expert Infos

Step 1:
Open tr-youtubebad.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:
Click the Warnings tab. Expand the Zero window section.



(M Wireshark: 162 Expert Infos E=EEAE)

| Errcrs: 0 (0) | Warnings: 2 (50) |Motes: 1 (32) | Chats: 6 (80) | Details: 162 | Packet Comments: 0

Group 1 Protocol 1 Summary 1 Count 1 e

Sequence TCP Window is full 4 I=|

= Sequence TCP Zero window a :l
Packet: 270 1
Packet: 2722 1
Packet: 274 1
Packet: 4023 1
Packet: 4025 1
Packet: 4027 1
Packet: 4029 1=

Step 4:
Click on Packet 2,720 and then click the Close button to return to the main Wireshark window.

Let's examine this Zero Window condition:

e In Packet 2,718, the client is advertising only 1,460 bytes of receive buffer space.

e Packet 2,719 contains 1,460 bytes of data[37]. This will fill the target's receive buffer
completely. Wireshark detects that and marks the packet TCP Window Full.

e In Packet 2,720, 24.4.7.217 advertises a Window Size of zero. Wireshark marks this as a TCP
Zero Window packet.

e The sender, 208.117.232.102, sends TCP Keep Alives to elicit ACKs from the peer in the hope
that the Window Size has increased.

e In Packet 2,725, 24.4.7.217 does advertise a larger Window Size value—243,820 bytes.

Wireshark sees the increase in the Window Size value on this packet and marks it as a TCP
Window Update.

! tr-youtubebad.pcapng

00 dN g BREXE Ae*»0T L B acaan #BM % B

Eile Edit View Go Capture Analyze 3tatistics Telephony Tools Internals Help '
\E

Filter: l_l Expression Clear
No. = Time  Source De{ This packet contains 244717 advertises a receive
2715 0.000 208.117.232.102 2 buffer size of only 1460 bytes |~
2716 000 208.117.232.102 2 b bytes gl ? v i

1514 8364 ontinuation or non-
54 1460" 56770 = http [ACK]

0
2717 0.000 208.117.232.102 24.4.7.217
0

2718 .000 24.4.7.217 208 117 232 1802 TEP

24 .4.7.217 20811 7.232.102 7TCP Y3 , [TCP Zerowindow] 56??

24.4.717 advertises a
Zero Window condition

2 [T I L S TPl O P L J5

24 4T 210
08 11y 232

243820 [TCP Wi ndow Update]



Remember to watch the time. Note how much time passes during a Zero Window condition. If the
condition is cleared up quickly, it is probably not the cause of the performance issue bothering the
user. If it took 30+ seconds to clear up, you probably have discovered at least one of the reasons the
user 1s complaining. See Wireshark Lab 66: Measure the Delay Caused by a Window Full
Condition.

Interestingly, a Zero Window condition is not the network's fault.



Window Full Precedes the Problem

Many people mistakenly believe the Window Full packet indicates a problem on the host that sent the
packet. Actually, Window Full packets are heading towards the host who's buffer is about to be full.

Window Full packets precede the Zero Window condition and travel towards the host that is having
buffer size problems.

Wireshark Lab 66: Measure the Delay Caused by a Window Full Condition

Once you've identified the host that is experiencing a Zero Window condition, consider measuring the
delay caused by this problem. You can estimate the time delay by looking at the Time column or use a
Time Reference to measure the delay more precisely.

Step 1:
Open tr-youtubebad.pcapng.

Step 2:

Click the Go To Packet button ®'. Enter 4022 and click Jump to. We will measure the amount of
delay time caused by a lack of receive buffer space at this point in the trace file.

Step 3:
Right-click on Packet 4,022 and select Set Time Reference (toggle). Wireshark sets the time value
for this packet to 0.000000 and puts *REF* in the Time column.

Look down to the first data packet after the Window Update. This is the point at which data begins
flowing again in this connection. The Time column indicates the total delay time 1s 25.658 seconds.
Yes, this would be noticeable.

tr-youtubebad.pcapn
o ¥ pcapng

File Edit View Go Capture Analyze Statistics Telephunz Tools Internals  Help

COA4AE s BERXES AePDT L QAP @E®W % 8

A

Filter: |E| Expression... Clear Apply Save TCP Delay HTTP Delay SME
Mo “ Time Source Destination Protocol  Length  WinSize Info
40 " 1102 24.4 EE

The time reference packet
is marked *REF*

Data begins flowing again in
Packet 4037 - this problem caused a
25.658 second delay

54 0
HTTP 1514




To remove the Time Reference, right-click on Packet 4,022 and select Set Time Reference
(toggle) again.

Step 5:
Wireshark returns the Time column to the Seconds Since Beginning of Capture setting.

If your Time column had been set to Seconds Since Previous Displayed Packet before using a time
reference, it may not properly restore this setting.

To restore the Time setting to Seconds Since Previous Displayed Packet, you must select View |
Time Display Format and choose some other setting (such as Time of Day) and then select View |
Time Display Format | Seconds Since Previous Displayed Packet.

This is a bug as of Wireshark 1.10.x that may be fixed in later versions.

Next we will more closely at Wireshark's Window Full detection process.



Window Full
Display Filter Value

tcp.analysis.window_ full



Traffic Analysis Overview
Wireshark constantly monitors the advertised Window Size values as well as the amount of data
flowing in each direction.

When Wireshark notices a packet of data that contains exactly the number of data bytes required to fill
the target's available buffer space, Wireshark marks that packet Window Full.



What Causes Window Full?

Window Full is an indication that the target will be out of receive buffer space when the data packet
arrives. The condition may be cleared up immediately if the target sends a Window Update.
Otherwise, the target will send a Zero Window packet.

Remember that the cause of a Zero Window condition is a full receive buffer. This is caused by a
receiving application that is not picking up data from the receive buffer fast enough to keep up with
the data receipt rate.

Again, we do not know why the application is not keeping up with the data transfer rate. We know
this process can cause significant delays and we know that we need to look further at the host that is
advertising the Zero Window condition. Perhaps there are too many applications running on the host.
Perhaps the application is just a lame application. A Zero Window condition can occur for many
reasons.



packet-tcp.c Code and Comments

You can see the reference to a data packet (seglen>0) and a reference to the advertised window
(window). You can also see that Wireshark will not mark TCP SYN, FIN, and RST packets as
Window Full.

T
{

ay nononoLnoLnoLn LN

Lo [ o

RN e e N PW“MMMW

B /* WINDOW FULL
* If we know the window scaling

e RNT

Lo

* and if this segment contains data and goes all the way to the

o
-1 oy LN B f

* edge of the advertised window

* then we mark it as WINDOW FULL

* SYN/RST/FIN packets are never WINDOW FULL
.

L

Lo
(]

961 /*000 tested*/

962 if( seglen>

963 && tcpd->rev->win scalel=-

Ggd && (seg+seglen)==(tcpd->rev->lastack+(tcpd->rev->window<<
265 (tcpd->rev->win scale==-2?0:tcpd->rev->win scale)))
966 L && (flags&(TH SYN|TH FIN|TH RST))==0 } {

967 E if (!tcpd->ta) {

G568 tcp analyze get acked struct (pinfo->fd->mum, seq, ack, TRUE, tcpd):;
969 | }
970 tcpd->ta->flags|=TCP A WINDOW FULL;

Wireshark Lab 67: Use a Filter to Count Window Full Packets

In these Window Full labs, you will analyze traffic sent to a network printer. This printer is a network
printer/fax/copier product (an HP OfficeJet 6500A Plus).

Step 1:
Open tr-winzero-print.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.window_full. Click Apply. The Status
Bar indicates that Wireshark has detected 12 Window Full conditions in the trace file.

Step 3:
Expand the [SEQ/ACK analysis] section in one of the Window Full packets. Notice that this area is
colored yellow by Wireshark. Yellow is the color associated with Expert Infos Warnings.
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window size value: 1536
[Calculated window size: 6144]
[Window size scaling factor: 4]
® Checksum: 0x0f33 [validation disabled]
= [SEQ/ACK analysis]
[Bytes in flight: 17520]
= [TCP Analysis Flags]
= [The transmission window is now completely full]
= [Expert Info (Warn/Sequence): Window is full]
[Message: Window is full]
[Severity level: warn]
[Group: Sequence]
= [Timestamps]
[Time since Tirst frame in this TCP stream: 8.463796000 seconds]
[Time since previous frame in this TCP stream: 0.000083000 seconds]
# Data (1460 bytes)
4 | I

O ®7 | File: "C:\Users\Laura\... | Packets: 8% - Displayed: 12 (1.4%) Joad time: 0:00.037

Step 4:
Click the Clear button to remove your filter when you are done.

Wireshark Lab 68: Find Window Full Packets with Expert Infos

Step 1:
Open tr-winzero-print.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:
Click the Warnings tab. Expand the Window is Full section and click on the first entry, Packet 36.
Click the Close button to return to the main Wireshark window.
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|Errors: 0 (0) | Warnings: 2 (43) |Notes: 2 39) | Chats: 4 (SBj_g;Details: 135 | Packet Cormments: 0 |

|Group ‘ Protocol « Summary i 1 Count 1 «':

E Sequence TCP Window is full 12 |
Packet: 36 1
Packet: 104 1|=
Packet: 173 1
Packet: 250 1
Packet: 37 1
Packet: 386 1
Packet: 453 1
Packet: 520 1k

o |

L A

Packet 36 contains just enough data to completely fill the buffer space of the target (192.168.1.101).
Data does not begin flowing again until Packet 41.

Step 4:

Use the Time Reference process to measure the delay caused by this Zero Window condition (see
Wireshark Lab 66: Measure the Delay Caused by a Window Full Condition for step-by-step
instructions on using the Time Reference feature). You should find the delay was only 542 ms (about
Y second).

If your Time column had previously been set to Seconds Since Previous Displayed Packet, you will
need to select another setting and then return it to Seconds Since Previous Displayed Packet after
using the Time Reference feature. This 1.10.x bug was mentioned in Wireshark Lab 66.

Wireshark Lab 69: Use Bytes in Flight to Watch a '"Stuck" Application

This network printer is located at IP address 192.168.1.101. The network client, 192.168.1.111 is
sending a document to the printer using the double-sided print setting. In this trace file you will be
able to see when the network printer stops pulling data out of its TCP buffer.

This printer (an HP OfficeJet 6500A Plus) stops pulling data from the buffer each time it "waits" for
the ink to dry on one side of the page. This eventually leads to the Window Zero condition.

You will create and use a new column, Bytes in Flight, and watch this column increase as data is sent
to the printer and no ACKs are sent back. "Bytes in Flight" are unacknowledged data bytes.

Step 1:
To add a column to track unacknowledged bytes, the Track Number of Bytes in Flight TCP
preference setting must be enabled.

Click the Preferences button ' #* on the Main Toolbar and expand Protocols. Type TCP to jump to
that preference area and check to make sure Track Number of Bytes in Flight is enabled. Click OK
to save your preference settings.
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Step 2:

-

Show TCP summary in protocel tree:

Validate the TCP checksum if possible:

Allow subdissector to reassemble TCP streams:
Analyze TCP sequence numbers:

Relative sequence numbers:

Scaling factor to use when not available from capture:
Track number of bytes in flight:

Calculate conversation timestamps:

Try heuristic sub-dissectors first:

Ignore TCP Timestamps in summary:

Do not call subdissectors for error packets:

TCP Experimental Options with a Magic Number:

Open tr-winzero-print.pcapng.

Step 3:

B & 8B O &

Mot known |E|
v

=

B O 0O O

Jump to Packet 173. This is the first Window Full packet in the trace file.

Step 4:

Expand the TCP header to view the contents of the [SEQ/ACK analysis] section.

If Track Number of Bytes in Flight is enabled, you will see a Bytes in Flight section in square

brackets. Remember that fields surrounded by square brackets are interpretations by Wireshark—they

are not actual fields in the packet.

Step 5:

Right-click the [Bytes in flight: 17520] line and select Apply as Column.
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® Flags: 0x010 (ACK)
Window size value: 1536
[Calculated window size: 6144]
[Window size scaling factor: 4]
® Checksum: 0x0f33 [validation disabled]
= [SEQ/ACK analysis] If this field is not visible, check
[Bytes in flight: 175201 your TCP Preference settings
= [TCP Analysis Flags]
= [The transmission window is now completely full]
= [Expert Info (Warn/Sequence): Window 1is full]
[Message: Window is full]
[Severity level: warn]
[Group: Sequence]
= [Timestamps]
[Time since first frame in this TCP stream: &_463796000 seconds]
[Time since previous frame in this TCP stream: 0.000083000 seconds]
® Data (1460 bytes)

O ﬂ How many bytes are... | Packets: 854 . Displayed: 854 (100.0%) . Load time: 0:00.082

Step 6:

Display your WinSize (Calculated Window Size) column if it is hidden. If you must recreate the
column, right-click on the Calculated window size field in any TCP header and select Apply as
Column.

Step 7:

Look up in the Packet List pane to the last ACK packet sent from the printer—Packet 161. In this
ACK packet, the printer advertises 17,520 bytes of available buffer space in the Calculated window
size field. Then the printer stops sending ACKs for the incoming data.

The client continues to send data until it reaches 17,520 bytes of data in flight. Wireshark knows we
are at a Window Full condition and marks the packet as such.

This printer takes 25 seconds to "dry the ink" when printing in double-sided mode. During this
"drying time," the printer seems to completely lock up. The page with one side printed is hanging
halfway out of the paper tray. The printer does not acknowledge receipt of data during this time.

Why? Good question. Remember that Wireshark can always show you where the problem is located,
but not why the problem is occurring. Doesn't this printer have enough memory to keep up with the
incoming data?

This printer boasts 64-MB memory standard yet this printer only allocates 17,520 bytes of memory
for this TCP connection receive buffer. The printer advertises a Window Scaling Factor of 1. Maybe
it reserves most of its memory for incoming fax retention in case the paper runs out. We can't tell the
reason for this problem by looking at the packets—we can only detect that the problem exists.
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M tr-winzero-print.pcapng \ \

File Edit View Go Capture A Internalz  Help

cosamg mnd \[@E acan aBm % B

Fiter [+] Bxpression..  cres The printer advertises 17,520  |18/sM82 Delay DNS Deay
Mo. Time Source Length WinSize Bytesin flight h)‘tES of receive buffer space...

159 8.156 192.168.1.11
16[! 8. 351 192 158 1. 1{]

1514 ©144 16060 p=pOT-0dta ACK] Seq=186257
p-pdl-datastr > 39319 [ACK] Seqgq=1 Ack=18

LTCP Window Update] hp-pdl-datastn > 5931.

7363 197,

8 T IE 59319 > hp-pdl-datastr [ACK] Seq=187717 A
8.463 192.168.1.111 59319 - =189177 A
8.463 192.168.1.111 4380 59319 -then stops acknowledging }_;90637
8.463 192.168.1.111 5840 59319| any more data updatingits  {=192097 A
8.463192_168.1.111 7300 59319 Window Size value... =193557
8.463 192.168.1.111 8760 59310

8.463 192.168.1.111 0220 59319 ~196477
8.463 192.168.1.111 1680  59319| —andtheclientkeepssending -, 5500 X
8.463 192.168.1.111 1¢ 214 59319| Printdata untilthe bufferis full | ;94397 ,
8.463 192.168.1.111 ! : 59310 ~pdT-datastr TACKT Seq=200857 2
8 2111 0 [ACK] Seq=202317 Ad

463 192. =19 > hp-pdl-datastr

Once the "ink is dry," the
printer starts picking up data
from the TCP receive buffer
and sends a Window Update

185 34.14(192.168.1.101 192.16
86 34.141192.168.1.111 192.1§

Next we will look at Wireshark's identification process for Zero Window Probe and Zero Window
Probe ACK packets.



Zero Window Probe and Zero Window Probe

ACK
Display Filter Value

tcp.analysis.zero window_ probe
tcp.analysis.zero_window_probe ack

Zero Window Probe packets may be sent by a host to a TCP peer that is advertising a Zero Window
condition in the hope of eliciting a Window Update response. Keep in mind that a host may send a
TCP Keep Alive (decrementing the sequence number by 1) instead of a Zero Window Probe packet.

Wireshark looks for Zero Window Probe packets after Zero Window packets. A Zero Window probe
packet advances the sequence number by 1.

Although Zero Window Probes and Zero Window Probe ACKs are not a problem, they are a
symptom of an issue—a Zero Window issue.



What Causes Zero Window Probes?

These packets follow a Zero Window condition. Essentially you are troubleshooting an application
issue on the host that advertises the Zero Window.

The ultimate cause of a Zero Window issue is a lack of buffer space on a host. When an application
does not keep up with the receipt rate, the receive buffer will become full.



packet-tcp.c Code and Comments

In packet-tcp.c, you can clearly see the reference to 1-byte length (seglen==1), and the Window Size
in the reverse direction (rev) is set at zero (window==0). In addition, there is a reference to the
sequence number being the next expected one (fwd->nextseq).

m, N*WM“FK\NMMMJAWW

870 H /* ZERC WINDOW PROBE
Bl * it i5 a zero window probe if

872 * the sequence number is the next expected one
B73 * the window in the other direction is 0

874 * the segment is exactly 1 byte
2875 B x_..-’

B76 J*000 tested*/

2 if( seglen==

878 && seg==stcpd->fwd->nextseq

879 L && tcpd-»rev-s>window==0 )} {

880 E if ('tcpd=->ta) {

881 tcp_analyze get acked struct(pinfo-»fd-»num, seq, ack, TRUE, tcpd);
BgzZ | }

883 tcpd->ta->flags|=TCP_A ZERO WINDOW PROBE;

37 gote finished fwd;

Wireshark Lab 70: Use a Filter to Count Zero Window Probe and Zero Window Probe ACK
Packets

Step 1:
Open tr-winzero-print.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.zero window probe ||
tcp.analysis.zero window probe ack. Click Apply.

The Status Bar indicates that Wireshark has detected 39 Zero Window Probes and Zero Window
Probe ACKSs in the trace file.
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[Calculated window size: 6144]
[Window size scaling factor: 4]
® Checksum: 0OxeB865 [validation disabled]
= [SEQ/ACK analysis] (

[Bytes in flight: 1]
= [TCP Analysis Flags]
= [This is a TCP zero-window-probe]
= [Expert Info (Note/Sequence): Zero window probe]
[Message: Zero window probe]
[Severity level: Note]
[Group: Sequence]
= [Timestamps]
[Time since first frame in this TCP stream: 0.899945000 seconds]
[Time since previous frame in this TCP stream: 0.322519000 seconds]
® Data (1 byte)

4

I

O E]i File: "ChlUsersiLaurah... | Packets: 85 -.Es.pl.ll.a}rva-u:J:"3é'=L (46“.-“5] Load time: 0:00.089

Step 3:
Click the Clear button to remove your filter when you are done.

Wireshark Lab 71: Find Zero Window Probe and Zero Window Probe ACK Packets with
Expert Infos

Step 1:
Open tr-winzero-print.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:

Click the Notes tab. Expand the Zero Window Probe ACK section. A longer Zero Window
problem will generate a higher number of Zero Window Probe/Zero Window Probe ACKs in close
proximity.
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| Errors: 0 (0) | Warnings: 2 (43) | Motes: 2 (39) | Chats: 4 (53] | Details: 135 | Packet Comments: 0

IGru:uup 1 Protocol 1 Summary 1 Count 1

# Sequence TCP Zero window probe 20 |

= Sequence TCP Zero window probe ACK 19 |
Packet: 39 1 =|
Packet: 107 1
Packet: 109 1

'
Packet: 178 . 1
o - Watch for a large number of Zero Window Probe ;
_r i and Zero Window Probe ACKs in close proximity i
Packet: 184 1
Packet: 320 1k~
Step 4:

Click on the link to Packet 176 and click the Close button.

If you keep your Bytes in Flight column visible, you can see the 1-byte value of the Zero Window
Probe packets in this column.

&
M tr-winzero-print.pcapng

e © 4

VB aaaD o You can see the 1-byte of each Zero Window

Filter: -+ | Expression...  Clear A Probe in your Bytes in Flight column elay Bad TCR
Mo,  Time Source ength WinSize Bytes in flight
171 8.463 514 6144 14600 9 > hp-pdl-datastr [ACK] Seq=200857 Ack=

172 8.463 514 6144 16060 9319 > hp-pdl-datastr [ACK] Seq=202317 Ack=1

176 9.118

Next we will look at Wireshark's detection process for Window Updates. Keep in mind that Window
Updates are the only solution to a Window Zero condition.



Window Update
Display Filter Value

tcp.analysis.window_update



Traffic Analysis Overview

Window Updates indicate that an application at a host has picked data up out of the receive buffer.
When Wireshark sees an ACK packet that has a higher Window Size value than the previous packet
from a host, it marks the packet as a Window Update. If the packet has data in it, however, Wireshark
does not mark that packet as a Window Update.

Window Updates are good! Window Updates are explicitly excluded from Wireshark's Bad TCP
coloringrule (tcp.analysis.flags && 'tcp.analysis.window_update).



What Causes Window Updates?

Window Updates are sent when an application takes data out of the receive buffer. As you will see in
the labs in this section, Window Updates may occur at many points in a TCP communication. When a
Window Zero condition occurs, a Window Update is the only remedy.



packet-tcp.c Code and Comments

You can clearly see the reference to a zero-byte packet (seglen=0) and a new Window Size value
(window!=tcpd->fwd->window). Window Updates do not advance the sequence number
(seq==tcpd->fwd->nextseq) or acknowledgment number (ack==tcpd->fwd->lastack).

Wireshark will never mark TCP SYN, FIN or RST packets as Window Updates, regardless of the
Window Size value.

G386 * I window update is a 0 byte segment with the same SEQ/ACK numbers as

/* WINDOW UPDATE

* the previous seen segment and with a new window wvalue
* /
841 if( seglen==
942 && window
43 && window!=tcpd->fwd=->window
G44 && seg==tcpd->fwd->nextseqg
45 && acks=stcpd=->fwd->lastack
&& (flags&(TH SYN|TH FIN|TH RST))==0 ) {

if ('tcpd->ta) {

tcp analyze get acked struct(pinfo->fd->num, seq, ack, TRUE, tcpd);

e
—] &
11

}
tcpd->ta->flags|=TCP_A WINDOW_UPDATE;

{8 T o Y 0 (R =" = 9

Wireshark Lab 72: Use a Filter to Count Window Update Packets

Step 1:
Open tr-winzero-print.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.window_update. Click Apply. The
Status Bar indicates that Wireshark detected 49 Window Updates.



-

Hedder length: 20 bytes

7 Flags: Ox010 (ACK)
Window size value: 17520
[Calculated window size: 17520]
[Window size scaling factor: 1]
B Checksum: Ox3ba5 [validation disabled]
- [SEQ/ACK analysis]
- [TCP Analysis Flags]
= [This is a tcp window update]
= [Expert Info (Chat/Sequence): Window update]
[Message: Window update]
[Severity level: Chat]
[Group: Sequence]
= [Timestamps]
[Time since first frame in this TCP stream: 8.463224000 seconds]
[Time since previous frame in this TCP stream: 0.101763000 seconds]

4 | I

O 7 File: "CA\Users\Laura\... | Packets: 854(. Displayed: 49 (5.7%) }Load time: 0:00.054

Step 3:

Select Packet 40 and expand the [SEQ/ACK analysis| section of the TCP header. This area is
colored blue by Wireshark because blue is the color associated with Expert Infos Chats (the Expert
Infos section under which Window Updates are listed).

Step 4:
Click the Clear button to remove your filter you are done.

Wireshark Lab 73: Find Window Update Packets with Expert Infos

Step 1:
Open tr-winzero-print.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:
Click the Chats tab to locate Window Updates. Expand the Window updates section and click on
the first entry, Packet 40. Click the Close button to return to the main Wireshark window.
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|Errur5: 0 (0) | Warnings: 2 (43) | Motes: 2 (39) | Chats: 4 (53] |Details: 135 | Packet Comments: 0

Group 1 Protocol 1 Summary 1 Count 1 &
Sequence TCP Connection establish request (5YM): server port hp-pdl-datastr 1 '_
Sequence TCP Connection establish acknowledge (SYMN+ACK): server port hp-pdl-datastr ] ::‘
B Sequence TCP Window update 49 T
Packet: 40 1
Packet: 53 1 -

L A

Packet 40 resolves the Zero Window condition by indicating the printer now has 16,384 bytes of
available buffer space. Based on the Time column value, this Zero Window condition resolved
relatively quickly.

-
! tr-winzero-print.pcapng

File Edit View Go Capture Analyze 5Statistics Telephony Tools Internals Help

©® & 1 B Aes»pTE2IEEF aaan @#BB % 8

Filter: IZI Expression... Clear Apply Save

Mo,  Time Source Destinaticn WinSize Bytes in flight  Info

24 0.084 192.168.1.101 192.168.1.111 17520 hp-pd1-datastr > 5931
25 0.000 192.168.1.111 192.168.1.101 6144 j53§?0 59319 > hp-pdl-datas
26 0.000 192.168.1.111 192.168.1.101 6144 ' ety S T
27 0.000 192.168.1.111 192.168.1.101 6144 | Theavailable receive buffer space |5
28 0.000 192.168.1.111 192.168.1.101 6144 at the printer is 17,520 bytes s
29 0.000 192.168.1.111 192.168.1.101 6144 ast
30 0.000 192.168.1.111 192.168.1.101 6144 8760 59319 > hp-pd1-datastEE
31 0.000 192.168.1.111 192.168.1.101 6144 hstr
32 0.000 192.168.1.111 192.168.1.101 6144 ”’520biﬁf;f;:ap':ﬁe"r°w“e" st
33 0.000 192.168.1.111 192.168.1.101 6144 ast
34 0.000 192.168.1.111 192.168.1.101 6144 600 59319 > hp-pdl-datast
35 0.000 192.168.1.111 192.168.1

.101 6144 18960 59319 > hp-pdl-datast

Thouly Wl [TCP Window Update] hp

-,
' ig]i bt The printer now advertises 16,384

101 _ bytes of buffer space isvalahl

——

You can also locate Expert Infos packets using Wireshark's Find feature. Select Edit | Find
Packet. Enter tcp.analysis.window update. Click Find.



Step 4:

Scroll down to Packet 53. This is another Window Update. Prior to this Window Update, the printer
advertised only 324 bytes of available receive buffer space. That is not enough buffer space to accept
the 1,460 bytes of data the client has queued up. We notice a delay at this time in the trace file as we
wait for a Window Update from the printer.

.
,_‘ tr-winzero-print.pcapng

File Edit View Go Capture Analyze Statistics Telephnnz Tools Internals Help
©® 4 B Aaer»TLEFQaaal $BM%| B
Filter: IZI Expression... Clear Apply Save
Mo,  Time Source Destination WinSize Bytes in flight  Info
192, : 6144 9

35 0.000 AL A92 968 1 101 16060 59319 > hp—pd'l't

20 [TC

[

[TCP window Update]
6144 460 59319 > hp-pdl-datat

giji The printer advertises 16,384 bytes
of available buffer space

6144 b ad
6144 730059319 > hp-pdl-data
6144 8760 59319 > hp-pdl-data
6144 10220 59319 > hp-pdl1-datas
6144 0 hp-pd]-data
6144 | The printer now has only 324 bytes |4

6144 of available buffer space a
6144

324 hp-pd1-da;a;tr > 59
[TcP window Update]

1460 59319 > hp-pdl-datag

The client probably has 1460 bytes of data queued to send--
it must wait for a Window Update indicating the printer has at
least that many bytes of available buffer space

RREPRrPRrRrRRrRRRPRRRERRRERRRERE
SR RrRrRRRRRERRERRRRE

b O O= 000000000000 OsEe

Keep a close watch on low window conditions as well as Zero Window conditions. Wireshark does
not have an Expert warning or note to call your attention to low window conditions, so you need to
catch them yourself.

Next we will look at Wireshark's detection process for Reused Ports. Sometimes Reused Ports are
not a problem. Other times Reused Ports can cause significant delays in communications.



Reused Ports
Display Filter Value

tcp.analysis.reused ports



Traffic Analysis Overview
Wireshark marks SYN packets with the Reused Ports Expert Analysis definition when it detects a
previous SYN packet using the same IP address/port combination in the trace file.

SYN S.PORTIUZE D.PORT 80
—r

gYN/ACK 5. PORT 80 D.PORT 1026
o

ACK S.PORT 1026 D.PORT 80

| SN
|
SYN I
S. PORTID:!B D. PDRTEO
REusedPu”s
T1026
SYN/ACK 5 PORT 80 D.POR 6
B

_ACKS.PORT 1 026 D.PORT 80
—

If the first connection is terminated, reused ports are not a problem. Reused ports become a problem
when the previous connection has not terminated (either through TCP FINs or TCP RSTs).

For example, if a print server uses the same source port number in each connection to a printer, but
does not terminate the previous connection, then reused ports can be a problem.

)

Be careful of splitting trace files that might have a Reused Port indication. Wireshark does not
look across file sets to see if a port has been reused.



What Causes Reused Ports?
Reused ports may be seen if an application defines a static source port number or a very small range
of source port numbers.

Reused ports may also be seen if a host is going through a lot of source port numbers very quickly.



packet-tcp.c Code and Comments

The note in packet-tcp.c indicates how Wireshark evaluates the TCP SYN packets. Wireshark looks
at the source port number, source IP address and the Sequence Number field. If the three match a
previous SYN packet, it is a retransmission. If the sequence number is different, then it is a different
connection request and marked as a Reused Port.

In this case Wireshark is evaluating the true Sequence Number field value, not a relative sequence
number value.

B Iy T T e s P e A W T Y L e SN A W

4206 /* If this is a SYN packet, then check if its seqg-nr is different

4207 * from the base seqg of the retrieved conversation. If this is the

4208 * case, create a new conversation with the same addresses and ports
4209 * and set the TA PORTS REUSED flag. If the seg-nr is the same as

4210 * the base seq, then do nothing so it will be marked as a retrans-
4211 * mission later.

4212 [ */

4213 if(tcpd && ((tcph->th flags&(TH SYN|TH ACK))==TH SYN) &&

4214 (tcpd->fwd->base seqgl=0) &s&

4215 [ (tcph->th seql=tcpd->fwd->base seq) )} {

4216 E if (!(pinfo-»>fd-»>flags.visited)) ({

4217 conv=conversation new(pinfo->fd->num, &pinfo->src, &pinfo->dst,
4218 pinfo->ptype, pinfo->srcport, pinfo->destport, 0);

4219 tcpd=get tcp conversation data(conv,pinfo);

4220 [ }

4221 if (!tcpd->ta)

4222 tcp_analyze get acked struct(pinfo->fd->num, tcph->th seq, tcph->th ack, TRUE, tcpd);
4223 tcpd->ta->flags|=TCP_A REUSED PORTS;

4224 }

s nad o

Wireshark Lab 74: Use a Filter to Count Reused Port Packets

Step 1:
Open tr-reusedports.pcapng.

Step 2:
In the display filter area, enter the filter tcp.analysis.reused ports. Click Apply. The
Status Bar indicates that Wireshark has detected one Reused Port in the trace file.

Step 3:
Expand the [SEQ/ACK analysis] section on the Reused Port packet. Notice that this area is colored
cyan by Wireshark. Cyan is the color associated with Expert Infos Notes.
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No-Operation (NOP)
= Window scale: 2 (multiply by 4)
No-Operation (NOP) é
No-Operation (NOP)
# TCP SACK Permitted Option: True
= [SEQ/ACK analysis]
= [TCP Analysis Flags]
= [A new tcp session is started with the same ports as an earlier se
= [Expert Info (Note/Sequence): TCP Port numbers reused for new ses
[Message: TCP Port numbers reused for new session]
[Severity level: Note]
[Group: Sequence]
B [Timestamps]
[Time since first frame 1in this TCP stream: 0.000000000 seconds]
[Time since previous frame in this TCP stream: 0.000000000 seconds]

m‘mum segment S'i;é":"ﬁﬁ WNMMWNT\\JAM‘B

o~ =
= ﬁ File: "Ch\UsershLaural... | Packets: 31{- Displayed: 1 (0.2 %—]A)_oad tirme: 0:00.017

Step 4:
Click the Clear button to remove your filter when you are done.

Wireshark Lab 75: Find Reused Ports with Expert Infos

Step 1:
Open tr-reusedports.pcapng.

Step 2:
Click the Expert Infos button on the Status Bar.

Step 3:

Click the Notes tab to identify Reused Port packets. Expand the TCP Port numbers reused for new
session section and click on the first entry, Packet 317. Click the Close button to return to the main
Wireshark window

F It
M Wireshark: 54 Expert Infos Elﬂlg

|Ermr5: 0 (0) | Warning=: 2 (16) | Motes: 3 (17) |Chats: 5 (21) |Detai|s: 54 | Packet Comments: 0

Group 1 Protocol 1 Summary 1 Count 1
Sequence TCP Zero window probe 8
Sequence TCP Zero window probe ACK 8
E Sequence TCP TCP Port numbers reused for new session 1

Packet: 317 1

L A

Step 4:
Hide any irrelevant columns (such as WinSize and Bytes in Flight) by clicking on the column




headings and selecting Hide Column.

The Reused Ports packet shown is a SYN packet (which is expected). This packet uses IP address
192.168.1.44 and port 59319.

‘ tr-reusedports.pcapng

Eile Edit View Go Capture Analyze 5Statistics Telephonz Tools  Internals  Help

©® 4 ERX AesTEIEFHFQAQaAN @28 % 8
Filter: IEI Expression... Clear Apply Save TCP Delay HTLH
Mo,  Time Source Drestination Protocol  Length  Info

313 39.678192.168.1.44 192.168.1.101 TCP 1514 59319 > hp-pdl-datastr [ACK]
314 39.678192.168.1.44 192.168.1.101 TCP 1514 59319 > hp-pdl-datastr [ACK]
315 229574192.168.1.101 192.168.1.44 TCP 60 hp-pdl-datastr > 59319 [ACK] §
316 229577192.168.1.101 192.168.1.44 TcP 60  hp-pdl-datastr > 59319 [FIN, }
317 229173192.168.1.44 192.168.1.101 TCP 66 LTCP Port numbers reused] 593
318 229173192.168.1.101 192.168.1.44 TCP bb hp-pdi-datastr > 3Y31Y [RST, £

£

K,

{11

Protocol: TCP (6) -
= Heade el me () » 3 lidation diSah ed]
Pestinacion: 197.106. 1. BC 37, 100.1.10

[Source GeoIP: Unknown]
[Destination GeoIP: UnkBown]
= Leansadasdion Contraol Proiico Poct. 0319 (59319), Dst Port: hp-pdl-datastr

Destination port: hp-pdf-datastr (9100

Sequence number: 0 (relative sequence number)

O S T Filer "\ Users Laural... | Packets: 318 - Displayed: 318 (100.0%5) - Load time: (000,075

Step 5:
The TCP dissector (packet-tcp.c) indicated that the sequence number field is examined to determine
whether the SYN 1s a unique connection request, a retransmission or a reused port.

We want to compare the sequence number in this SYN packet to the sequence number in the previous
SYN packet, but Wireshark applies a relative sequence number to TCP conversations. Wireshark
displays O for the sequence numbers of both SYNs.

Right-click on the TCP header in the Packet Details pane of any packet. Select Protocol
Preferences and toggle Relative sequence numbers off.



M tr-reusedports pcapng & 33 2 J
file Edit View Go GCapture Analyze Statistics TEFEphﬂ'ﬂx Tools [nternals  Help
codams RRXE Aevr2aTF i EE aaaRn @M% 8

Filter: BE:F{HSEBI‘L_. Clear Apply Save

Mo, Time Source Destination Protocol Length  Info
JlL V.UUU 1D L.100.L.5%4 2 ALYL£.100,.L1.4UL ILP 4345 535349 > nNp-pal-Qgatasir |

312 0.000 192.168.1.44 192.168.1.101 TCP 1514 59319 > hp-pdl-datastr
313 0.000 192.168.1.44 192.168.1.101 TCP 1514 59319 > hp-pdl-datastr
314 0.000 192.168.1.44 192.168.1.101 TcP 1514 59319 > hp-pdl-datastr [A
315 229534 192 168 1 101 192 158 1 44 TCP 60 hp pd1 datastr > 59319 ;

'31? '-404"24192 168 1"'44" "153'"1"'101 Tcp ”'rcp'Fart numbers""reused
{318 0.004 192.168.1.101 192.168.1.44 TCP 66  hp-pdl-datastr > 59319 [F

‘: = Frame 317: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on i
= Ethernet II, Src: Micro-St_3c:a9:84 (40:61:86:3c:a9:84), Dst: Hewlett-_b7:
HE Inter ocol Version 4, Src: 192.168.1.44 (192.168.1.44), Dst: 192.

| Trans #Scoantral Deatacal €re~ port: 59319 (59319), Dst Port: hp-pdl-dj
Y, Expand Subtrees
|I| Source iy Expand All
| Destinmal . .. (9100)
| [stream . u
as Column
Sequence PRYstel equence number)
i Header ° Apply as Filter »
[ — Prepare a Filter ¢
| : :r!ﬁgﬁﬁ 15 Colorize with Filter L I
| TNAOW S Eoliow TCP Stream
I [Ca-l cu-[E Follew LIDP Sheam
| = Checksun  Fellowss. Stream 0led]
I
.. [Good Cavy R
| [Bad € gport Selected Packet Bytes...
= jons: i -Operati NOP i s
" Option 8 it ent size, No-Operation (NOP), Window sg
|"| sl Vi i Filter Field Ref
- ilter Fiel erence
Kind:
;gg " Protocol Preferences = 4 ¥ | 3 Transmission Contrel Protocol Preferences...
I'“ - No-Ope 4l D_Etﬂdf As. E ¥ Show TCP summary in protocol tree
= T}"pE <« Disable Protocol... Validate the TCP checksum if possible
. 4 Eeal Resolve Name v Allow subdissector to reassemble TCP streams
|"| 50 01 & L2638 LREIpEnEhng ok TCP suen:nnumhm
1 0020 01 ﬁ-‘ Shesw Packet Reference in New' Wineow =—errer T
gggg - : : Vo g when fiot available from capture L =
f ¥ Track number of bytes in flight
]
O |47 | Transmission Control Protocel ftcp), 32 bytes V' Calculate conversation timestamps
- Try heunstic sub-dissectors first

Ignaore TCP Timestamps in summary
Do not call subdissectors for emmor packets
¥ TCP Expenmiental Options with & Magic Number

Step 6:
Let's look at the sequence number value of SYN packets in this trace file. Enter
tcp. flags==0x0002[38] in the display filter area and click Apply.



Only 2 packets match this filter.

Step 7:
If you want to quickly compare the sequence number values, display your sequence number column
again.

We can see the sequence numbers are different in each of the SYN packets. If the sequence numbers
were the same, Packet 317 would be marked as a Retransmission.

-
‘ tr-reusedports.pcapng

|

Ll ok e e i i Iﬂﬂ'SLTheSEQ#s are different but the source port numbers

o0 d B BEERE AesspTF L are the same indicating we have a reused port

Fitter: | tcp.flags == 00002

|L| Expression... Clear Apply TCP Delay HTTP Delay

Mo, Time Source Destination Protocol  Length  SEQ# [
1 0.000 192.168.1.44 192.168.1.101 TCP 606 1851490611 59319 > hp-pdl-datastr !

Step 8:
Click on a TCP header in the Packet Details pane, select Protocol Preferences, and toggle the
Relative sequence numbers preference setting on.

Step 9:
If you want to hide your sequence number column, right-click on the Sequence number column
heading and select Hide Column.

Next we will look at Wireshark's detection process for Checksum errors—an error indication that has
caused a lot of folks to analyze network problems incorrectly over the past years.



Checksum Errors
Display Filter Value

ip.checksum bad==1 || tcp.checksum bad==1 || or
udp .checksum bad==1



Traffic Analysis Overview

By default, Wireshark does not perform TCP or UDP checksum validation. If you have updated
Wireshark from an earlier version that did perform these Checksum validations, you may have
retained these settings.

You can easily disable Wireshark's Checksum validation processes using the Preference settings.



What Causes Checksum Errors?

Checksum errors can be caused by faulty Network Interface Cards (NICs) or any device that alters the
content of the packets along the path. Most likely, however, incorrect checksums are due to task
offloading on the capturing device.

If you have loaded Wireshark on a machine and you are capturing your own traffic to and from that
machine, you would see Checksum Errors on all outbound traffic if (a) task offloading is enabled on
that host and (b) Wireshark checksum validation processes are enabled.

When task offloading is in use, some protocol functions, such as checksum validation may be passed
to the NIC.

When capturing on a task offloading host, Wireshark may display a packet that looks quite different
from the one that is actually sent on the network.

For example, when you capture on a Windows host that is using task offloading, WinPcap (the
Windows packet capture driver) uses the Netgroup Packet Filter to capture traffic. If this host
supports task offloading, Netgroup is saving a copy of the packets before the checksums have been
calculated.

Application

3
[ TCP/UDP @

Pt \ 4 ’

Netgroup PacketFilter =
(NPF) wvareve Q)
used by WinPcap 4

=
NIC Driver @
o

1 =

-

If you really were experiencing checksum errors on the network, you'd know it. Packets with
checksum errors do not receive responses because they would be discarded at the layer on which the
checksum error occurred.



packet-tcp.c Code and Comments

The checksum error area in packet-tcp.c refers to the fields upon which to perform checksum
validation, and will only run if checksum validation is enabled.

nwmﬁﬂﬂ\MMJﬂMq

4512 if (tcp check checksum) {
4513 /* We haven't turned checksum checking off; checksum it. */
4514
4515 /* S5et up the fields of the pseudo-header. */
516 cksum vec[0].ptr = (guint8 *)pinfo-»src.data;
517 cksum vec[(].len = pinfo-»>src.len;
5186 cksum vec[l].ptr = (guint8 *)pinfo->dst.data;
4515 cksum vec[l].len = pinfo->dst.len;
4520 cksum wvec[2].ptr = (const guint8 *)phdr;
4521 H awitch (pinfo-=src.type) {
4522
4523 case AT TPv4:
4524 rhdr[0] = g htenl ({IP PROTQ TCP<<16) + reported len);
e cksum vec[Z].len =
4526 break;
4527
4528 case AT IPVG:
4525 phdr[0] = g htonl (reported len);
4530 phdr[1] = g htonl(IF PROTO TCP);
4531 cksum vec[2].len = §;
4532 break;
Tl e, |

Wireshark Lab 76: Detect Checksum Errors with Expert Infos

Keep in mind that you can only detect checksum errors if checksum validation is enabled. In this lab
we will enable checksum validation to examine traffic from a host that supports task offload.

Step 1:
Open tr-checksums.pcapng.

Step 2:
First we need to enable checksum validation for IPv4, TCP and UDP. Select the Preferences button

% on the Main Toolbar.

Step 3:
Expand the Protocols section and select IPv4. Toggle on the Validate the IPv4 checksum if
possible preference setting.

Step 4:
Select TCP off the protocol list. Toggle on the Validate the TCP checksum if possible preference
setting.



Step S:
Select UDP off the protocol list. Toggle on the Validate the UDP checksum if possible preference
setting,

Click OK to save these preference settings. The coloring in your Packet List pane will change
dramatically. Every packet from 192.168.1.72 will have a black background and red foreground.

Step 6:
Click the Expert Infos button on the Status Bar.

Step 7:
The Errors tab is open by default. You can see 68 bad [Pv4 checksums, 6 bad UDP checksums and 62
bad TCP checksums.

Expand the TCP Bad Checksum section.

i N
M Wireshark: 163 Expert Infos ESEER
Errors: 3 (136) |Warnings: 0 (0] | Motes: 3 (4) | Chats: 13 (23) | Details: 163 | Packet Comments: 0
Group 1 Protocol 1 Summary 1 Count 1|
Checksum IPwd Bad checksum 68 LA
Checksum UDP Bad checksum b
= Checksum TCP Bad checksum 62
Packet: 5 1
Packet: 7 1
Packet: & 1
Packet: 10 1 =
L% &
Step 8:

Click on the first TCP Bad Checksum entry—Packet 5. Toggle back to the main Wireshark window.

Notice that the Packet List pane now colors each packet from 192.168.1.72 with a black background
and red foreground. Each of those packets has a bad [P and UDP checksum or bad IP and TCP
checksum.



-
M tr-checksums.,pcapng

File Edit View Go Capture Analyze Statistics TePephonI Tools Internals Help
| =0 i} m £ P £ [ wmma | L T d e al i o S
ﬁ = % 4 @ 'C-" @ = o=
We received a DNS response, so the checksums
must have been good when the DNS query was sent

JDe[ay HTTP Delay SME3
No.  Time Source Destination

standard query response 0x6144 A 23.45

1.057 192.168.1.254 192.168.1.72 DNS 262 standard query response Oxc29d CNAME :
1.059 192.168.1.72 90.84.51.104 TCP 66 64881 > http [SYN] Seq=3687826796 win=81"
1.157 90.84.51.104 192.168.1.72 TCP 66 http > 64881 [SYN, ACK] Seq=1501949782

We received a SYN/ACK, so the checksums must

Frame 5- 66 bytes on wire (52'8'- have been good when the SYN was sent
® Ethernet II, Src: Hewlett-_a7:bft: a3 (d¥:85:6d4:a/:bft:a3), Dst

rface 0
: PaceAmer_Jl1:e?:b9 (ac:5d:1

source port: 64881 (64881)
Destination port: http (80) \;“H\EHE
[Stream index: 0]

Sequence number: 3687826796 ‘7 Even if you disable the Bad Checksums coloring rule, Wireshark will |

Header length: 32 bytes R . ; 2o
Flags: 0x002 (SYN) indicate there is a problem using color inside the headers

wWindow size value: 8197
[Calculated window size:

8192]

M
® Options:

(12 bytes No-Operation LNOP), Window scale,

Looking closely at the trace file, you can see that the packets from 192.168.1.72 must have been good
when the packets arrived at the target because the target acknowledged receipt of the packets,
processed the packets, and replied to the requests in those packets.

That host, 192.168.1.72, is configured to use task offloading, as shown in the image below.



'8 ™y
Realtek PCle FE Family Controller Properties [—Zhj

General | Advanced |Abuut I Diriver | Details | Power I"-"Ianagement!

The following properties are available for this network adapter. Click
the property you want to change on the left, and then select its value
on the right.

Property: Walue:

|Pv4 Checksum Offload - [F.:,L & Tx Enabled v]
Large Send Offload v ([Pvd )™
Large Send Offload v2 (IPvE)
Metwor Address

NS Offioad
Priority & VLAN Enabled

Receive Buffers \\—‘
Receive Side Scaling
Shutdown Wake-On-Lan ﬂﬂM

m

TCP Checlesum Cffload (1Pv4) B
TCFP Checksum Offload (IPvE)
Transmit Buffers

UDP Checlksum Offload (IPv4) 5

Speed & Duplex
Enabled

oK || Canesl

L -

Step 9:
We will use the right-click method to disable Ethernet, IP, UDP and TCP checksum validation before
closing this trace file.

In the Packet Details area of Packet 3, right-click on the Ethernet Il header, select Protocol
Preferences and toggle off Validate the Ethernet checksum if possible.

In the Packet Details area of Packet 3, right-click on the IP header, select Protocol Preferences and
toggle off Validate the 1Pv4 checksum if possible.

In that same packet (Packet 3), right-click on the UDP header, select Protocol Preferences and
toggle off Validate the UDP checksum if possible.

In the Packet Details area of Packet 7, right-click on the TCP header, select Protocol Preferences
and toggle off Validate the TCP checksum if possible.

In this chapter we have covered a LOT of material. Knowing how to efficiently use and analyze
Expert Infos is essential in troubleshooting.



Chapter 7: Identify Application Errors

Application errors are easy to catch as long as Wireshark has a dissector for the application.
Application dissectors know the structure of the application traffic as well as the commands and
responses used by the application.

In this chapter, you will quickly detect DNS, HTTP, SMB and SIP error responses. Expand your
error detection capabilities to other applications using these same techniques.



Chapter 7 Notes

You can quickly detect application
ervor responses when you know the
ervor response syntax and field name.

Ereata a set of filter expression.
ons t at you can quickly click on

lication response ervors

such as TTP, DNS, SMB/SMB2 and
[P errors).

- Keep adding to this basic set of

dv Ircatmm ervor buttons astg
termine how your applicatio
ndicate an e.rror has occurred




Detect DNS Errors
Display Filter Value

dns.flags.rcode > 0



Traffic Analysis Overview

DNS is a request/response-based application. A host sends a request for name resolution, and we
want to see a successful response arrive within a reasonable amount of time. Unlike most other
applications that run on the network, DNS can run over UDP (common for basic name resolution
queries) or TCP (used for zone transfers).

Although Wireshark does not have a coloring rule or Expert Infos item to highlight DNS errors,
Wireshark's DNS dissector (packet-dns.c) recognizes most DNS errors, as shown in the following
list.

Reply Code 0: NoError (No Error)

Reply Code 1: FormErr (Format Error)

Reply Code 2: ServFail (Server Failure)

Reply Code 3: NXDomain (Non-Existent Domain)

Reply Code 4: Notlmp (Not Implemented)

Reply Code 5: Refused (Query Refused)

Reply Code 6: YXDomain (Name Exists when it should not)
Reply Code 7: YXRRSet (RR Set Exists when it should not)
Reply Code 8: NXRRSet (RR Set that should exist does not)
Reply Code 9: NotAuth (Server Not Authoritative for zone (RFC 2136))
Reply Code 9: NotAuth (Not Authorized (RFC 2845))

Reply Code 10: NotZone (Name not contained in zone)

Reply Code 16: BADVERS (Bad OPT Version (RFC 6891))
Reply Code 16: BADSIG (TSIG Signature Failure (RFC 2845))
Reply Code 17: BADKEY (Key not recognized)

Reply Code 18: BADTIME (Signature out of time window)
Reply Code 19: BADMODE (Bad TKEY Mode)

Reply Code 20: BADNAME (Duplicate key name)

Reply Code 21: BADALG (Algorithm not supported)

In this section we will focus on the most common DNS errors seen: a server failure (Reply Code 2)
and a name error, listed as Non-Existent Domain, (Reply Code 3).

Server failures indicate that the responding DNS server could not obtain information from another
DNS server. There is a problem upstream from the responding server. Name errors indicate the name
could not be resolved. The name resolution process itself worked properly, but no DNS servers
could provide the information requested.

Wireshark Lab 77: Create and Use a "DNS Errors" Filter Expression Button

After this lab you will be able to click this one button to quickly identify DNS errors in your trace
files. Although you could type the display filter value to create your filter expression button, in this
lab we will use the right-click method to create the filter expression button.

Step 1:
Open tr-dnserrors.pcapng.

Step 2:



Click on Packet 5. This is the first DNS response in this trace file. The Info column indicates this is a
Server Failure reply.

Step 3:
Right-click on the Domain Name System (response) line and select Expand Subtrees. The DNS
Reply Code field is inside the Flags section in this DNS response.

&3]

Frame 5: 72 bytes on wire (576 bits), 72 bytes captured (576 bits) on interfaceg
Ethernet II, Src: D-Link_cc:a3d:ea (00:13:46:cc:a3:ea), Dst: Elitegro_40:74:d2 (0Oy
Internet Protocol version 4, Src: 192.168.0.1 (192.168.0.1), Dst: 192.1668.0.113
User Datagram Protocol, Src Port: domain (53), Dst Port: 52502 (52502)
Domain Name System (response)
[Request In: 4]
[Time: 1.095858000 seconds]
Transaction ID: 0Oxa3/0
= Flags: O0x8182 standard query response, Server failure
] [T e Response: Message 15 a response
L0000 B, .. Opcode: Standard query (0)
Authoritative: Server is not an authority for domain
Truncated: Message is not truncated
Recursion desired: Do query recursively
Recursion available: Server can do recursive queries
Z: reserved (0D
Answer authenticated: Answer/authority portion was not
Mon-authenticated data: Unacceptable
Reply code: Server failure (2)

0OEBHMH

Questions: 1
Answer RRs: 0

Authority RRs: 0
Additional RRs: 0
= Queries

Step 4:
In the Packet Details pane, right-click on the Reply code field and select Prepare a Filter | Selected.

This filter would detect only Server Failures. We want our button to display any DNS errors. These
DNS error packets have values larger than 0 in the dns . flags . rcode field.

M tr-dnserrors.pcapng

File Edit View Go Capture Analyze Statistics Telephonz Tools In
© @ 4 i BRI AeesaT L

Filter: dns.flags.rcode ==

Ma, Time Source Destination Protoco

Ik 0.000 192.168.0.113 192.168.0.1 DNS
DNZ

Step 5:
Edit the display filter to read dns . flags.rcode > 0[39] and click the Save button. Enter DNS
Errors as your button label and click OK.



M Wireshark: Save Filter =NR=N X

Save Filter as...

dns.flags.rcode = 0 DMS Errors
Co )]
Step 6:
Click your new DNS Errors button to locate the eight DNS error responses in this trace file.
Step 7:

To quickly determine what name(s) generated these responses, expand the Queries section in the

Packet Details pane of any of these responses. Right-click on the Name field and choose Apply as
Column.

= Frame 5: 72 bytes on wire (576 bits), 72 bytes captured (576 bi
= Ethernet II, Src: D-Link_cc:a3:ea (00:13:46:cc:a3:ea), Dst: EIli
= Internet Protocol Version 4, Src: 192.168.0.1 (192.168.0.1), Ds
= User Datagram Protocol, Src Port: domain (53), Dst Port: 52502
= Domain Name System (response)
[Request In: 4]
[Time: 1.095858000 seconds]
Transaction ID: Oxa570
= Flags: Ox8182 standard query response, Server failure
Questions: 1
Answer RRs: O
Authority RRs: 0
Additional RRs: O
= Queries
= www.nmap.org: type A, class IN
Name: www.nmap.org

Type: A (Host address Add the query name field as a column
class: IN (0x0001) for faster DNS troubleshooting

M tr-dnserrors.pcapng \\

Eile Edit ¥iew Go (3

@ 4dm s B G)‘l Unresolved names || &

Filter: dns.flags.rcode = 0 ; Clear ;V Save TCP Delay HTTP Delay SMB/SMEBZ Delay DMS Delay Bad TCP
MNo. Time Source -

Info

Standard query response 0xa370 Server failure

5.095 6. Ww. NMap . org Standard query response Oxa3/0 Server failure

f 6.047 192.168. .hmap.org Standard query response Oxa3/0 Server failure
8 6.047 68.87.78 .hmap.org Standard query response Oxa3>/0 Server failure

L 49.026192.168.0

49.02666.6/7./6.

50.001192,.168.0.
[] " R

.insecure.org Standard query response 0Ox654da Server failure
insecure.org Standard query response Oxb534a Server failure
insecure.org Standard response Oxb6534a Server failure

= o 3 e [ i Sl /5 1 =

==X -0 (] &l =




In this case, it appears as if a server upstream from our local server is not responding to recursive
DNS queries. The client can't get to www.nmap.org or www.insecure.org because of upstream DNS
server problems.

Step 8:
Click the Clear button to remove your filter. Right-click on the Name column and select Hide
Column.



Detect HTTP Errors
Display Filter Value

http.response.code >= 400 or
http.response.code > 399



Traffic Analysis Overview

HTTP is a request/response-based application. An HTTP client sends a request for something and,
since HTTP runs over TCP, we hope to see an ACK to our request packet within a reasonable amount
of time and then a successful response (also within a reasonable amount of time).

Alternatively we may see the HTTP response piggybacked onto the ACK packet.

HTTP Response Codes[40] are separated into five groups. Each group of HTTP Response Codes
begins with a different number.

1xx: Informational—Request received, continuing process

2xx: Success—The action was successfully received, understood, and accepted
3xx: Redirection—Further action must be taken in order to complete the request
4xx: Client Error—The request contains bad syntax or cannot be fulfilled

5xx: Server Error—The server failed to fulfill an apparently valid request

In this section we are interested in any HTTP Response Codes that begin with 4xx (Client Errors) or
5xx (Server Errors).

Although Wireshark does not have a coloring rule or Expert Infos entry for HTTP errors, Wireshark's
HTTP dissector (packet-http.c) recognizes the current list of HTTP 4xx and 5xx errors. Open and
examine packet-http.c to view the list of detected HTTP Response Codes.
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301 /* ——— HTTP Status Codes */

302 /* Note: The reference for uncommented entries is RFC 2616 */
303 FClstatic const value string vals status code[] = {

304 { 100, "Continus™ };

305 { 101, "Switching Protocols™ },

306 { 102, "Processing"™ }, /* RFC 2518 */
307 { 199, "Informational - Others" },

308

309 { 200, "OK"},

310 { 201, "Created"},

311 { 202, "Accepted"},

312 { 203, "Non-authoritative Information"},

313 { 204, "No Content"},

314 { 205, "Reset Content"},

315 { 206, "Partial Content™},

316 { 207, "Multi-Status"}, /* RFC 4918 */
B { 226, "IM Used"}, /* RFC 3229 */
318 { 299, "Success - Others"},

319

320 { 300, "™ultiple Choices"},

321 { 301, "Moved Permanently™},

322 { 302, "Found"},

323 { 303, "S5ee 0ther"],

324 { 304, "Not Modified"},

325 205, "Use: Proxy"l.

326 { 307, "Temporary Redirect"},

3277 { 399, "Redirection - Others"},

328

329 { 400, "Bad Request"},

330 { 401, "Unauthorized"},

331 {

Wireshark Lab 78: Create and Use an "HTTP Errors' Filter Expression Button

After this lab you will be able to click this one button to quickly identify HTTP errors in your trace
files. In this lab you will simply type the display filter value to create your filter expression button.

Step 1:
Open tr-chappellu.pcapng.

Step 2:
Type http.response.code >= 400 in the display filter area and click the Save button. Name
your button HTTP Errors and click OK.



M Wireshark: Save Filter E@ﬂ

Save Filter as...

http.response.code == 400 ||HTTP Errors

Lo [ e |

L% A

Step 3:
Click your new HTTP Errors button to locate the two HTTP error responses in this trace file. Both
errors are 404 Not Found errors.

-
‘ tr-chappellu.pcapng \ \

File Edit Yiew Go Capture A
0@ 48 g BB

Filter: @&ﬁ.response.codé >= 400

" L s

Apply Save TCP Delay HTTP Delay SMB/SMBZ2 Delay DMNSDelay Bad TCP DNS Erri

.1 404 Not Found [Unreassembled Packet]
.1 404 Not Found [Unreassembled Packet]

Mo. Time Source

61 8.700 141.101.125
104 10.617 141.101.125.

o

If different packet numbers appear after applying your filter, check to ensure your TCP Allow
subdissector to reassemble TCP streams preference setting is disabled (see Wireshark Lab 11:
Change the TCP Dissector Reassembly Setting to Properly Measure HTTP Response Times).

Step 4:

If you want to know what item could not be found, right-click on Packet 61 and select Follow TCP
Stream. Wireshark applies a filter based on the Stream Index number and opens a window that
depicts the conversation without headers.

The Follow Stream capability offers a quick way to view what hosts send to each other without
having to move from one packet to the next or scroll through a trace file.

It looks like the file reader 2 728x90.png can't be found on the server.



‘ tr-chappellu.pcapng

£2]

Eile Edit View Go Capture Analyze Statistics Telephony Tools Internals Help

@@ a®m & BERE SN FollowTCP Stream applies a filter WHMmxlE

|

{

Accept: image/png,image/*;q=0.8,%/%;q=0.5 e
Accept-Language: en-US,en;qg=0.5 This image file cannot be

Accept-Encoding: gzip, deflate found on the server
Connection: keep-alive
Referer: http:,"/mw.r.pd'Fdown'Ioad.orgfpd'Fthm'I/toE.php

Cookie: __cfduid=dc5addb72352aff81134d2a6cd82460611351116340

HTTP/1.1 404 Not Found
server: cloudflare-nginx

Step 5:
Click Clear to remove your filter before continuing.

o4

\|| Date: Wed, 24 Oct 2012 22:13:27 GMT
L | Content-TyEei tei;ihti“" c?;;etwtf-& o .

Filter:  tcp.stream eq 5 based on the Stream Index number Apply Save TCP Delay HTTP Delay SMB/SM
Mo.  Time Delta Delta Displayed Source Destination Protocol  Info
51 8.655 0.000156000 0.000156000 24.6.173.220 141.101.125.1TCcP 35627 > http
52 8.675 0.020736000 .020736000 141.101.125.19324.6.173.220 TCP http > 35627
54 8.676 0.000136000 0.000136000 24.6.173.220 141.101.125.1TcP 35627 > http
56 8.676 0.000403000 0.000403000 24.6.173.220 141.101.125.1HTTP GET /legacy/g
60 8.695 0.017668000 0.017668000 141.101.125.19324.6.173.220 TCP http > 35627
61 8.700 0.005374000 0.005374000 141.101.125.19324.6.173.220 HTTP HTTP/1l.1 404
62 [ Follow TCP Stream NI = © RS SRR RS DRIIR B 0 oo ke PPNt nuation
b _—J Stream Content ; -
2 E,: GET /legacy/graphics/promo/reader_2_728x90.png HTTP/1.1 - b_slé)_agn(-ldg-'_:gr
' Host: www.nitropdf.com |E_ e 3
#IN user-Agent: Mozilla/5.0 (windows NT 6.1; wowe4{\16.0) . : 24.6.173.2
= TH|| Gecko/20100101 Firefox/16.0 27), seq: 1

If you ever want to know the syntax to use in a display filter, expand the Packet Details pane and
click on the field of interest. The first column in the Status Bar shows the name and description of

the field.

Using the filter http.response.code >= 400 (or http.response.code > 399, which
is equivalent) makes catching HTTP errors easy. Next we look at the simple process of detecting
SMB and SMB?2 errors. We will make a filter expression button for these errors as well.



Detect SMB/SMB2 Errors

Display Filter Value
smb.nt_status > 0 || smb2.nt status > 0



Traffic Analysis Overview

Server Message Block (SMB) and Server Message Block Version 2 (SMB2) are request/response
applications. The client sends a request for a file or service and since SMB and SMB2 run over TCP,
we hope to see an ACK to our request packet within a reasonable amount of time and then a
successful response (also within a reasonable amount of time).

Although Wireshark does not have a coloring rule or Expert Infos entry for SMB/SMB2 errors,
Wireshark's SMB and SMB2 dissectors (packet-smb.c and packet-smb2.c) recognize the current list
of SMB and SMB2 errors.

A response code (NT Status code) of 0 indicates the request was successful. Anything else and you
have a problem. Only a partial list of SMB errors follows as there are too many SMB/SMB?2 errors
to list them all. The full list can be obtained from Microsoft's Open Specification document entitled "
[MS-CIFS] Common Internet File System (CIFS) Protocol" (Section 2.2.2.4 SMB Error Classes and
Codes).

Error Code: ERRbadfunc 0x0001 (invalid function)

¢ STATUS NOT IMPLEMENTED 0xC0000002
e STATUS INVALID DEVICE REQUEST 0xC0000010
e STATUS ILLEGAL FUNCTION 0xCO0000AF

Error Code: ERRbadfile 0x0002 (file not found)

e STATUS NO SUCH FILE 0xCO00000F
e STATUS NO SUCH DEVICE 0xC000000E
e STATUS OBJECT NAME NOT FOUND 0xC0000034

Error Code: ERRbadpath 0x0003 (component in the path prefix is not a directory)

STATUS OBJECT PATH_INVALID 0xC0000039
STATUS_OBJECT PATH NOT FOUND 0xC000003A
STATUS_OBJECT PATH SYNTAX BAD 0xC000003B
STATUS DFS_EXIT PATH _FOUND 0xC000009B
STATUS REDIRECTOR NOT STARTED 0xCO0000FB

Error Code: ERRnofids 0x0004 (too many open files-no FIDs are available)
e STATUS TOO MANY OPENED FILES 0xC000011F
Error Code: ERRnoaccess 0x0005 (access denied)

STATUS_ACCESS_DENIED 0xC0000022

STATUS INVALID LOCK SEQUENCE 0xC000001E
STATUS INVALID VIEW SIZE 0xC000001F

STATUS ALREADY COMMITTED 0xC0000021
STATUS_PORT CONNECTION REFUSED 0xC0000041



STATUS THREAD IS TERMINATING 0xC000004B
STATUS DELETE PENDING 0xC0000056

STATUS PRIVILEGE NOT HELD 0xC0000061
STATUS_LOGON_FAILURE 0xC000006D

STATUS FILE IS_A DIRECTORY 0xCO0000BA
STATUS_FILE_RENAMED 0xC00000D5
STATUS_PROCESS_IS TERMINATING 0xC000010A
STATUS DIRECTORY NOT EMPTY 0xC0000101
STATUS CANNOT DELETE 0xC0000121
STATUS FILE DELETED 0xC0000123

Error Code: ERRbadfid 0x0006 (invalid FID)

STATUS_SMB BAD FID 0x00060001
STATUS_INVALID HANDLE 0xC0000008
STATUS_OBJECT TYPE_MISMATCH 0xC0000024
STATUS_PORT DISCONNECTED 0xC0000037
STATUS_INVALID PORT HANDLE 0xC0000042
STATUS_FILE_CLOSED 0xC0000128
STATUS_HANDLE NOT CLOSABLE 0xC0000235

In this section, we begin by creating a simple SMB/SMB2 Errors filter expression button so we can
find these errors more quickly.

Wireshark Lab 79: Create and Use an '""SMB/SMB2 Errors" Filter Expression Button

After this lab you will be able to click this one button to quickly identify SMB and SMB2 errors in
your trace files.

Step 1:
Open tr-smbjoindomain.pcapng.

Step 2:
Click on Packet 15. This is the first SMB response in this trace file. The Info column indicates this is
a Negotiate Protocol response.

Step 3:
Right-click on the SMB (Server Message Block Protocol) line in the Packet Details pane and select
Expand Subtrees. The response code (NT Status) field is directly after the SMB Command field.



-
M tr-smbjcindomain.pcapng

Eile Edit View Go Capture Analyze Statistics Telephonz Tools Internals  Help

Filter: EI Expression.., Clear Apply Save TCP Delay HTTP Dela

® Frame 15: 251 bytes on wire (2008 bits), 251 bytes captured (2008 bits) on interface 0
® Ethernet II, Src: AsustekC_8a:0e:3b (00:1f:cb:8a:0e:3b), Dst: DellEsgP_be:9d:fd (00:1
® Internet Protocol Version 4, Src: 192.168.0.99 (192.168.0.99), Dst: 192.168.0.88 (192.
® Transmission Control Protocol, Src Port: microsoft-ds (445), Dst Port: sgi-storman (1
# NetBIOS Session Service
= SMB (Server Message Block Protocol)
= SMB Header
Server Component: SMB
Response to: 14
[Time from request: 0.000465000 seconds]
SMB Command: Negotiate Protocol (0x72)
NT Status: STATUS_SUCCESS (0x00000000)
= Flags: 0x98
1... .... = Request/Response: Message is a response to the client/redirector
Motify: Notify client only on open
Oplocks: OpLock not requested/granted
S Canonicalized Pathnames: Pathnames are canonicalized
l1... = Case Se
_0. = Receive When you click on a field, Wireshark displays the posted
«ev- «..0 = Lock ang field name (used for display filters) in the Status Bar |orted
= Flags2: 0xc853 —_— -
4 | el [Tl
@ 7| NT Status code (smb.nt_status), 4 bytes — ' Packets: 371 - Displayed: 371 (100.0%) - Load time: 0:00.122

i
. =
=
o

Step 4:
Enter smb.nt_status > 0 || smb2.nt _status > 0 inthe display filter area and click
Save. Name your new filter expression button SMB/SMB2 Errors.

s e
! Wireshark: Save Filter EIEM

Save Filter as...

smb.nt_status > 0 || smb2.nt_| | SME/SMB2 Errors

| ok || Concel |

L ",

Step 5:
Click your new SMB/SMB2 Errors button to locate the two SMB error responses in this trace file.

-
‘ tr-smbjoindomain.pcapng

{ Delay HTTP Delay SMB/SMBZ Delay DNS Delay Bad TCP DMSError  HTTP Errofl

NTLMSSP_CHALLENGE , Error: STATUS_MORE_PROCESSTING_REQUIRED
Error: STATUS_LOGON_FATLURE

23 0.632 192.168.0.99 192.164

One error 1s an NTLMSSP_Challenge error indicating that more processing is required. The other is
a Logon Failure.




At this point, we need to do some research into the configuration of the client and server and those
two NT Status responses.

Step 6:
Click the Clear button to remove your filter when you are done.

We create filter expression buttons to quickly locate problems in a trace file that may contain
thousands if not hundreds of thousands of packets. In larger trace files (over 100 MB), the process of
applying display filters may take a long time to complete.

You could split the trace file and apply the filter to each file in a file set. Alternately you could use
Tshark and the =Y parameter to apply this display filter to the trace file. The syntax in this case would
be:

tshark -r "<filename>" -Y '"<displayfilter>" -w <newfilename>
[ BN Command Prompt lilﬂkﬂ_h]

e

C:\traces-general>tshark -r "tr-smbjoindomain.pcapng” -Y "smb.nt_status > O
|| smb2.nt_status > 0" -w smberrors.pcapng e

C:\traces-general>

T Vo N 8 NPUN o O N VN ¥ N NN

Using the commands shown above, our file (smberrors.pcapng) contains only two packets—Packet
21 and Packet 23 (now listed as Packet 1 and Packet 2 in the new trace file).

Next we will look at SIP error detection using the same techniques we've used on DNS, HTTP, and
SMB error detection.



Detect SIP Errors

Display Filter Value
sip.Status-Code >= 400 or
sip.Status-Code > 399



Traffic Analysis Overview
Session Initiation Protocol (SIP) is a signaling protocol commonly used to set up VoIP calls.

Although Wireshark does not have a coloring rule or Expert Infos entry for SIP errors, Wireshark's
SIP dissector (packet-sip.c) recognizes the current list of SIP errors.

SIP is a request/response-based application. A SIP client sends a request for something and we hope
to see a successful SIP response. SIP can run over UDP or TCP. When SIP is configured to run over

TCP, we hope to see an ACK to our SIP request in a reasonable amount of time and then a successful
response (also within a reasonable amount of time).

SIP Status Codes (response codes) are separated into six groups. Each group of SIP Status Codes
begins with a different number.

Ixx: Provisional — request received, continuing to process the request.

2xx: Success — the action was successfully received, understood, and accepted.

3xx: Redirection — further action needs to be taken in order to complete the request.
4xx: Client Error — the request contains bad syntax or cannot be fulfilled at this server.
5xx: Server Error — the server failed to fulfill an apparently valid request.

6xx: Global Failure — the request cannot be fulfilled at any server.

The SIP error grouping is very similar to the HTTP error code grouping.

In this section, we are interested in any SIP Status Codes that begin with 4xx (Client Errors), Sxx
(Server Errors) and 6xx (Global Failure).

4xx Request Failure

400: Bad Request

401: Unauthorized

402: Payment Required

403: Forbidden

404: Not Found

405: Method Not Allowed

406: Not Acceptable

407: Proxy Authentication Required

408: Request Timeout

409: Conflict

410: Gone

412: Conditional Request Failed [RFC 3903]
413: Request Entity Too Large

414: Request-URI Too Long

415: Unsupported Media Type

416: Unsupported URI Scheme

417: Unknown Resource-Priority [RFC4412]
420: Bad Extension

421: Extension Required



422:
423:
424
428:
429:
430:
433:
436:
437:
438:
439:
440:
469:
470:
480:
481:
482:
483:
484
485:
486:
487:
488:
489:
491:
493:
494.

Session Interval Too Small [RFC4028]
Interval Too Brief

Bad Location Information [RFC 6442]
Use Identity Header [RFC 4474]
Provide Referrer Identity [RFC 3892]
Flow Failed [RFC 5626]

Anonymity Disallowed [RFC 5079]
Bad Identity-Info [RFC 4474]
Unsupported Certificate [RFC 4474]
Invalid Identity Header [RFC 4474]
First Hop Lacks Outbound Support [RFC 5626]
Max-Breadth Exceeded [RFC 5393]
Bad Info Package [RFC 6086]

Consent Needed [RFC 5360]
Temporarily Unavailable
Call/Transaction Does Not Exist

Loop Detected

Too Many Hops

Address Incomplete

Ambiguous

Busy Here

Request Terminated

Not Acceptable Here

Bad Event [RFC 6665]

Request Pending

Undecipherable

Security Agreement Required [RFC 3329]

S5xx Server Failure

500:
501:
502:
503:
504:
505:
513:
580:

Server Internal Error

Not Implemented

Bad Gateway

Service Unavailable

Server Time-out

Version Not Supported

Message Too Large
Precondition Failure [RFC 3312]

6xx Global Failures

600:
603:
604:
606:

Busy Everywhere
Decline

Does Not Exist Anywhere
Not Acceptable



Wireshark Lab 80: Create and Use a "SIP Errors" Filter Expression Button

After this lab you will be able to click this one button to quickly identify SIP errors in your trace
files.

Step 1:
Open tr-voip-extension.pcapng.

Step 2:

Click on Packet 2. This is the first SIP response in this trace file. The Info column indicates this is a
100 Trying response.

Step 3:

Right-click on the Session Initiation Protocol (100) line and select Expand Subtrees.

-
M tr-voip-extension.pcapng

File Edit VYiew Go Capture Analyze Statistics Telephonz Tools  Internals  Help

codms BRXR Q¢+ F L IEE Qb @#¥m % B
Filter: IZI Expression... Clear Apply Save TCPy

Mo,  Time Source Destination Protocol Length  Info

1 0.000 192.168.5.10 192.168.5.11 SIP/SDP 946 Request: INVITE sip:0@19

2 0.002 192 _ 168.5.11 192 _168.5.10 SIP 363 status: 100 Trying |

3. 0L080 102 168 5. 11 192 168 .5 10 SIPASDP BF6 Status: 200 0k |

|
, ]

® Frame 2: 363 bytes on wire (2904 bits), 363 bytes captured (2904 bits) on i
® Ethernet II, Src: QuantaCo_Z2f:1b:85 (00:1e:68:2f:1b:85), Dst: QuantaCo_0e:b
® Internet Protocol Version 4, Src: 192.168.5.11 (192.168.5.11), Dst: 192.168
® User Datagram Protocol, Src Port: bridgecontrol (1073), Dst Port: sip (5060
= Session Initiation Protocol (100)
=] = = ATz D
Status-Code:

Transport: UDP

Sent-by Address: 192.

Step 4:

Enter sip.Status-Code >= 400 in the display filter area and click Save. Name your new
filter expression button SIP Errors.

M Wireshark: Save Filter =R X

Save Filter as...

sip.Status-Code > = 400 SIP Errors

[ o [ cma |

L -




Step 5:
Click your new SIP Errors button to locate the two SIP error responses in this trace file. Two 488

Not Acceptable Here messages were sent from 192.168.5.11. This is where we would focus our
troubleshooting efforts.

M tr-voip-extension.pcapng E@Iﬂj

File Edit View Go Capture Analyze Statistics Telephon! Tools Internals Help

e dH 4 B2 Qe+ TL[EBE QAR @EB % B
Filter: sip.Status-Code > = 400 IZI Expressicn,.. Clear Apply Save
Mo,  Time Delta Source Destination Protocol Info | TCP Delay

594 6.199 0.002754000 192.168.5.11 192.168.5.10 SIP Status: 488 LT

598 6.378 0.002761000 192.168.5.11 192.168.5.10 SIP DR  MB/SME2 Delay
DMS Delay
| = | Bad TCP

= Frame 594: 376 bytes on wire (3008 bits), 376 bytes captured (3008 | Eﬁp&;:ﬁ
@ Ethernet II, Src: Quantaco_2f:1b:85 (00:1e:68:2f:1b:85), Dst: Quanti  SsMp/sME? Errors
= Internet Protocol Version 4, Src: 192.168.5.11 (192.168.5.11), Dst:f

= User Datagram Protocol, Src Port: bridgecontrol (1073), Dst Port: si|
= Session Initiation Protocol (488) -~

- Wireshark places Filter Expression
= Status-Line: SIP/2.0 488 Not Acceptab| puttons inF; drop down Ii.ftifthey

Status-Code: 488 can't fit on Display Filter Toolbar
Resent Packet: False]

Step 6:
Click the Clear button to remove your filter.

What if you are interested in other application error codes? In the next section, we will look at how to
create display filters to detect error responses from other applications.



Detect Error Responses of Other
Applications

If Wireshark has a dissector for your application, building a filter expression button to detect the
errors sent by your application is as simple as locating the response code field and determining what
values indicate failures.

For example, let's use the Expression... button to locate and create a filter expression button for FTP
errors.

Wireshark Lab 81: Build Other Application Error Filters and Filter Expression Buttons

In this lab we will use Wireshark's Expression function to determine the value of error responses and
build our filter expression button.

Step 1:
Open tr-ftpfail.pcapng.

Step 2:
Click the Expression button on the Filter Display toolbar.

i 3 i
M tr-fipfailpcapng

File Edit View Go Capture Analyze Statistics Telephonz Tools  Internals Help

oAl BERXXE Ae»TLIEE QAQAQAD @B MW %

Filter: Clear Apply Savd
Mo,  Time Source Destinaticn Protoco 0 :

1 0.000 192.168.1.72 78.41.115.130 TCP 39322 > ftp [SYN] Sey
2 0.189 78.41.115.130 192.168.1.72 TCP ftp > 39322 [SYN, AC
3 0.000 192.168.1.72 78.41.115.130 TCP 39322 > ftp [ACK] Seg
4 0.769 78.41.115.130 192.168.1.72 FTP Response: 220 anga.fi
5 0.199 192.168.1.72 78.41.115.130 TCP 39322 > ftp [ACK] Se
6 13.211 192.168.1.72 78.41.115.130 FTP Request: USER fred

7 0.205 78.41.115.130 192.168.1.72 FTP Response: 530 User
(8 Q.200 192.168.1.72 78.41.115.130 TCP 39322 > ftp [ACK] Sg

%) £ :_ l rbr

Step 3:

Type £tp to jump to the first match in the Field name area. We are not interested in the FTP DATA
line. Expand the FTP—File Transfer Protocol (FTP) selection.

Step 4:
Scroll down and select £tp . response.code—Response Code. Notice the Predefined Values
column is populated with response codes.[41]

Step S:
In the Relation area, click == to activate the Predefined Values column. If you want to create a filter
for a specific response code, you can select it from the list or type the response code number in the



Value area.

For example, if you want to create a display filter (and then a filter expression button) for response
code Service Not Available; Closing Control Connection (421), select that line and click OK.

M Wireshark: Filter Expression - Profile: Troubleshooting Book Profile l =NRCEN X

Field name Relation Value (Unsigned integer, 4 bytes)

ftp.passive.p - Passive IP address (Passive IP address (check = is present

ftp.passive.nat - Passive IP MAT (MAT is active SIP and passiv ==

Efined values:

ftp.passive.port - Passive port (Passive FTP server port) = ame okay, need password *

ftp.request - Request (TRUE if FTP request) = pccount for login

ftp.request.arg - Request arg =| |« Requdlted security mechanism is ok
ftp.request.command - Request command - Securit@data is acceptable, more is required
ftp.response - Response (TRUE if FTP response) <= el kay, need password. Challenge is ... 'E

ftp.response.arg - Response arg further information

ftp.response.code - Response code Service not available, closing control connection

Can't open data connecticn

23]

FTSERVER - FTServer Operaticns

F FW-1 - Checkpoint FW-1 Connection closed; transfer aborted e
B G723 -G723 P - b
E

1 Gadu-Gadu - Gadu-Gadu Protocol = Range (offset:length)

4| 1

| ok || cancet |

LS &

Step 6:

Wireshark creates a display filter for this FTP error (£tp . response.code==421). If you want
to save this as a filter expression button, simply click the Save button in the display filter area and
provide a button label. We will edit this filter before saving it.

Step 7:
A quick Google for "ftp error response codes" reveals that any FTP response code number over 399
indicates an error.

Change your filter to £tp.response.code > 399 and click Save.[42] Name your button FTP
Errors and click OK.

r.! Wireshark: Save Filter I. = | =] |&Jﬁ

Save Filter as...

ftp.response.code = 309 FTP Errors

[ e ] Lo [ e |

L &

Step 8:
Click your new FTP Errors button to apply it to this trace file. Two packets in this trace file match
your FTP errors filter. (Clear your filter when you are finished reviewing the results of this lab.)
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M tr-fipfail.pcapng E@g

File Edit View Go Capture Analyze Statistics Telephunz Tools  Internals  Help

o dE s BRDX2 QAe»TE EB QQaf BB % &

Filter: ftp.response.code = 399 IZI Expression... Clear Apply Save »

Source Destination Protocol  Info

78.41.115.130 192.168.1.72 FTP Response: 530 User fred access denie

78.41.115.130 192.168.1.72 FTP Response: 530 User marty access den

4 [ (1] 3

Frame 7: 84 bytes on wire (672 bits), 84 bytes captured (672 bits) or
= Ethernet II, Src: PaceAmer_ll:e2:b9 (ac:5d:10:11:e2:b9), Dst: Hewlett
= Internet Protocol Version 4, Src: 78.41.115.130 (78.41.115.130), Dst:
= Transmission Control Protocol, Src Port: ftp (21), Dst Port: 39322 (:
= File Transfer Protocol (FTP)

@ 530 User fred access denied.\r\n

Use this same process to build other error buttons. If Wireshark does not have predefined values for
error responses, you can research the application or protocol to obtain those response codes.

Part 3: Use Graphs to Detect Problems

If you followed along with the Troubleshooting Checklist, you probably already know where the
problems lie in your network communications.

Some graphs can help you prioritize your troubleshooting efforts. For example, if you open the 10
Graph and notice three spots where the throughput drops suddenly, you can identify the most severe
drop in throughput and start troubleshooting that problem first.

Graphs are also useful when you need to explain the issue to others in a visual manner.

"A picture is worth a thousand packets" to people who do not understand network analysis
terminology or enjoy looking inside the TCP handshake options or headers. A graph depicting the
throughput alongside indications of packet loss and recovery (the "Golden Graph") may help these
folks understand the correlation between the two.



Chapter 8: Master Basic and Advanced 10
Graph Functions

Since Wireshark's graphs are linked to the packets in the trace file, you can bring up a graph, spot an
issue and click on the location of the problem. Wireshark jumps to that point in the trace file so you
can analyze the situation further.

In Chapter 5: Troubleshoot with Time, we created a few graphs. In this chapter we will cover some
basic and advanced 10 graph functions before applying them to specific network problems.

A picture is worth a thousand packets.



Chapter 8 Notes

Afthﬂugpfa | often m’raadg know the
cause ne;twork ﬁm blems baﬁ:rm
ouilding graphs asz graphs can
pamt a“picture”’ of network
problems and help explain what is
causing performance issues.

- Use an 10 Graph to compare the
throughput of separate conversations.

= UEE an IO Graph to compare

plication throughput based on port
numbers in use.

- Consider using Advanced 10 Graphs
when you need the Calc Functmhs
(such as MIN, AVG, MAX).




Graph Individual Conversations

Many times your trace files will have intertwined conversations to/from multiple hosts. You may
have lots of irrelevant traffic depending on where you capture (such as Spanning Tree traffic, OS
update traffic, and virus detection signature update traffic).

The first skill you should master is the ability to graph a single conversation or a set of conversations.
For example, you may want to graph the throughput level of a file download process captured in a
trace file that contains numerous web browsing sessions and other background traffic.

There are several ways you can do this. You could apply a display filter for a conversation, save just
that traffic in a separate trace file, and then graph the contents of the new file. Alternately you can use
the original file and apply a display filter for the conversation of interest to your 1O graph. This is the
function we will practice in the next Wireshark Lab.

Wireshark Lab 82: Graph and Compare Throughput of Two Conversations

In this lab you will open a trace file that contains the traffic to and from two hosts. One host
complains of slow download speeds from a site while the other host does not.

Step 1:
Open tr-twohosts.pcapng.

Step 2:
Select Statistics | Conversations. Notice that there are two IP conversations. We will graph and
compare these two conversations based on the client IP addresses 192.168.1.72 and 192.168.1.119.

M Conversations: tr-twohosts.pcapng |£|E|ﬁ

=3 | T T T T T T ]
Z |1PvG | IPX | J}\'T;ig WCP| F',S'u'P; SCTP | TCP: 7| Token Ring | UDPE USE | WLAN|

IPvd Conversations

Address & 4 AddressB 4 Packets 4 Bytes 4 Packets A—B 4 Bytes A—B 4 Packets A—B 4 Bytes A—B 4 RelStart 4 Duration 4 bps A—BE 4 bps A—B 4

192168172 200236311 24183 26677 798 6 768 365 874 17 415 26 311 924  0.000000000 61.0565 4793882 3447532.50
1921681119 200236311 28039 27 380 774 10372 648 112 17 667 26732 662 42881643000 46,2280 11215924 4626229.61
[¥] Mame resolution  [T] Limit to display filter

I Help J l Copy I Follow Stream Graph A—B Graph B—A

Step 3:
Click the Close button to close the Conversations window.

Select Statistics | IO Graph. The graph appears with a single graph line active—Graph 1. The black
line represents the throughput of all traffic in the trace file.

By default, Wireshark graphs the throughput rate of all traffic based on packets per tick with each tick
being one second. To change that, in the Y Axis Unit area, click the drop down arrow and select
Bits/Tick. Notice the Y Axis automatically adjusts based on the maximum bits per second rate in the
trace file.




M Wireshark IO Graphs: tr-twohosts.pcapng

e |
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’Graph 4] Color ’Filter:
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Step 4:

Click the Graph 1 button to disable the black graph line.

In the Graph 2 Filter area, enter ip.addr==192.168.1.72 and click the Graph 2 button. Set the

Style to Dot.

In the Graph 4 Filter area, enter ip.addr==192.168.1.119 and click the Graph 4 button.

Leave the Style as Line.
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We can definitely see the difference in throughput between the two download processes. The
download by 192.168.1.72 completes much more quickly than the download to 192.168.1.119.

The download time to 192.168.1.119
takes just over 45 seconds
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The download time to 192.168.1.72
takes just over 20 seconds

When we look at the Graph 4 line, we see large increases in throughput followed by drops to almost
no throughput. The drops occur four times in the graph.

Those are the points we would examine more closely in the trace. Clicking around the near-zero



throughput areas and toggling back to the main Wireshark window, you will see packet loss occurring
at these points in the trace file.

The graph helped us see the effects of packet loss, but we would already know this was the issue by
following the Troubleshooting Checklist. This 1ssue would have been apparent when we opened the
Expert Infos window.

Step 5:
Click the Close button when you are finished examining the graph.



Graph all Traffic for a Single Application

You can extract and graph a single application's traffic to perform throughput analysis for that one
application.

When the application runs over TCP and you have the option of using an application name filter (such
as http), it is recommend you use a port-based filter (such as tcp . port==80) instead in order to
include the TCP overhead (such as TCP handshake packets, ACKs, FINs, and RSTs) in your graph.

UDP-based applications can be graphed using port numbers or application names.
Wireshark Lab 83: Graph and Compare Traffic for Two Applications

In this lab exercise you will open a trace file that contains FTP and HTTP traffic. You will graph the
FTP traffic (including both FTP commands and data transfer) and the HTTP traffic based on the TCP
port numbers in use.

Step 1:

Open tr-ftphttp.pcapng.

You'll notice the HTTP traffic runs over TCP port 80. We will use that port number for the HTTP
graph line.

FTP data can run over any port so we will look at the conversations window to determine which port
is used for the FTP file transfer.

Step 2:
Select Statistics | Conversations | TCP. Uncheck Name resolution to view the port numbers in use
in these TCP conversations. This provides a list of all HTTP and FTP port numbers in use.

Port 80 1s used for the HTTP traffic. Port 21 1s used for the FTP command traffic. Port 22487 is used
for the FTP data channel.

M Conversations: tr-fiphttp.pcapng : - & .

| Ethernet: 1| Fibre Channel | FoD1 | 1Pvaz a1 | 1pus [ 1px | sx7a | nice | Rsve | scTe| TCP:96 | Token Ring | upe | Use| wian]

TCP Conversations
Address A 1 Port A 1 AddressB 1 PortB 1 Packets 1 Bytes 1 Packets A—B 1 Bytes A—B 1 Packets A—B 4
192168172 33281 17319282194 &0 12 684 B 324 6
192168172 22481 2163418195 &80 19 11471 7 1 260 12
192168172 22482 2163418195 &0 7 410 4 228 3
192168172 22485 200236311 2 . 433 0 0 2
192168172 22486 200236311 pl 18 1 865 g8 662 10
200236311 26746 192168.1.72 22487 4409 6674076 4 409 6674076 0
192.168.1.72 22488 21634181895 &0 56 46212 13 5389 38
192.168.1.72 22489 23.67.252.34 a0 23 144 1 2744 12
192.168.1.72 22490 2163418195 &0 7 410 4 228 3

) Name reslution] mimisaad (1 eolufion [0
Hep || copy | view the port numbers in use




Step 3:

The Graph buttons on this window would open the TCP Time-Sequence graphs. We will use the 10
graph, however. For more information on the TCP Time-Sequence graphs, see Graph Packet Loss
and Recovery.

Click the Close button and return to the main Wireshark window.

Step 4:
Select Statistics | IO Graph. We will make numerous changes to this graph in order to compare the
throughput of the HTTP traffic with the FTP traffic and be able to see the FTP command traffic.

Step 5:
First let's set up the graph area. Select Bits/Tick in the Y Axis Unit area. Click the Graph 1 button to
disable this graph line.

Step 6:
Enter the following filters in Graph 2 and Graph 4 Filter areas:

Graph 2 filter: tcp.port==80 (line style)
Graph 4 filter: tcp.port==21 or tcp.port==22487 (Impulse style)
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The graph indicates that the HTTP traffic 1s almost non-existent until approximately 39 seconds into
the trace file. The FTP command/data channel traffic peaks at 20 seconds into the trace file.

The peak rates of traffic make it difficult to see if there is a lower rate of traffic at points in this trace
file. Applying a logarithmic scale helps visualize the lower traffic rates.



Step 7:
In the Y Axis Scale area, click the dropdown menu to select Logarithmic. This changes the graph
significantly.

Now we can see that the HTTP traffic rate is active, but not running at a high bits-per-second rate.

Remember to close the IO Graph when you are finished.
A

When graphing two disparate numbers, set the Y Axis Scale to logarithmic to view the smaller
numbers alongside the larger numbers.
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In Correlate Drops in Throughput with TCP Problems (the "Golden Graph") you will use this
logarithmic graphing technique to detect and correlate TCP-based problems with drops in throughput.




Use Calc Functions on the Advanced IO
Graph

The Advanced IO Graph is accessible under the Y Axis Unit menu in the IO Graph (Statistics | 10
Graph).
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The Advanced IO Graph offers Calc functions for summing the contents of a field, counting the
occurrences of a field and more.

e Use Calc: SUM(*) to add the contents of a numerical field, such as tep . 1en, which does not
exist in a packet, but is Wireshark's field to count just data bytes in packets.

e Use Calc: COUNT FRAMES(*) to count the occurrence of specific type of frame or Expert Infos
itemsuch as tcp.analysis.retransmission.

e Use Calc: COUNT FIELDS(*) to count the occurrence of a field, such as the IP ID (ip.id)
field which occurs twice in some ICMP packets.

e Use Calc: MIN(*), AVG(*) and MAX(*) to graph the minimum, average and maximum value of
a numerical field, such as the tcp.window_size field.

e Use Calc: LOAD(*) to graph response time fields, such as smb . time.
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Let's run through a lab using some of these Calc functions.
Wireshark Lab 84: Graphing the TCP Payload Throughput with an Advanced 10 Graph

There is no field in a packet called tcp . 1en, but Wireshark uses this value to define the number of
data bytes in each TCP segment. We will use tep . 1len to graph the throughput level of the payload
only (no header values will be counted in our calculation).

Step 1:
Open tr-twohosts.pcapng.

This trace file depicts two hosts downloading files, 192.168.1.72 and 192.168.1.119.

Step 2:
Select Statistics | [O Graph and choose Advanced... inthe Y Axis Unit dropdown menu.

Step 3:
In the Graph 2 area, enter ip.dst==192.168.1.72 in the filter area. Leave the Calc value at
SUM(*) and enter tcp . len to the right of the Calc area.

Graph 2| Color Filter:| ip.dst==192.1681.72 | Calc SUM() IZItcp.Ien Style: | Line IZI

Click the Graph 2 button.

Step 4:
In the Graph 3 area, enter ip.dst==192.168.1.119 in the filter area. Leave the Calc value at
SUM(*) and enter tcp . len to the right of the Calc area. Set the Style to Impulse.

Graph 3 Filter:| ip.dst==192,168.1.119 | Calc: SUM(™) IZItcp.Ien Style: | Impulse IEI

Click the Graph 3 button.
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This graph depicts each file download throughput value without counting headers (Ethernet, IP or

TCP).

We can easily see the download process to 192.168.1.72 is more efficient than the file download
process to 192.168.1.119. The Graph 3 depiction of the download process indicates there are several

points when the data transfer to 192.168.1.119 stops.



Chapter 9: Graph Throughput Problems

Now we will take a look at graphing throughput issues, including throttled traffic, traffic held in
queues, and the "Golden Graph."

The Golden Graph plots TCP problems along side general throughput to look for a correlation
between drops in throughput and increases in TCP problems. A lack of correlation indicates that the
problem is not due to TCP issues such as packet loss or Zero Window conditions.

You will likely already know the cause of performance problems before moving to the graphing
stage. The graphs are a good way to explain what is creating performance issues.
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Detect Consistently Low Throughput due to
Low Packet Sizes

Transferring files using small packet sizes is like going to the store to buy a dozen eggs and bringing
them home one egg at a time. It will take too long.

Low packet sizes may be caused by an application that intentionally wants to transfer smaller amounts
of data. Low packet sizes can also be an indication of a low Maximum Segment Size (MSS) setting.

A low MSS may be due to a misconfiguration at the client or even additional functionality (such as a
VLAN driver loaded).

Wireshark Lab 85: Graph Low Throughput Due to Itty Bitty Stinkin' Packets

This trace file consists of an HTTPS connection between hosts. Since we do not have the key to
decrypt the traffic, we can only analyze up to the point of the TCP layer.

Step 1:

Open tr-throughput.pcapng. Scroll through the trace file and look at your Length column value.
There are a lot of small data packets in this trace file. First let's rule out low MSS settings as a reason
for small packet sizes.

Step 2:

Examine the TCP Option section in Packet 1 and Packet 2. Notice the MSS values advertised by
each host—Packet 1 and Packet 2 both advertise an MSS of 1,460 bytes. We know the MSS
configuration isn't the reason for small packet sizes.

Step 3:
Select Statistics | [O Graph. Set the Y Axis Unit value to Bits/Tick. Change the Y Axis Scale to
2000. Wow, that is a low throughput rate.
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Step 4:

Now click Close. Select Statistics | Summary. This will give us the average packet size in the trace
file.

F

I5p
Display filter: none

Ignored packets: 0 (0.000%)

Traffic 4 Captured * Displayed 4 Displayed % 4 Marked 4 Marked %

Packets 168 168 100.000% 0 0.000%

Between first and last packet 178.816 sec

FAg. packets/sec 0.940

Forg. packet size 144,685 bytes

Bytes 24307 00035 0 0.000%

Avg, bytes/sec 135933

g WER<ec 5 The average packet size is 144.685 bytes,

but that includes ACK packets

This average packet size includes ACK packets. Let's apply a filter to the traffic to determine the
average data packet size.

Step 5:
Click OK to close the Summary window. Enter tcp.len > 0 inthe display filter area and click



Apply. Now you are only seeing packets that contain data.

Step 6:
Select Statistics | Summary. Now look at the Displayed column. This column indicates the average
data packet size is 213.011 bytes.

i MMWMWJJ\HM‘
Display
Display filter:

teplen = 0

Igneored packets: 0 (0.000%5)

Traffic 1 Captured 1 Displayed 4 Displayed % 4 Marked 4 Marked %
Packets 168 94 55.952% 0 0.000%
Between first and last packet 178816 sec  177.565 sec

Avg, packets/sec 0.940 0.529

Fovg. packet size 144,685 bytes 213.011 bytes

Bytes 24307 20023 82.3 0 0.000%
Avg. bytes/sec 135.932 112764

The average data packet size is
213.011 bytes

Avg. MBit/sec 0.001 0.001

Help

Why are smaller packets being used? We identified that it isn't a limitation defined by the TCP
connection. This is likely an application setting. We must look at the application to determine if this is
intentional or a configuration problem.



ldentify Queuing Delays along a Path

Interconnecting devices can inject delays by queuing (holding the packets temporarily before
forwarding them) along a path.

Consider using a traffic generator to detect queuing along a path. A tool such as iPerf/jPerf can be
used to transmit traffic at a steady rate. We need that steady rate of transmission to identify distinct
queuing patterns when you capture traffic on the other side of a queuing device.

In the next lab, we will look at the IO Graph indication of traffic that has been queued along the path.
Wireshark Lab 86: Identify the Queued Traffic Pattern in an 10 Graph
This trace file contains a video multicast that transmits packets to the multicast address 239.255.0.1.

Step 1:
Open tr-queuing.pcapng.

Step 2:
Select Statistics | IO Graph. You will see a very boring graph. There are only 2,016 packets in the
trace file and the packet transmit rate is over 1,100 packets per second.
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Step 3:

We must change the Tick interval to look more closely at the traffic. In the X Axis Tick Interval area,
change the value from 1 sec to 0.01 sec.
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Now the queuing is easier to detect. Since the traffic is sent at a steady rate, we can establish a
baseline for the traffic rate. When the traffic drops below the baseline and then pops up above the
baseline by the same amount, we can deduce that the traffic has been queued along the path.

How do we know this is not a packet loss condition? Let's look into that in Step 4.

Step 4:
Leave the IO Graph open and toggle back to the main Wireshark window. Open #r-
notqueuing.pcapng.
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This time we see the graph line drops below the baseline and does not pop up above the baseline.
This 1s an indication of packet loss. There is no retransmission capability built into the transport
mechanism (UDP) and the application we used does not detect or retransmit lost packets.

Next we will create the "Golden Graph" to correlate TCP problems with drops in throughput.
Remember to close the IO Graph when you are done with this lab.



Correlate Drops in Throughput with TCP
Problems (the "Golden Graph")

This graph can determine if throughput issues are related to network problems such as lost packets or
zero window sizes.

o

This is one of my favorite graphs (hence the name "Golden Graph'"). Honestly though, when
troubleshooting problems you want to find the problem quickly. This is a great graph, but a quick
look at the Expert Infos warnings and notes would have indicated TCP problems already.

Wireshark Lab 87: Identify Network Problems with the ""Golden Graph"

This trace file was captured as a client was connecting to a site and downloading a file using FTP.
The download was very slow. We will create and use a Golden Graph to correlate performance
issues with network problems.

Step 1:
Open tr-goldengraph.pcapng.

Step 2:
Select Statistics | [O Graph. In the Y Axis Unit area, change the value to Bits/Tick. (If you kept the
IO Graph open from the previous lab, change the Tick interval to 1 sec.)

Step 3:
Enter tcp.analysis.flags && !'tcp.analysis.window_update inthe Graph 2 filter
area. This is the filter string used by the Bad TCP coloring rule. Click the Graph 2 button.
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Examine the graph. There are four distinct points where throughput drops to almost zero. Although
there are Bad TCP issues throughout this trace file, there is a slight increase in Bad TCP at the points
where the throughput level drops.

Step 4:

Click on any of the major throughput drops on the graph. Toggle back to the main Wireshark
window. You will notice a lot of packets colored with the Bad TCP coloring rule at those points in
the trace file.



!"\.

J tr-goldengraph.pcapng
File Edit View Go Capture Analyze Statistics Telephunx Tools  Internals Help

o ® 4 ERXE Aes»aT e (EE Qaab @#0m% B

Filter: IZI Expression... Clear Apply Save TCP Delay

Mo, Time Source Destination Protocol Length Info
ey o WAL A AT ai WVWae LL oS A AL e LWV L L ] L ] LAl A FALTT ] L ] LAgA il ALTT UL L}_YLLJ

When you click on a low point in throughput, frp-pata 1514 Fr e e "

5 Wireshark jumps to that point in the trace file P-DATA 1514 FTP Data: 1460 bytes

S A S — . P-DATA 1514

FTP Data:

1460 bytes
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Consider changing the Y Axis Scale to logarithmic if the throughput rate 1s too high and the Bad TCP
line is difficult to see. Don't forget to close the IO Graph when you are done with this lab.

This is a great graph to build whenever anyone complains about slow performance of a TCP-based
application.



Chapter 10: Graph Time Delays

In this short chapter, you will graph slow DHCP server responses and then graph high TCP delta
times.

Again, you likely know these problems exist by simply sorting the various time columns that you
create. These graphs may help you explain the delays to management or non-technical people.



Chapter 10 Notes

You can gﬂ h Wireshark’s response
time fields to identify delays in the
trace files. This is one of the best uses
of Wireshark’s Advanced 10 Graph.

- Use the MAX Calc function to find
the points when response times
suddenly increased.

= You can graph Wireshark’s
rimary time values ésuct}m as
rame.time_delta), TCP time
(tc;p.tfma telta), as well as application
esponse times (http.time).

- These time values must be graphed in
the Advanced |0 Graph, not in the
basic 1O Graph.




Graph High Delta Times (UDP-Based
Application)

In Identify High DNS Response Time, we added a dns . time column to detect DNS delays. Now
we will graph the delta time for an application that does not have a delta time function—DHCP.

Wireshark Lab 88: Graph a Slow DHCP Server Response

This trace file contains only DHCP traffic. We are going to graph the response time of the DHCP
Offer packets.

Step 1:
Open tr-bootp.pcapng.

Step 2:
Select Statistics | [O Graph.

Step 3:
In the Y Axis Unit area, select Advanced...

Step 4:
In the Filter area of Graph 1, enter bootp.option.dhcp == 2. This is the option used by
DHCP Offer packets. In the Calc area, select MAX(*) and type frame. time delta.

Click the Graph 1 button.
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You can see there is one point in the trace file where the DHCP Offer arrived over 1 second after the
previous frame. This is a great way to identify slow responses for an application that does not have a




delta time function. Don't forget to close the IO Graph when you are done with this lab.



Graph High TCP Delta Time (TCP-Based
Application)

Some TCP-based applications (such as HTTP and SMB) have a delta time tracking function in

Wireshark. If the application does not have the delta time tracking function built into the dissector,
you can still graph high delta times using tcp. time_delta.

We will practice graphing high TCP delta times in this lab.
Wireshark Lab 89: Graph and Analyze High TCP Delta Times

This trace file contains a single encrypted TCP conversation. We will need to use Wireshark's
tcp. time delta function because we do not have an application delta time function available to
us.

Step 1:
Open tr-tcpdeltatime.pcapng.

Step 2:
Select Statistics | [O Graph. In the Y Axis Unit area, select Advanced...

Step 3:
In the Graph 2 Calc area, select MIN(*) and enter tcp. time delta. Click the Graph 2 button to
enable this graph.

Step 4:
In the Graph 3 Calc area, select AVG(¥) and enter tcp. time delta. Set the Style to Impulse and
click the Graph 3 button to enable this graph.

Step 5:
In the Graph 4 Calc area, select MAX(*) and enter tcp. time delta. Set the Style to Dot and
click the Graph 4 button to enable this graph.



M Wireshark IO Graphs: tr-tcpdeltatime.pcapng | (E] -
—1.0s
aule .-_,,,..... L .--.un'n'.ﬂ-..“ -_-'-'_ s .u.-.,.-_..- w.uﬂ-_u_-.“.-.u.- _-.-_.._._ L
L ] oF
g - i L] I
|||||| ‘ L] . —0.5s
e
| T !| T I| e | T [ T T T '| T T |'| T 7 '| oo | 0.0s
0z 20s 405 a0z 80= 100s
4 T I
Graphs X Axis
Conk] Color (ke Calc: SUM() B Styles | Line B [7] Smooth || Tick interval: 1 sec [~]
Graph 2] Color [Filter: | Calc MING) |+ tepitime_delte Style|Line [ +] [7] Smooth || Piels pertick 5 |
[] View as time of day
Graph 3| Color [Filter Calc| AVG™) tcp.time_delta Style: | Impulsze [¥] Smooth
-]t tye: Impuise | | s
Graph 4 | Color | Filter: Calc| MAK™) IZI tep.time_delta Style: | Dot IZI Smooth Uniit: Advanced... IZI
Conba] Color Calc: SUM() E| Stylex | Line E| ] Smooth ||Scale  |Auto B
Smooth:  |Mo filter |Z|
’ Help ] ’ Copy ] ’ Save ] ’ Close ]

L

The graph clearly shows that the average response time in the trace file is slightly less than 300 ms
and there are higher TCP response times in the beginning of the trace file.

o4

When you use more than one graph in this window, keep in mind that Graph 1 is in the foreground
and Graph 5 is in the background. If you use the Fbar style on Graph I and that graph plots the
highest points in the 10 Graph, the Fbar graph may block Graphs 2-5 from view.

You can use this tcp. time delta graph to detect high response times for any TCP-based

application.



Chapter 11: Graph Other Network Problems

Once again, you probably already detected these problems by checking the Expert Infos window or
adding and sorting custom columns, but you can use these additional graphs to create a picture of

various network problems.



Chapter 11 Notes

Considey building Mspfctures of other
network problems, such as receiver
congsstmn and packet loss/recovery
protesses.

- You can graph window size (ssues
based on the TCP analysis flag
(tep.analysis.zero wmdow) or the
acfum' Calculated Window Size field
value

= You can graph packet loss and
recovery ffwﬂce es using the TCP
analysis flags for each part of the
prm:ass

= Although tha R T;mz Saquence
graph tan be ver u.;.ly it can depict
not only packet [oss, duplicate ACKs
and retransmissions, ut it can also
depict Selective ACKs.




Graph Window Size Problems

Wireshark can identify Zero Window problems through the Expert Infos function, but there is no "Low
Window" detection capability. Window size problems can be detected by adding and sorting a
Window Size column (tcp.window size), or by creating a graph of the Window Size field
value.

In this section, we will first graph Window Size issues using tcp.analysis filters. Then we will
graph Window Size issues using the Advanced IO Graph and the TCP Stream Graph/Window Size
Graph.

Wireshark Lab 90: Graph Window Size Issues Using TCP Analysis Filters

In this trace file, a client is trying to watch a video on YouTube. The video download appears to stall
at several points. We will use an IO Graph to watch the decreasing TCP Window Size value of the
client.

Step 1:
Open tr-youtubebad.pcapng.

Step 2:
Select Statistics | [O Graph. In the Y Axis Unit area, select Advanced...

Step 3:
In the Graph 2 Calc area, select COUNT FRAMES(*) and enter
tcp.analysis.window_ full. Set the Style to Dot. Click the Graph 2 button to enable this

graph.

Step 4:
In the Graph 3 Calc area, select COUNT FRAMES(¥*) and enter
tcp.analysis.zero_window. Set the Style to FBar. Click the Graph 3 button to enable this

graph.
Step S:

In the Graph 4 Calc area, select COUNT FRAMES(*) and enter

tcp.analysis.window_update. Set the Style to FBar. Click the Graph 4 button to enable
this graph.
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This graph clearly depicts the Zero Window problem from the point that the Window Full Expert
Infos warning is seen through the recovery process (Window Updates). You can also see the periodic
Window Updates throughout the trace file.

Don't forget to close the IO Graph when you are done with this lab.

Wireshark Lab 91: Graph Window Size Issues Using the Calculated Window Size Field and
Window Size Graph

Now we will use an Advanced 10 Graph and Wireshark's TCP Stream Graph/Window Size Graph to
watch the decreasing TCP Window Size value advertised by the client.

Step 1:
Open tr-youtubebad.pcapng.

Step 2:
Select Statistics | IO Graph. Inthe Y Axis Unit area, select Advanced...

Step 3:
In the Graph 2 filter area, enter ip.src==24.4.7.217. In the Calc area, select AVG(¥*) and
enter tcp.window_size. Click the Graph 2 button to enable this graph.
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We can see there are several points in this trace file where the client's application is not picking up
data from the buffer. The client's advertised window size decreases until it reaches zero.

If you click on this graph at the points where the line reaches zero, Wireshark jumps to that point in
the trace file. You will see Window Full, Zero Window and TCP Keep-Alive packets at this point in
the trace file.

A

Unfortunately, the Window Size graph line does not disappear when there are no packets in the
trace file—such as when the data transfer stops completely. If you click on those flat-line points,
Wireshark will not jump to the packets because there are none at that location. Click just before
or just after the flat-line spots to see what happened immediately before or immediately after the
points where we see no throughput.

Step 4:
Wireshark also offers a Window Scaling Graph.

Toggle back to the main Wireshark window.

Click on a packet sent from 24.4.7.217 1in the Packet List pane. Select Statistics | TCP Stream
Graph | Window Scaling Graph.

Every dot in the graph represents a Window Size field value in a packet. When a spot in the graph
does not have a dot there are no packets to plot. This is another way to graph a low or zero window



size issue.
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The Window Scaling Graph can be a bit difficult to understand because it will fit the entire trace file

within one window—there 1s no scroll bar across the bottom.

Fortunately you can click and drag over an area to zoom in to investigate a point in the graph further.

Remember to close the IO Graph and Window Scaling Graph when you are done with this lab.



Graph Packet Loss and Recovery

If you've read this book in order from front to back, you already know how you can use the Expert
Infos window to detect packet loss and recovery. You also know how to examine the TCP handshake
and Duplicate ACKs to determine if SACK 1is in use.

In this section we will graph indications of packet loss using tcp.analysis filters. Then we will
graph Window Size issues using the Advanced IO Graph and the TCP Stream Graph/TCP Time-
Sequence Graph.

Wireshark Lab 92: Graph Packet Loss and Recovery Using TCP Analysis Filters
This trace file consists of an FTP download process.

Step 1:
Open tr-goldengraph.pcapng.

Step 2:
Select Statistics | [O Graph. In the Y Axis Unit area, select Advanced...

Step 3:
Set the X Axis Tick Interval to 0.1 sec.

Step 4:

In the Graph 2 Calc area, select COUNT FRAMES(*) and enter
tcp.analysis.lost_segment. Set the Style to Line. Click the Graph 2 button to enable this
graph.

Step 5:
In the Graph 3 Calc area, select COUNT FRAMES(¥*) and enter

tcp.analysis.duplicate ack. Set the Style to Impulse. Click the Graph 3 button to enable
this graph.

Step 6:
In the Graph 4 Calc area, select COUNT FRAMES(*) and enter

tcp.analysis.retransmission. Set the Style to Dot. Click the Graph 4 button to enable
this graph.
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This graph clearly depicts the points in the trace where Wireshark noticed packet loss. In addition,
the graph depicts the packet loss recovery process by graphing Duplicate ACKs and Retransmissions.

Next we will use the TCP Time-Sequence graph on the same trace file to get a more detailed look at
what happened in this trace file.

Wireshark Lab 93: Graph Packet Loss and Recovery Using the TCP Time-Sequence Graph

Now we will use Wireshark's TCP Stream Graph/Time-Sequence Graph to view packet loss and
recovery. This graph will also depict SACK if it is in use.

Step 1:
Open tr-goldengraph.pcapng. Click on Packet 27 in the Packet List pane. The TCP Time-Sequence

Graph is a unidirectional graph—make sure you click on a packet traveling in the same direction as
the data flow before launching the graph.

Step 2:
Select Statistics | TCP Stream Graph | Time-Sequence Graph (tcptrace).

Ideally, this graph would depict a straight line (created with "I" markers) from the lower left corner
to the upper right corner.

Step 3:
Click and drag over a very small portion of the graphed line at approximately the 10-second mark.
(Click the Home button if you need to reset the zoom level to its original setting.)
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When you zoom in at this point in the trace file, you can see the following indications of packet loss

and recovery:

1. A blank area in the "I" bar line indicates a segment 1s missing.

2. The first ACK requesting the missing packet is seen on the horizontal line.
3. The blue lines increase in size as the SACK right edge expands.

4. The Fast Retransmission finally appears.
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Although you can detect packet loss with a filter for tcp.analysis.flags &&
'tcp.analysis.window_update or a quick glimpse at the Expert Infos window, this Time-
Sequence graph can be used to build a picture of the problem.

We've seen numerous Wireshark graphs in this Chapter. There are times when you may want to export

your data for manipulation with a 3™ party graphing tool. We will look at some options for exporting
and graphing in the next chapter.



Chapter 12: Export Traffic to Graph a in 3"
Party Tool

Wireshark's graphing capabilities may not provide the flexibility available with third-party products
such as Microsoft Excel or OpenOffice Calc.

In this section, you will learn how to export packet information and any field value in comma-
separated value (CSV) format.



Chapter 12 Notes

Sometimes gou need to use third-

party tools To do further analysis of
the traffic.

- All columns (whether hidden or
ws;b!'el will be ?porta;d when you
export packet dissections (Summary).

- You can easily export your packet
and trace file comments to create a
quick report of your analysis findings.




Export Packet List Pane Columns to CSV
Format

We will start by exporting packet information and field values in comma-separated value (CSV)
format. We will use our custom columns to include specific information in our exported data.

Wireshark Lab 94: Export All Columns to CSV Format

We've added numerous custom columns to our profile in this book. When we perform this export

function, Wireshark will export all those columns regardless of whether the column is visible or
hidden.

! Wireshark: Preferences - Profile: My Troubleshooting Profile f

=l UserInterface

Layout [The first list entry will be displayed as the leftmost colu
Displayed Title Field type

Columns

Eitard s Mo. MNumber
ont and Colors
G Time Tirne (format as specified)
apture
Delta Custom (frame.time_delta)

Filter Expressions

TINE E Delta Displayed Custom (frametime_delta_displayed)

g TCP Delta Custom (tcp.time_delta)
Printing _

i Prolooals OMS Delta Custom (dns.time)

ey HTTP Delta Custom (http.time)

[ Statistics
Stream index Custom (tcp.stream)
WinSize Custom (tcpawindow_size)
SMEB Delta Customn (smb.time)
Source Source address
Destination Destination address

EEEOEEOO0O0DOOEE

Protocol Protocol

Step 1:
Open tr-chappellu.pcapng.

Step 2:
Select File | Export Packet Dissections | as '""CSV" (Comma Separated Values packet summary)
file...
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Step 3:
By default, Wireshark selects Displayed in the Packet Range area. We did not apply a display filter
so the desired information on all of our packets will be exported. Check only Packet summary line

in the Packet Format area and enter the name tr-chappellu.csv in the File Name area. Click Save.

WM*MﬂM%MwMFHﬁM%MAMMH&f

File name: dns-serverfailure bd - Save

Save as bype: [F‘Iain tend (")
Pachket Range - Packet Format
_ () Captured @ Displayed [T Packet summary line
-a Al packets 2 [¥] Packet details:
) Selected packet 1 1l :

Marked packets
First to last marked [ [
") Range: ] [ 0

[] Packet Bytes
[T Each packet on a new pige

Remove lgnored packets

Step 4:

Open your tr-chappellu.csv file in a spreadsheet program. In the image that follows we opened the
file in Excel.
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11| 10 4 4000378 A4,000378 75.75.75.7 DNS Fi
12| 11 0 0.000245 0.000245
13 12 0.044 0.044731 0.044731 0.044976 Wireshark exports all columns
14| 13 0.001 0.001981 0.001981 0 regardless of whether they are 1
15 14 0.017 0.017599 0.017599 0.017599 currently displayed 1
16| 15 0 0.000180 0.000186 0.000186 ¢ i
17| 16 0 0.000831 0.000831 0.000831 24.6.173.2 198.66.23°HTTP 463 1: 1
18| 17 0.045 0.045771 0.045771 0.045771 0.045771 198.66.23¢ 24.6.173.2 HTTP 423 i 3
| 15 18 0.026991 0.026991 1] 24.6.173.2 69.59.180. TCP

Now you can manipulate this CSV data into whatever format your spreadsheet program allows. For
example, 1f you want to depict the total packet lengths in a 3-D graph in Excel, you can simply select
the Length column then Insert | Line | 3-D Line. The image below shows the result of this process.



Total Packet Lengths



Export Your Trace File/Packet Comments
Report

One of the advantages of saving trace files in .pcapng format is that this format can contain metadata
about the trace file. Two of these metadata items are trace file comments and packet comments.

Adding trace file comments and packet comments can help share your trace file findings with others.
Examine the Trace File Annotation button to quickly determine if a trace file contains an annotation.
™ The trace file does not contain an annotation yet (add annotation).

T The trace file does contain an annotation (view, edit annotation).

You can easily export the entire set of trace file and packet comments in ASCII format.

Wireshark Lab 95: Add and Export Trace File and Packet Comments

Step 1:
Open tr-chappellu.pcapng.

Step 2:
First we will add to an existing trace file comment.[43] Click the Trace File Annotation button on
the Status Bar and add a simple message about this trace file before the copyright message. Click

OK.

W“ﬂ»d‘ﬁ“ibwﬁ?&é"‘%WMW%m e
0.021 75.75.76.76 74.6.173.220  DNS 93 Standar

e — 69.59.180.202 HTTP 828 65064 GET /pdf

30 0.000 24.6.173.220 69.59.180.202  TCP 66 8192 35625 >

31 0.004 24.6.173.220 198.66.239.146 TCP 54 065328

35622 =

i [

# Frame 1: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on inter
# Ethernet II, Src: Hewlett-_a/:bf:a3 (d4:85:64:a/:bf:aj), Dst: Cadant_31:bb:c
® Internet Protocol Version 4, Src: 24.6.173.220 (24.6.173.220), Dst: 198.66.
# Transmission Control Protocol, Src Port: 33621 (35621), Dst Port: http (80),

B

[
This trace file depicts a web browsing session to www.chappellu.com, ’
P

M Edit or Add Capture Comments

s

Copyright Chappell University <info@chappelll.com:=

|

ile: "ChUserst Laurah... | Packets: 724 . Disp

layed: 724 (100.0%) . Load time: 0:00.092

0 e | e E.
0 Troubleshooting with Wireshark: Locate the Source of Performance Problems 4}[‘@- B
0 ISBM: 9758-1-893939-9-74 Bk o o | RS R




Step 3:
Now right-click on Packet 11 in the Packet List pane. Select Packet comment... and enter a short
note about this DNS retransmission. Click OK.

The Title Bar adds an asterisk before the file name to indicate the trace file has been changed. If you

want to keep your trace file or packet comments you must click the Save button ““/! on the Main

Toolbar.

l‘ *tr-chappellu.pcapng H
Eile Edit ¥iew Go Capture Analyze Statistics Telephonz Tools  Internals  Help
fF ERXE QAedsDT L Qe #®mx 8

Filter: IZI Expression... Clear Apply Save TCP Delay HTTPD
Mo, Time Source Destinatiu:un Protocol Length inSize Infc
8 1.245 24.6.173.220 5SS DNS 77 3 standard query Q
9 U p— e 173220 f5.75.76.76 DNS i Standard query 0
10 4. 173220 T T A T DNS £ Standard query
11 0.000 ' e . : JB.70 DNS 7 Standard query
i 0.044 e ':““99? 173.220 DNS 93 standard query r
13 0.001 |  Snorefe ¢t {toggle) 5.239.146  TCP 66 8192 35622 > http [
14 BN - 5t "' Reference (toggle) 173.220 TCP 66 65535 http > 35622 [&
15 [y > "< Shift.. 6.239.146 TCP 54 65700 35622 > http [A
16 0.000 |G Packet Comment.. b.239.146 HTTP 463 65700 HEAD /files/Chag
W70 080850 ol Resoive Ad TR 173.220 HTTP 423 65700 HTTP/1.1 200 0
18 0.026 | _ .180.202 TCP 66 8192 35623 > http [
19 0.017 1 AF’F"?“F"FE' 173.220 TCP b6 5840 http = 353623 [s
20 BRI ~ PrepareaFiter .180.202 TCP 54 66240 35623 = http [A
21 0.011 | Conversation Filter — ——— == S e 3
27 0.017 | Colorize Conversation M Edit or Add Packet Comments |—|—|$D E ’E
23 0.004 e This is a repeated DMNS query - notice the client tries resolving the name from two DMS 0
24 R o TCP Stream cervers - 78.75.75.75 and 75.75.76.76, ? y
75 0.016 | Follow UDP Stream by
76 0.000 | Follow S5L Stream hy
R ., ry
28 0.021 | OO Iy

rotocaol Preferences

- L S Decode As... Help H Lancel ‘ —
30 IR T (S
3L 0R00A B Print. S = e m— .
32 0.011 (  ShowPacketin New Window 73.220 TCP 66 5840 http = 35625 [
33 0.000 24.6.17/3.220 69.59.180.202 TCP 54 66240 35625 = http [A
34 0.000 24.6.173.220 69.59.180.202 HTTP 830 66240 GET /pdfZhtml /v
35 013 69.59 180. 207 24.6.173,. 220 TP 1427 8§ HTZER 200..0
Step 4:

Now we will export our trace file and packet comment. Select Statistics | Comments Summary.



L= | e |

M Comments Summary

Summary created by Wireshark (5VM Rev 54262 from /trunk-1.10) -
File:

Mame: ChUsershLaura\Documentsi Troubleshooting Book Trace Files\tr-chappellu.pcapng

Length: 629558 bytes

Format: Wireshark/... - pcapng

Encapsulation: Ethernet

Time:
First packet: 2012-10-24 15:13:28
Last packet: 2012-10-24 15:14:08
Elapsed: 00:00:39

Capture:
0% 6d-bit Windows 7 Service Pack 1, build 7601
Capture application: Dumpcap 1.8.3 (SYMN Rev 45256 from /trunk-1.8)

YDevice\MPF_{6E79FECOD-FF79-4970-96E4 -EEFF300.A9B9F ):
Dropped packets: 0 (0.000%2)
Capture filter: none
Link type: Ethernet
Packet size limit 65535 bytes

Statistics:
Packets: 724
Between first and last packet:39.679 sec
Avg. packets/sec: 18.247
Avg packet size: T13.304 bytes
Bytes: 516432

Avg bytes/sec: 13015328 ¥
.awg M}Eita’sec: 0.104 Trace file comment

This trace file depicts a web browsing session to www.chappellu.com.
Copyright Chappell University <info@chappelll.com:>

Troubleshooting with Wireshark: Locate the Source of Performance Problems
ISBM: 978-1-883939-9-74

You may not reproduce, duplicate, copy, sell, trade, resell, or expleoit for any commercial purposes, this trace file or any trace
file available at www.wiresharkbook.com. :

Frame11: This is a repeated DM5 query - notice the client tries resclving the name from two DMS servers - 75.75.75.75 and

75.75.76.76. \§
Help Packet comment P

Step 5:
Click Copy to buffer the Comment Summary. This can now be pasted into a text editor or word
processing program. Click the Cancel button to close the Comment Summary window.

Next we will export packets to .txt format.



Export Packets to TXT Format

There may be times when you want to export a single packet for use in an analysis report. Following
these steps you can import one or more packets in .txt format.

Wireshark Lab 96: Export Unusual DNS Server Failures

Step 1:
Open tr-chappellu.pcapng.

Step 2:
Click your DNS Errors button (dns . flags.rcode > 0). Two packets (Packet 83 and
Packet 84) are displayed.

Step 3:
Select Packet 83 and click the (+) in front of the Domain Name System (response) section.

Step 4:
Click the (+) in front of the Answers section.



® Frame 83: 400 bytes on wire (3200 bits), 400 bytes captured (3200 bits) on ﬁnterfadi
Ethernet II, Src: Cadant_31:bb:cl (00:01:5c:31:bb:cl), Dst: Hewlett-_a/:bf:a3 (d4:8
 Internet Protocol Version 4, Src: 75.75.75.75 (75.75.75.75), Dst: 24.6.173.220 (24.
User Datagram Protocol, Src Port: domain (53), Dst Port: 56007 (56007)
Domain MName System (response)

[Request In: 82]

[Time: 0.008743000 seconds]

Transaction ID: Oxfd77
® Flags: O0x8182 standard query response, Server failure

Questions: 1

Answer RRs: 20 Expand the Answers sections - this is the way

Authority RRs: 0 the .txt version of the packet will be expanded

Additional RRs: 0
® Queries
= Answers

B www.nitroreader.com: type CNAME, class IN, cname cf-ss117247-protected-www.nitr

B cf-s5117247 -protected-www. nitroreader.com: type CNAME, class IN, cname direct-co
direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitron
direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitrog
® direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitr
B direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
B direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
B direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
® direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
® direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
® direct-connect.nitroreader.com: type CNAME, class IN, chame direct-connect.nitr
® direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitror
® direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
® direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
® direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitro
B direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitror
B direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitr
® direct-connect.nitroreader.com: type CNAME, class IN, cname direct-connect.nitr

o =

HEE

=

Step 5:
Select File | Export Packet Dissections | as '"Plain Text" file... Again, by default, Wireshark will
export the displayed packets only.

Step 6:
Name your file dns-serverfailure.txt and select only Packet Details | As displayed. Click Save.



e e TR o O, - e
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File name: tr-chappellu.cav -

Save as type: [I:S"u" {Comma Separated Values summany) (" .csv)

Packet Range -~ Packet Format

(71 Captured @ Displayed

@ Al packets 724 724
(") Selected packet | 1
Marked packets ] ]
First to last marked ] 0

7 Range: 0 0

Remove lgnored packets

Packet summary line

As displayed

[] Packet Bytes
[] Each packet on a

Younow have a .txt file that contains the two packets formatted just as you saw them in the Packet
Details pane.



Part 4. Final Tips for Troubleshooting with
Wireshark



Chapter 13: Final Tips

The most difficult element of writing this book was to determine what to include and what to exclude.

On one hand, I wanted to include everything I've learned over 20 years of analyzing networks. On the
other hand, I wanted the book to be less than 5,000 pages.

This chapter contains some of my final tips—items that didn't seem to fit cleanly in any other section
or items that [ want to call to your attention.

Laura Chappell



Chapter 13 Notes

There are many tips and tricks listed
in this chapter.” From tips for. working
with large trace files to tips for
detecting 802.11 network problems.

-~ Check out Cascade Pilot, whrch was
areaf:u:-a to o e,n lar, t?ﬂ trace re,sJ1
visualize fm fic patterns and quickly

uild reports.

- Use Wireshark’s file set and rin
buffer capabilities to identify the
cause of intermittent probléms.

=~ Filter on 802.11 retries and watch
signal strength when troubleshoooting
LAN networks.

- Visit ask.wireshark. or}? when you get
stuck - the Wireshar ﬂommumfy s
very supportive.




Tips for Working with Large Trace Files

Wireshark performance can become degraded or Wireshark might even crash when opening very
large trace files.

o4

I try to keep my Wireshark trace files to 100 MB size maximum. As I add more columns and
coloring rules, larger files load too slowly and applying filters can take too long.

Wmﬂ ﬁqm WMWM\

)

0000 £f When you add lots of buttons and b ci 08 06 00 O1

0010 08| coloringrules,largetracefiles |b c1 4a 1f 54 01

0020 00| (over100 MB) will load very slowly |0 00 00 00 00 00
0030 00 { } ry y 0 00

: o~
) ﬁ File: "Ch\UsersiLaural... | Packets: 868121 . Displayed: 860121

TLoad time: 0:44.136 )

We will cover three options to consider when your trace files become too large.



Split Large Files with Editcap

Editcap is a free command-line tool that is installed in the Wireshark Program File directory during
the Wireshark installation. Use the parameters —i to specify the seconds per file or use —c to specify
the packets per file.

Syntax: editcap <infile> <outfile>
Example: editcap -c 20000 bigfile.pcapng smallerfiles.pcapng

Editcap will create a group of files that begin with "smallerfiles," contain a file number and end with
a date and time stamp. When working with these files in Wireshark, select File | File Set | List Files.

This option is not suitable if you need to perform reassembly of traffic that will be split across
multiple files.

If you want to know how many packets are in the file or how much time transpired in seconds, use
Capinfos. Capinfos is another tool that is automatically installed in the Wireshark Program File
directory. Simply type capinfos <filename> to view the trace file details.



Create a Trace File Subset with Tshark and Display Filters
Extract specific packets of interest using Tshark with display filters to create a subset with which to
work.

Syntax: tshark -r <infile> -Y "<display filter>" -w <outfile>
Example: tshark -r bigfile.pcapng -Y "ip.src==10.1.1.1" -w 10.pcapng
This option may take a long time when extracting a subset from a large trace file.

J4

It is a good idea to make a habit of using quotes around your display filters when using Tshark.
The quotes are required when display filters have spaces in them.



Open Large Trace Files in Cascade Pilot (aka "Pilot")

Pilot was designed to open, visualize and export customized reports on the contents of very large
trace files. In the image below we opened a 1.3 GB trace file and noticed suspicious traffic in the
TCP Flags Distribution view. There appears to be illegal TCP flags set in some of the packets (No
Flags and SYN-FIN-PSH-URG).

In Pilot, you simply click and drag a view over a trace file to create a chart or graph.

Some of my favorite views in Pilot are circled in the following images.

Views | : | Views .
Start Search EE Start Search |:|E|
&> ‘5 Customn - & 5y Custom -
I> g Recently Used 1> @l Recently Used
s} Bandwidth Over Time (1s - 1d) [3] Bandwidth Over Time (1= - 1d)
[s] Network Usage by Port (15 - 1d) [§] Network Usage by Port (1s - 1d)

«] Network Usage by Port Group (1s - 1d) [§] Network Usage by Port Group (1= - 1

[.._-1 Metwork Usage by Application (1= - 1d) [..-1 Metwork Usage by Application (1= - 1

bt o L

Bf] Metwork Usage Analysis (15 - 1d

[.-._] IP Conversations (1s - 1d)
[§] Protocol Distribution (15 - 1d)

[i} IP Conversations (1s - 1d)
%) Protocol Distribution (1s - 1d)

I el | Generic| 1> Gl Generic
I taag 802.11 1> e 802.11
I= G LAN and Metwaork I e LAN and Netwaork
w (g Bandwidth Usage I> Yl Bandwidth Usage A
[..._-] Metwork Usage Summary by Direction and Port Groi I> @ Talkers and Conversations 3
[5] Port Groups Over Time (1= - 1d) E w 33| Performance and Errors
[s) Local vs. Non-Local Traffic (15 - 1d) > & Performance and Errors Watches
I> % Bandwidth Usage Watches I ' IP
1> G Wire Level v i@ TCP
1> % MicroBurst E_] TCP Timing Analysis by IP Conversation (1= - ?
I e IP [§] TCP Timing Analysis by TCP Connection (1s - Tt
w iy TCP-UDP [§] TCP Window Size Over Time (1s - 1d) - Filter: TC

=y

[§] TCP Bandwidth Over Time by Direction (1s - 1d) \| [§] TCP Flags Distribution (1s - 1d) - Filter: TCF Traj/d

[§] TCP vs. UDP Bandwidth (1= - 1d) - Filter: TCP or w 23 TCP Errors
[z} TCP/UDP Payload Bandwidth Over Time (15 - ‘-:/i %] TCP Errors Overview (1= - 1d) - Filter: TCP Trj
] = [§] TCP Errors Peers (1s - 1d) - Filter: TCP Traffic

> & VoIP [§] TCP Errors by Port Group (1s - 1d) - Filter: TC

I S FIX [§] Top TCP Error Sources and Destinations (1= -
Il SQL B - £ Connections and Requests
I ‘g CIFS i Yl Round Trip Time
I \aa Citrix I> Gl Service Response Time
I G VXLAN I> 4 Web
I= aj Talkers and Conversations 2 I gl ViolP i

In the image that follows we opened a large trace file (monsterfile.pcapng[44]) and applied several
views to the file. The TCP Flags Distribution view is in the foreground. When examining the file in
Pilot we quickly found that we have some illegal TCP handshake packets in the file. We were not
aware that we had a malicious host on our lab network until we opened this view.



- ;
7NN Al A ) Cascade Pilot =
4@‘}}\\' "-5} ﬁ % ‘t: wish | ' D § - T = =
— Homs Time Control  Watches/Events: | Reporting | Remete ﬁ
LB A Views = ﬂ;@ Q ;
D = N ! Title Metwork Analysis Report Export views to a
Cumrent: - Recent. Change Browse AnslestiClient Information - Feport i
VIem 7 Open Reports il el I8 T At customized report
Generste Report Manzgement Setlings Designer
—— Devices | Files |——nalysisby TCPConnection | € 7 TCP Window Size Over Time | © ¥ TCP Flags Distrbuion 4 b | «
v monsterfilepcapng '« || [Filter - TCP Traffic I ¥
[3] Bandwidth Over Time (TCP Flags Over Ts : ! : q b
- ags me
v ) Network Usage by Porl [ e _| Quickly wsual!ze the.trafﬁc i
5} ICMP Types Over Ti i through various views W 40K
& sine barselecho : o, - _ J | EFIN-ACK g
[5] IF Conversations (7 ; B FIN-PSH-ACK =
& single bar selectio st ' | EIFIN-PSH-URG L
[5] Round Trip Time - \wor % 8dk — ' ' o Flags Y
G T S T B | | | lPSH-ACK =
Filter: cibe "ip protoco - i | @RST
- : - [X] .
| TCPEnm O (e e | SRS AcK
i __l B CUE ..,_' F.r_'l..:-\_.i=| 020K ! M a 'S'\m
v [,._l _{IZF' Flag:h[hsmbutmn_ " P : ﬁ B — EWN_A{;K
Filter: cube ip protoco L arl Lo o p g SYM-FIN-PSH-... o
l R Y3527 148:1127 14:31:27 14:51:1 %
] Tl | p |
— Hotes | | @
i T || | Number of packets per seconds transmitted for eveny combination of TCF flags, charted overtime.
v P P ery g e
Srait Search ElE EZF: are definitely malicious communications on the networ. We see SYN-FIN-PSH-URG flags and Mo
- ; i : ;|
b Ny Trllescand Ko erstios Add notes about each view - they g
w ') Performance and Errors ill be included: i rt -
i &g Performance and Errors \we - I = , = l Wi De ICIUCEec In your repo 3
B {fggregsted TCF Flaogs distnbution [
|i=a| IP L = = S
v @y TCP SEO.00K g
[§] TCP Timing Analysis by
[§] TCP Timing Analysis by
[§] TCP Window Size Dver” 435 00K
[} [TCP Flags Distribution | -
. = T
- {'J_TCP Esrors, | 23000k
|_Lj TCF Errors Overview E
[£] TCP Errors Peers {12 |
|5} TCP Errors by Port Grl_ 145.00K
[s] Top TCP Error Source T0.21K §6.70K
- &4 Connections and Reques ; I.D8K 435K 240K 15000 12300 400 100 100
v 23 Round Trip Time g L@ T Tk Lo Tobe T T4 T.o T8
Wi hegy ¥ 3 7 ¥ s & g S &
[3) AvgiMinMax Round T | e i & i&g
[s] Round Trip Time by Py N & @
i) Round Trip Time bys=—__ There are many predefined views that you can 2
[<} Round Trip Time - o, _ l click and drag to a trace file in the list above 3|
R T — r R . _ hdow: 83112012 2|
TCP Flags Distribution on monsterfile pcapngat 7:22 PM —  Selected Chart: TCP Flags Gver Time Gy ot
A

W

In the lower graph (Aggregated TCP Flags Distribution), we selected both unusual flag settings. Using
right-click functionality we exported these illegal packets to Wireshark for further analysis. We
identified 24.6.181.160 as the suspect machine on the network.



M “monsterfile.pcapng (

File Edit View Go Capture Analyze Statistics Telephon! Tools Internals Help
oAl ELX2E A¢eaTEIEE Qaal EBm%| B

Filter: EI Expression... Clear Apply Save TCP Delay HTTP Delay SMEg

Mo.  Time Source Destination Protocol Length  Info

0.000 24.6.181.160 198.66.239.146 TCP 74 34033 > ftp [<None>] Seq=1 Win=131072 Ler
0.040 24.6.181.160 198.66.239.146 TCP 74 34034 > ftp [FIN, SYN, PSH, URG] Seq=0 W

We quickly identified 24.6.181.160
as the suspect host

The book supplements (available at www.wiresharkbook.com/troubleshooting.html) include a
sample network analysis report created with Cascade Pilot.

For more information on Cascade Pilot, or to download a demo version, visit www.riverbed.com.



http://www.wiresharkbook.com/troubleshooting.html
http://www.riverbed.com

Tips for Naming Your Trace Files

It is very frustrating to open a directory of trace files called tracel.pcapng, trace2.pcapng, and
trace3.pcapng. Define a useful naming scheme for your trace files as soon as possible. Consider
including capture location, capture purpose and any notes about the trace file in your trace file names.

Here are some examples of trace file names that are long, but give you an idea of what might be
contained in the trace file.

o swil-msmith-slowsalesforce.pcapng
o swl-msmith-backgroundidle.pcapng
e [ocal-gspicer-slowbrowse.pcapng

e [ocal-gspicer-uploadstuck.pcapng

o fs2-disconnects.pcapng

o rtr2sidel-slowpath.pcapng

o rtr2side2-slowpath.pcapng

You may also consider keeping a log book for your capture sessions. Enter the trace file name and a
quick description of what you see. This can help when you document the troubleshooting process for
management, if necessary.



c=confidential

Trace Name/Attributes Notes

swl-72-sfslow Karen (.72 address) - Salesforce slow accessing contact list.

Notice the constant 300 ms on response. Need trace by server.

Sl TP sl Karen .72 - notice the difference in number of lost packets.
We might have a delayed ACK situation here. This proxy is

using delayed ACKs to the server and we have timeouts. Can
we turn off delayed ACK on this proxy?

WMW‘»N"

These notes can also be placed directly in your trace files using trace file annotation and packet
annotation.



Tips for Detecting Security vs. Performance
Issues

Keep in mind that lousy device communications may be caused by misconfigurations or possibly a
compromise on the host. For example, if the entire network is being flooded with broadcasts,
consider that there may be a misconfiguration leading to this problem or hosts may be compromised
by malicious software that launched a network discovery process. Perhaps a bot is attempting to
discover and infect other hosts on the network.

You cannot separate the task of network troubleshooting from network forensics. You should always
be on the lookout for suspicious traffic patterns.

In Open Large Trace Files in Cascade Pilot, we were looking for the cause of poor performance, but
located illegal TCP flags in the packets.

We opened the TCP Flags Distribution View of a trace file and noted TCP packets that have no TCP
flags set (No Flags) and TCP packets that have illogical flags set (SYN-FIN-PSH-URG). Both of
these are indications of a client that may be compromised or even a user that may be running a
reconnaissance application (such as Nmap or Nessus).

If we were working with a smaller trace in Wireshark, we could apply a filter for tcp.flags ==
0x000 || tcp.flags == 0x02B to locate these illegal TCP flag values.

& ¥ TCP Flags Distribution 4 b
| Filter - TCP Traffic ¥ |
TCP Flags Over Time b
i E’; P
BFin-ACK
1.20K W FIN-PSH-ACK
1.00K : .'::"._:E.—:__:::_
m Wic Flags
v 080K ':5.—;__:
L
% 0.60K I GEn
o 040K @_ ST-ACK
020K —_— E-;_:..: gt
. A R LTS
0 & SYN-FIN-PSH-URG
13:51:27 14:11:27 14:31:27 14:51:3
Mates # |




Tips for Quickly Creating the "Golden Graph”

In Correlate Drops in Throughput with TCP Problems (the "Golden Graph") we created the
"Golden Graph"—an 10 Graph with the Bad TCP coloring rule filter string applied on Graph 2.

If you create this graph often, typing in the Bad TCP coloring rule filter string may be tedious. To
speed up the process, save the Bad TCP coloring rule filter string as a display filter.

Wireshark Lab 97: Save a Bad TCP Display Filter for the Golden Graph
Step 1:

Open tr-problemstream.pcapng.

Step 2:

Click the Display Filters button ™| on the Main Toolbar. Click New.
Step 3:

Enter Bad TCP for the filter name and tcp.analysis.flags &&
'tcp.analysis.window_update for the filter string. Click OK.

M Wireshark: Display Filter - Profile: Master Troubleshoating F‘r-::n...l. =aEs |-";:h

Edit Display Filter
IP cnly
IP address192.168.0.1

Mew IP address isn't192.168.0.1, don't use != for this!

IPX only
TCP anly
UDP only
UDP port isn't 53 (not DMS), don't use != for this!
TCP or UDP port is 80 (HTTP)

Delete HTTP
Mo ARP and no DMS
Mon-HTTP and non-5MTP to/from 192.168.0.1 -

m

Properties
Filter name: | Bad TCP

Filter string: | tcp.analysis.flags 88 !tcp.analysis.window_update Expression...

T'F’ [ OK H Apply || Cancel ‘

L &

Step 4:
Wireshark will automatically apply your new display filter. Click the Clear button.

Step 5:
Let's create the Golden Graph using this new display filer. Select Statistics | [O Graph.

Step 6:
Click the Graph 2 Filter button and select your Bad TCP display filter and click OK. Change the



Style for Graph 2 to FBar and click the Graph 2 button to enable the graph.

Step 7:

Change the Tick Interval to 0.1 sec, the Y Axis Unit to Bits/Tick, and the Y Axis Scale to
Logarithmic. Scroll left and right through the graph to see where the problem occurs during this file
transfer.

Notice how this problem affects the throughput rate as TCP tries to recover.

‘ Wireshark IO Graphs: tr-problemstream.pcapng l = | (=] |—E?-I
10000000
1000000
100000
10000
1000
100
10
1
| T T T T T T T T T T T T T T T T T T T T T T T T 0
12.0s 14.0s 16.0s 18.0s 2205 2405
] | m | b
Graphs A Axis
[Graphl] Color ’Filter:‘ Style: |Line IEI [¥] Smooth | | Tick interval: 0.1 sec |Z|
[Graphl] Cu:ulu:ur’FiIter:‘ tcp.analysis.flags && tcp.analysis.window_update | Style: FBar IEI V] Smooth Eerbnerick 3 |E|
L [] View as time of day
[Graph3| Cole ’Filter:‘ Style: | Line IEI [¥] Smooth -
’ ] ’ | = Y Axis
Graph 4 | Color | Filter: o Bits/ Tick
: Set the scale to Logarithmic for a clearer& T =
’Graph 5] ) ’Fllter:‘ : E _ Y Legarithmic |Z|
view of problem points in the trace file :
Smooth: | Mo filter |Z|
l Help ] [ Copy l I Save ‘ I Close ]

L

In the "olden days" (prior to Wireshark 1.8), we would focus on saving numerous display filters in
the display filters list (dfilters file) that we want to apply over and over again to trace files.

With the creation of filter expression buttons, however, we do not save many display filters in the
display filter list. Instead, we save our display filters as filter expression buttons.

This is an example of one of the few display filters you want to create and save the "old-fashioned"
way, in the display filters list.



Tips for Analyzing TCP-Based Applications

TCP is a very popular transport mechanism. TCP is used for web browsing sessions, email
communications, file transfer applications and more. You can troubleshoot these TCP-based
communications more quickly by following these simple steps.

e Look at the TCP handshake to get a snapshot of round trip time.
o If capturing at the client, measure the time between the SYN and the SYN/ACK.
o If capturing at the server, measure the time between the SYN/ACK and ACK.
Open SYN and SYN/ACK packets and examine TCP peer capabilities (TCP Options).
o Decent MSS size?
o SACK supported by both?
o Window Scaling supported by both?
o Decent scaling factor?
Launch the 10 Graph and look for drops in throughput.
o Add the Bad TCP coloring rule filter to the IO Graph to correlate drops in throughput with
TCP issues (the Golden Graph).
Open the Expert Infos to view detected problems.
o Focus on Errors, Warnings and Notes.
o Expand sections and click on packets to jump to that location in the trace file and explore
further.
View and sort the TCP Delta column (tcp. time delta).
o Sort the column from high to low and examine delays.
o Do not get distracted by "normal delays" (refer to Do not Focus on "Normal" or
Acceptable Delays).
View and sort the Calculated window size field to look for issues.
o Do not worry about FIN or RST packets with Window 0 values.
o Look for low window size values and delays in close proximity.

Consider building on to this TCP troubleshooting checklist as you gain more experience in detecting
TCP issues.



Tips for Locating the Cause of Intermittent
Problems

It can be very frustrating to learn about a problem and then find that it is an intermittent problem. How
do you capture the traffic during the time when the problem is occurring? Consider using a Ring
Buffer during the capture process.

The Ring Buffer is a capture option that limits the number of files saved when you are automatically
capturing files to disk. Use the Ring Buffer to avoid filling up a hard drive during automatic captures.

To capture intermittent problems, set up a capture machine close to one of the machines that
experiences the problem. Use a tap if possible. Start capturing traffic to a file set and define the
number of files to be saved by the Ring Buffer. Do not set an auto stop condition—stop the capture as
soon as possible after the problem occurs.

The 1mage below shows a possible setting to capture an intermittent problem.

“WWW*%W*M#

[¥] Use premiscuous mode on all interfaces

Enable multiple file capture Define the File Set stem name

pture Files

Browse...

ile: | chusersilauraitraces\swl-freddisconnects.pcapng

[¥] Use multiple files [¥] Use pcap-ng format
[7] Nextfile every 100 = |mebibyte(s) =] ﬂ Define the condition to
[] Nextfileevery |1 7 |minute(s) create the next file

[#] Ring buffer with 5

= files
[] Stop capture after |1 fi'E{g':\SEt the maximum number

of files to be saved

Stop Capture Automatically After...

(1 - packet(s)
1 - | mebibyte(s) .
[ |1 = |minute(s) (

Stop the capture as soon as possible after the problem occurs. Consider asking the user to contact you
when the problem occurs.

When you stop capturing the last file is displayed. Work backwards through this file and then the
other files in the file set to locate the problem. Select File | File Set | List Files to view and navigate
between files in the file set.



Tips for Detecting WLAN Problems

To troubleshoot WLAN traffic, you must capture the traffic properly. That means you need to capture
the 802.11 Management, Control and Data frames, the 802.11 header, and have a pseudoheader
applied—either a Radiotap header or PPI (Per Packet Information) header.



Capture Management, Control and Data Frames
Management and Control frames are necessary to identify problems with associating and
authenticating to a WLAN. Data frames provide us with the actual throughput rates on a WLAN.



Prepend Radiotap or PPl Headers

Radiotap and PPI headers contain metadata on the received frame. This metadata includes the signal

strength and frequency at the time of receipt. Low signal strength can be an indication of a weak
transmit signal or a sender that is too far away. The frequency value tells us on what channel the

packet arrived.



Capture the 802.11 Header

This may seem like an easy task, but if you use your native WLAN adapter for the capture, that
adapter will likely strip off the 802.11 header. Wireshark will display an Ethernet header 1n its place.

The 802.11 header contains a Retry bit (wlan. fc. retry) setting that indicates if the packet is an
802.11 retry. This is a MAC-layer retransmission. For example, a local 802.11 device sends a data
packet to the Access Point. If an 802.11 ACK is not returned within the ACK timeout, the data packet
will be retransmitted with the Retry bit set to 1.

= Frame 1: 122 bytes on wire (976 bits), 122 bytes capturedg
@ Radiotap Header v0, Length 20
= IEEE 802.11 QoS Data, Flags: ....R..T.
Type/Subtype: QoS Data (0x28) [ | AN Retries are sent then
= Frame Control Field: 0x8809 the ACK Timeout expires
..00 = version: 0

.... 10.. = Type: Data frame (2)
1000 .... = Subtype: 8
= Flags: 0x09
..01 = DS status: Frame om STA to DS via an AP
.0.. = More Fragments: Jhis is the last fragment
% .... 1... = Retry: Frame is being retransmitted
..0 = PWR MGT: STA will stay up
. ; 2 = More Data: No data buffered
Ey + S = Protected flag: Data is not protected
i = Order flag: Not strictly ordered

ACK time outs may occur because the signal strength of ACKs are too weak or interference
(collisions) may have corrupted the ACK packets.

Wireshark Lab 98: Filter on WLAN Retries and Examine Signal Strength

Step 1:
Open tr-wlanissues.pcapng.

This traffic was captured using an AirPcap adapter. The Radiotap headers are visible as are the
802.11 headers.

Step 2:
Right-click on the IEEE 802.11 QoS Data, Flags: ....R..T line in Packet 1 and select Expand
Subtrees.

Step 3:

The Retry bit resides under the Flags section in the Frame Control area. Right-click on the Retry bit
field and select Apply as Filter | Selected. Wireshark creates and applies a display filter for
wlan.fc.retry ==

In this trace file, 1,664 packets (64.1% of the traffic) are MAC layer retransmissions. The ACK



timeout value expired at the sender, so the packets needed to be resent.

€
0010 4b"00 00 20 88 09 b0 DO 00 5 bl df a

0020 2c a7 6¢c 6Ff 00 90 fb 42 fa 76 30 28 00 O
0030 03 00 00 00 08 0Q.Z 00 40 3d 3a 40 c

@ 7| File: "C:\Users\Laura\... | Packets: 296 - Displayed: 1664 (64.1%) JLoad tirme: 0:00.170

Step 4:
Notice that Packets 8, 9, and 10 are all GET requests for the same file, sor.css. Wireshark has marked
them as TCP Retransmissions and the Retry bit is set in each packet.

Let's examine the SSI (Signal Strength Indication) Signal (dBm) value in these packets. This
information is sent up from the WLAN adapter driver. A strong SSI Signal (dBm) would be closer to
zero. For example, -20 dBm is a stronger signal than -70 dBm.

Right-click on the Radiotap Header line in Packet 8 and select Expand Subtrees.
Then right-click on the SSI Signal (dBm) line and select Apply as Column.

= Frame 8: 451 bytes on wire (3608 bits), 451 bytes
= Radiotap Header v0, Length 20
Header revision: 0
Header pad: 0
Header Tength: 20
= Present flags
= Flags: 0x10
Data Rate: 36.0 Mb/s
Channel frequency: 2412 [BG 1]
@ Channel type: 802.11g (pure-g) (0x00c0)
SSI Signal: -69 dBm

SSI Noise: -100 dBm

Signal Quality: 55 Watch the $SI Signal value

Antenna: 0

SSI Signal: 31 dB
= IEEE 802.11 QoS Data, Flags: ....R..T. {'

Type/Subtype: QoS Data (0x28)
= Frame Control Field: 0x8809
PR || | Version: 0
. A . T : Data frame

Also consider looking for malformed frames. Malformed frames appear in the Expert Infos Errors
area and may be an indication of a Wireshark dissector error, a weak signal, or collisions.



ifgﬁtncnl Length  SSlSignal (dBrm)  Info <
LIPv4 122 -68 Fragmented IP protocol (proto=Unassigned 204, off=1632, ID=3d
CP 122 -68 54591 > http [SYN] Seq=0 win=65535 Len=0 MSS=1460 wS=16 TSval=
CP 110 -67 54591 > http [ACK] Seq=1l Ack=1l Win=131712 Len=0 TSval=8713449
TTP 548 -68 GET / HTTP/1.1
110 -69 54591 > http [ACK] Seq=439 Ack=2689 win=129728 Len=0 TSval=871
CP 110 -68 54591 > http [ACK] Seq=439 Ack=4033 win=131072 Len=0 TSval=87134
CP 110 -70 54591 > http [ACK] Seq=439 Ack=6074 wWin=129024 Len=0 Tsval=871

451 -69 GET /_css/sor.css HTTP/1.1
451 -68 [TCP Retransmission] GET / s/sor.css HTTP/Ll.1
451 -70 [TCP Retransmission] GET /_ ~.cs3\037HTTP/1.

110 -70 54591 > http [ACK] Seq=780 Ack ?255 WiReL29888 Len 0 Tsval=871

445 -70 GET /images/nav/nav_0l.gif HTTP/L.
122 -71 54593 > http [SYN] Seq=0 win=65535 | Thislooks like a malformed frame
123 -70 54594 > http [SYN] Seq=0 wWin=65535 [Cen= = = va

122 -72 54594 > http [FIN, RST, PSH, ACK, URG, NS Reserved] Seq—1682

.....

§ B MNMreo Ao om - p-\-.,--'l = "_I. G ol s =
el =i\ _T'q." UUT-UT- aer o=t > http _‘."'

_____

ssion] 54594 > http _b]\] ;cq—n Win=65535 Len=0

These akici ook maliormed 5 [SYN] Seq=0 Win=65535 Len=0 Ms5=1460 Ws=16 Tsval=§

122 -71 : [URG ECN, Reserved] Seqg=0 Win= 302992 bogus TCP

-----

AR -70 [TCP Retransmission] 54595 > http [SYN] Seg=0 L

v- o . o -::I w . e

This trace file shows a classic WLAN problem of packet loss. At the point of capture we see some of
the client's packets are corrupt and many of the packets are retransmissions.

If we were capturing close to the Access Point, we'd move closer to the client to see if distance is the
issue or when corruption appears. We'd watch for the location at which corruption does not appear
and the signal strength is adequate.

If you are serious about analyzing and troubleshooting WLANSs, consider investing in the Wi-Spy
adapter and Chanalyzer software from MetaGeek (www.metageek.net).

Using Wireshark, we can capture the traffic and see what the packets look like, but the Wi-Spy
adapter and Chanalyzer software can be used to diagnose issues with radio frequency (RF) signals.


http://www.metageek.net

Tips for Sanitizing Trace Files

Security rule: Never share trace files that may contain confidential information.

Now that we've set the record straight on that issue, there may be times when you must break that rule
to send a trace file to a vendor or share a trace file with other Wireshark users at ask.wireshark.org.
There are several ways to sanitize your trace files, but many "dedicated sanitizers" do not recognize
.pcapng format, cannot work with VLAN tags, or cannot sanitize IPv6 traffic.

o

As of version 10.5, Wireshark still has a security flaw where it leaks name resolution information
in trace files. The trace file tr-problemstream.pcapng offers an example of this information leak.
This trace file was saved as a subset of a much larger trace file. If you select Statistics | Show
address resolution, you will see a list of host names that are not related to this subset trace file.
This problem is defined further in Wireshark bug 8349

(bugs.wireshark.org/bugzilla/show _bug.cgi?id=8349).


http://bugs.wireshark.org/bugzilla/show_bug.cgi?id=8349

Edit Trace Files with a Hex Editor

You could use a hex editor (such as Hex Editor Neo, available at www.hhdsoftware.com) and
perform a search and replace for specific values (such as the company or project name). This method
does not recalculate any header checksums on packets that contain changes. If you enable Ethernet, IP,
UDP, or TCP checksum validation these packets will generate checksum errors.

AW % tr-frptransfer.pcapng® K] ™
0000050b | 00 01 02 02 04 05 06 O7 OB 05 Oa Ob 0Oc O4d 0Oe OFf

000002=0 58 00 00 00 O& 0O OO OD 6c OO OO OO OO OO OO OO P I
000002d0 cOeb 04 00 3c 34 Of 892 4a 00 00 00 4a 00 00 0O T KL (RN,
0000020 d4 85 64 a7 bf a2 ac 5d 10 11 =2 b9 08 00 45 00 0_d§;£-]..a'..E.
0D0002£0 00 3c fe 8c 40 00 ed 06 48 8c 85 18 ff 89 <0 a8 .<pER.i.HE..§™A"
00000300 01 48 00 1% cB =8 00 20 =9 b0 09 87 Oa 70 30 18 .H..E&. &°.%.pP.
00000310 02-22 47 1e 00 00 322 32 30-20 28 78 73 46 24 30 #5...220 (vsFTIP
00000320 €4 20 33 2e 30 2e 322 29 0d4d 0a 00 00 &= 00 0O 0O i e Uyt
00000330 06 00O 00 00 &8 00 OO0 OD OO OO 00 00 cB9 eb 04 OO e s e e EE..
00000340 Z2c 38 0f£ 92 46 00 00 0D 46 00 00 00 ae 5d 10 11 O it ] B
00000350 e2 b9 d4 85 64 a7 bf a3 08 00 45 00 00 38 44 =8 410.ds§;£..E..8D&
00000360 40 00 80 06 00 00 =0 a8 D1 48 85 18 f£f 09 =8 =8 @.€...A .H_ . y™E&

00000370 00 15 09 87 0Oa 70 00 20 e85 =4 50 18 40 24 46 cd vook.p. BAP.ASFI
00000380 D0 HR- 55053 45e3d D0EE. <3338 3435 36T <383 .-OSER 123456789
00000390 0d 0a 00 OO0 &8 00 OD OD O€ OO OO OO 78 00 0O 0O : ... o

000003a0 0D 00 SEE
000003b0 SE TR

d
You can simply type in the fake values ordoa | ' --%--7p €.2.50..

Q000030

Q00003d0 - 87 A~ Ha JE =h. F
search and replace - the header checksums will 5 iy

Q00003e0 tb leulated d will ith BC €Pp. . %¥@..321 Pl

AnnOn D not be recalculated and will appear witherrors - | .. ____ .o .

00000400 in Wireshark if checksum validation is enabled | op  pacowora. . .x...

_—_— _—
00000410 06 00 OO0 00 TO 00 OO OO0 0000 U000 <cUeb 04 00 e e EE..

0000420 £ i 0 00 00 DO



http://www.hhdsoftware.com

Use TraceWrangler

Jasper Bongertz, one of the Wireshark Core Developers, created TraceWrangler (available at
www.tracewrangler.com), a Windows-based trace sanitization tool. TraceWrangler was created
specifically to sanitize .pcapng files. You can find a video of Jasper Bongertz's Sharkfest 2013
presentation entitled "Trace File Sanitization NG" at www.lovemytool.com. TraceWrangler is a
welcome addition to every analyst's toolkit.

The following image shows the TraceWrangler configuration to change all IPv4 addresses that begin
with 133.24 to 10.24. The host portion of the addresses will be retained.

% Trace Wrangler - Alpha Version @Elﬁ

File Options Help

Ma. Filename Siza Bhataol Tuna Eiret Erama Tima Channale Eramag State

i N
1 tr-fiptransfer. pcapng % Tazk Details - Anonymization ==
General Action
- PCAPNQ 7 .
i () Passthrough IPv4 addresses will be replaced based on the replacement settings below,
4 layer 2 § The IPv4 subnet lists has priority over randomization.
Ethernet @ Replace =
Taskname o
Anonymize Files “ Tunnel Settings for IPv4 Replacement
F] -L@yer 3
IPvd [[|replace IP addresses by list
Lo IPVG :
4 -Layer 4 Add
- TCP =
i UDP o
Qutput =
Remave
[¥] replace IP addresses by subnet and [keep host part v]
Criginal Subnet Replacement Subnet
133.24.0.0/16 10.24.0.0/16

[¥] Randomize IP addresses |

[T randomize IP Identification L

Statusz Idle Files: ] E
L. Ckay [¥] Recalculate CRC: Keep bad checksums bad =~ = =1



http://www.tracewrangler.com
http://www.lovemytool.com/

Tips for Faster Problem Detection

You need to know what is "normal" in order to spot anomalies. Baseline trace files depict traffic
when things are going well.

These baselines can help you define normal behavior. For example, a baseline trace file of a login
process should be created when the login procedure works well. If someone complains about the
login process at a later date, you can compare the trace file of the current poor login performance to
the baseline trace file. Are there large differences in the packet count? Are there errors in the newer
trace file? Are there large delays in the newer trace file? A simple comparison between the two trace
files can help spot where the problem lies.

The following lists some of the network traffic that you may want to baseline:

Computer boot up sequence
Computer shutdown sequence
Login sequence

Logout sequence

Application launch sequence
Common application tasks
Application shutdown sequence
Traceroute to target

Save these trace files in a special location so they do not get lost. In addition, consider creating a new
baseline trace file set when you update network components, software or design.



Tips to Learn How TCP/IP Works

You must know TCP/IP well (including network, transport and application-layer elements) to spot
performance problems quickly.



Analyze Your Own Traffic
One of the best ways to learn how TCP/IP and applications work is to capture and analyze your own
traffic. You can do this at home or at the office (with appropriate permission, of course).

Start capturing traffic without using a capture filter. Toggle to an application, such as a web browser
and visit a web site. When the main site page has loaded, toggle back to Wireshark and stop your
capture. Analyze the traffic you captured.

For example, in tr-ietfwithbackground.pcapng we started capturing traffic on a lab machine, opened
Internet Explorer and browsed to www.ietf.org.

r! tr-ietfwithbackground.pcapng — L':' |G
File Edit View Go Capture Analyze Statistics Telephony Tools Internals Help Anaryzg your own traffic as often as
2 g £, B g = ossible to become familiar with your
el e naie e sins. net'f:rork traffic as you perform vario:s tasks
Filter: IZI Expressi
Mo. Time Source Destination Protocol  Length  Info »
2 | g 192.168.1.72 192.168.1.254DNS Standard query Ox0880 A www.iet|R
2 0.033 192.168.1.254 192.168.1.72 DNS 88 standard query response 0x0880 .
3 0.003 192.168.1.72 4.31.198.44 TCP 66 55009 > http [SYN] Seq=0 win=819
4 0.000 192.168.1.72 4.31.198.44 TCcP 66 55010 > http [SYN] Seq=0 win=819
5 0.035 4.31.198.44 192.168.1.72 TCP 66 http » 55009 [SYN, ACK] Seq=0 Ac
6 0.000 192.168.1.72 4.31.198.44 TCcP 54 55009 > http [AcK] seq=1l Ack=1 w
7 0.000 192.168.1.72 4.31.198.44 HTTP 312 GET / HTTP/1.1
8 0.001 4.31.198.44 192.168.1.72 TCP 66 http > 55010 [SYN, ACK] Seq=0 Ac
9 0.000 192.168.1.72 4.31.198.44 TCP 54 55010 > http [ACK] Seq=1l Ack=1l w
10 0.031 4.31.198.44 192.168.1.72 TcP 60 http > 55009 [AcCK] Seq=1 Ack=259
11 0.002 4.31.198.44 192.168.1.72 HTTP 1514 HTTP/1.1 200 oK (text/html)
12 0.002 4.31.198.44 192.168.1.72 HTTP 1514 Continuation or non-HTTP traffic
0.00 98.44 168 1. e 1513 tinuation or sHTTR. traffic

Examining tr-ietfwithbackground.pcapng, we notice the following characteristics:

The client's IP address is 192.158.1.72. The client's MAC address is d4:85:64:a7:bf:a3. The
OUI friendly name ("Hewlett-") indicates the client may be using an HP computer. [Packet 1]
The DNS server is located at 192.168.1.254. [Packet 1 and Packet 2]

The DNS server responded in approximately 33 ms. [Packet 1 and Packet 2]

The HTTP server (www.ietf.org) is located at 4.31.198.44. [Packet 2]

The client supports SACK and Window Scaling, with a scaling factor of 4 (shift count 2), as
well as an MSS of 1,460 bytes. [Packet 3]

The IETF server supports SACK and Window Scaling, with a scaling factor of 128 (shift count
7), as well as an MSS of 1,460 bytes. [Packet 5]

The TCP handshake SYN-SYN/ACK indicates the round trip time is approximately 35 ms.
[Packet 3 and Packet 5]

The client is running Internet Explorer v10.0 on a Windows 64-bit host. [Packet 7]

The IANA web server appears to be running Apache/2.2.22 (Linux/SUSE). [Packet 11]

The client browser uses the Microsoft phishing filter (URL Reputation Service). [Packet 50 and
TCP communications to/from 207.46.15.253]

The client is running Dropbox. [Packet 151 and Packet 152]



http://www.ietf.org
http://www.ietf.org

e There is a dual-stack host at MAC address 40:61:86:3¢:a9:84 that supports Zero Configuration
networking (ZeroConf). [Packet 161 through Packet 166]

Try to make a habit of capturing and analyzing your own traffic as often as possible. You have control
over the application, so it is often easier to spot the related traffic in the trace file.



Tips for When You Get Stuck

There will be times when the traffic just does not make sense. You have some resources available to
you in these situations.

e Ifthe question concerns a protocol, such as TCP, there are numerous educational resources on
the Internet and, of course, the RFCs (www.ietf.org).
e There are also a number of resources listed at www.wiresharkbook.com/resources.html.

If you need assistance with Wireshark functionality or packet interpretation, consider asking for help
at ask.wireshark.org.

Before you ask your question, enter key terms in the Search area and click the Search button to find
out if anyone has asked a question about the topic. You will find that a number of the Wireshark
developers, and even Gerald Combs himself, hang out at ask.wireshark.org.

- )
m [ Tags \ ‘ Users ‘ ‘ Badges } [ Unanswered \ Ask a Question
|zero window ‘ l Search l -

@ Questions © Tags © Users
questions matching "zero window' & active | newest  most voted 30 . -
questions matching 'zero
0 1 TCP ZeroWindow Probe. RO
votes answer | views window | zero | tcp 12 Oct, 02:17 Kurt Knochner + 13.4k 67 answers
questions
0 1 145 Howto best analyze two different captures
voies EEEr ViEws zero-window | tcp 03 Oct, 22:54 Jasper + 12.6k You have a trillion packets
0 3 expert.message == "Window update” You need to see four of them.
Riverbed Technology's Cascade
votes answers views web | window | update | iis 09 Sep, 22-:09 zhoucengchao 36 products let you seamlessly move
g i g between packets and flows for
0 3 425 TCP Retransmission with a delay time of two seconds comprehensive monitoring, analysis
votes answers | views retransmissions 04 Sep, 20-37 mrEEde 656 and troubleshooting.
L ]
0 1 13 retransmissions issue rl Verbed
votes answer views cliret_issues 23 Aug, 03:54 mrEEde 656
0 2 M7 Zero window size .
s | Don't have Wireshark?
! L2 R What are you waiting for? It's freel
oo o < Wireshark documentation and
0 1 The transmission window is now completely full (el S e
LY nsw 5 i g $le ‘Vyﬁm—-—‘w‘



http://www.ietf.org
http://www.wiresharkbook.com/resources.html
http://ask.wireshark.org
http://ask.wireshark.org/

Appendix A: Create a Complete Wireshark
Troubleshooting Profile

Wireshark is a relatively generic packet analysis tool. With the exception of a few default coloring
rules and expert notifications, Wireshark is not customized for in-depth troubleshooting. It is a piece
of clay—you can mold it into an ideal troubleshooting tool with very little effort.

That is exactly what you will do in this chapter.

First you have the opportunity to import a premade troubleshooting profile from the
www.wiresharkbook.com web site. Consider adding further customization to that profile so it reflects
your network times and traffic. For example, if you want to know if HTTP redirections are occurring,
add an "HTTP Redirect" filter expression button (http.response.code > 299 &&
http.response.code < 400).

This chapter provides step-by-step instructions for creating a Troubleshooting Profile. You do not
have to be a Wireshark wizard to perform these steps—you just need to set aside about 15 minutes to
get it done.

You are working in a profile called "Default" when you launch a new installation of Wireshark.
Unless you add new profiles, you remain working in this default state—not ideal for troubleshooting,


http://www.wiresharkbook.com/

Import Laura's Troubleshooting Profile

The profile building process should only take 15 minutes, but you may not have 15 minutes to spare
right now. People are screaming at you constantly and you resort to hiding in your car at lunch to read
this book.[45] In that case, this next lab walks you through the process of importing a Troubleshooting
Profile that is available at the www.wiresharkbook.com web site.

Wireshark Lab 99: Import a Troubleshooting Profile

Step 1:
Visit www.wiresharkbook.com/troubleshooting.html and download the troubleshooting profile
(Troubleshooting Book Profile.zip).

Step 2:
In Wireshark, select Help | About Wireshark | Folders. Double click on the link to your Personal
Configuration folder.

M tr-fipfail.pcapng
File Edit View Go Capture Analyze Statistics Telephoni Tools Internal

oAl s BRRXE AT L IEET o erite AR s ®
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Step 3:
If you already have a profiles directory[46], copy the Troubleshooting Book Profile.zip file into
that directory and unzip the file.

If you do not have a profiles directory, just create one. Copy the Troubleshooting Book Profile.zip
file into that directory and unzip the file.

Your directory should look like the image below.

- | . v Laura » AppData » Roaming ¥ Wireshark » profiles » Troubleshooting Book Profile E
ot PP g P g

Organize * Include in library - Share with - Burn Mew folder

4 Wireshark 5 Marme 2

4 | profiles ;
. : || colorfilters
Troubleshooting Book Profile i
|| dfilters

|| preferences

|| recent

If you have the time to spare, consider going through this final lab to build your own troubleshooting
profile from scratch. It is good practice and you may find there are other settings you'd like to use.



Do It Yourself: Build Your New
Troubleshooting Profile

Your new Troubleshooting Profile will contain all the column settings, protocol preferences, coloring
rules and time values to speed up your troubleshooting processes. These settings were used in the
labs throughout this book.

Wireshark Lab 100: Create a Troubleshooting Profile

CREATE THE PROFILE

Step 1:
Right-click the Profile column on the Status Bar and click New.

Step 2:
In the Configuration Profile window, expand the Create From section and select Global | Classic.
Name your new profile My Troubleshooting Profile. Click OK to close the Profile Window.

~

( M Create New Profile l = |-E:hJ

Create from: | Classic |Z|

Profile name: | Troubleshooting Book Profile

[ QK l | Cancel |

L "

The Wireshark Status Bar now indicates that you are working in My Troubleshooting Profile.

SET PREFERENCES

Step 3:
Since bad checksums are typically due to task offload, we will disable Ethernet, IP, UDP and TCP

checksum validation first[47]. Click the Preferences = button on the Main Toolbar.
Expand the Protocols section, select each of these protocols, and change these settings:

Ethernet: Disable Validate the Ethernet checksum if possible
[Pv4: Disable Validate the IPv4 checksum if possible
UDP: Disable Validate the UDP checksum if possible
TCP: Disable Validate the TCP checksum if possible

Step 4:
Do not close the Preferences window yet. We have two more TCP settings to change:

TCP: Disable Allow subdissector to reassemble TCP streams
TCP: Enable Calculate conversation timestamps

Click OK to close the Preferences window.



CUSTOMIZE TIME SETTINGS and ADD A NEW TCP DELTA COLUMN
Step S:
Now let's work with settings related to time. First, let's change the Time Column Setting.

Select View | Time Display Format and set the Time column to Seconds Since Previous Displayed
Packet.

(Optional) Return to View | Time Display Format and set the precision to Milliseconds: 0.123.

Step 6:
Open tr-chappellu.pcapng and select Packet 16.

In the Packet Details pane, right-click on the TCP header section and select Expand Subtrees.

Right-click on the Time since previous frame in this TCP stream: 0.000831000 seconds line and
select Apply as Column.

Right-click on the heading of this new column and select Edit Column Details. Enter TCP Delta in
the Title area. Click OK.

-

Ml Wireshark: Edit Calumn Details L

Title: | TCP Delta

Field type: | Custom |E|

Field name: | tcp.time_delta

Cccurrence: |0

ok || Concel |
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ADD OTHER COLUMNS OF INTEREST

Step 7:
Right-click on the following fields in the packets listed below and select Apply as Column. Right-
click on the new column names, select Edit Column Details and rename the column as listed below.

Packet 14: TCP Header—Stream Index field
Name: Stream#

Packet 14: TCP Header—Sequence Number field
Name: SEQ#

Packet 14: TCP Header—Next Sequence Number field
Name: NXTSEQ#

Packet 14: TCP Header—Acknowledgment Number field
Name: ACK#

Packet 14: TCP Header—Calculated window size field



Name: WinSize

Packet 14: TCP Header—Bytes in Flight (inside [SEQ/ACK Analysis]) field
Name: Bytes in Flight

Packet 16: HTTP Header—HTTP Host field
Name: HTTP Host

Packet 23: HTTP Header—Time Since Request field
Name: HTTP Delta

Packet 25: DNS Header—Time field
Name: DNS Delta

Step 8:
Open tr-smb-slow.pcapng. In this case you will create an SMB Time column twice and then edit the
second column to display SMB2 time.

Packet 5: SMB Header—Time Since Request
Name: SMB Time

Packet 5: SMB Header—Time Since Request
Name: SMB2 Time
Field name: smb2 . time

REALIGN AND HIDE COLUMNS

Step 9:
Right-click on the following column headings and set their alignment to Left:

No.

Length
Stream#
SEQ#
NXTSEQ#
ACK#
WinSize
Bytes in Flight
Host

HTTP Delta
DNS Delta
SMB Time
SMB2 Time

Step 10:
Right-click on the following columns and select Hide. When you want to view the columns again,
right-click any column heading and select them from the Displayed Columns list.

TCP Delta (created in Step 6 of this lab)



Stream#
SEQ#
NXTSEQ#
ACK#
WinSize
Bytes in Flight
Host

HTTP Delta
DNS Delta
SMB Time
SMB2 Time

ADD NEW FILTER EXPRESSION BUTTONS

Step 11:
Enter the following display filter values, click Save and name each of these new filter expression
buttons, as shown below[48]:

Name: TCP Delay
Filter: tcp.time delta > 1 && tcp.flags.fin==0 && tcp.flags.reset==
&& 'http.request.method=="GET"

Name: HTTP Delay
Filter: http.time > 1

Name: SMB/SMB2 Delay
Filter: smb.time > 1 || smb2.time > 1

Name: DNS Delay
Filter: dns.time > 1

Name: Bad TCP
Filter: tcp.analysis.flags && !'tcp.analysis.window update

Name: DNS Errors
Filter: dns.flags.rcode > 0

Name: HTTP Delay Errors
Filter: http.response.code >= 400

Name: SMB/SMB2 Errors
Filter: smb.nt _status > 0 || smb2.nt status > 0

Name: SIP Errors
Filter: sip.Status-Code >= 400

Name: FTP Errors
Filter: ftp.response.code > 399



Name: WLAN Retries
Filter: wlan. fc.retry==

Great! You've done it!

If you want to share your new profile with another Wireshark user, simply select Help | About
Wireshark | Folders and open your personal configuration directory. Navigate to the profiles
directory.

Zip up the My Troubleshooting Profile directory to a file and send it to the other Wireshark user.
Instruct them to unzip the file inside their profiles directory.

Voila! They should now see the new profile is available when they click the profiles column in the
Status Bar.



Appendix B: Trace File Descriptions

The book web site (www.wiresharkbook.com) contains all the trace files mentioned in this book.
Please note the license for use below and on the book web site.

You agree to indemnify and hold Protocol Analysis Institute and its subsidiaries, affiliates, officers,
agents, employees, partners and licensors harmless from any claim or demand, including reasonable
attorneys' fees, made by any third party due to or arising out of your use of the included trace files,
your violation of the TOS, or your violation of any rights of another.

NO COMMERCIAL REUSE

You may not reproduce, duplicate, copy, sell, trade, resell, or exploit for any commercial purposes,
any of the trace files available at www.wiresharkbook.com.

tr-australia.pcapng: This trace file contains a web browsing session and was captured at the client.
Pay particular attention to the RTT value between these hosts.

tr-badcapture.pcapng: This trace file was obtained using a faulty capture device. Look for the signs
that the capture was not done properly—especially ACKed Unseen Segment indications.

tr-bootp.pcapng: This trace file contains traffic that indicates a DHCP server was slow in
responding. For this trace file analysis, your time column(s) can be used to determine the length of the
delays.

tr-chappellu.pcapng: This trace file contains a web browsing session to chappellu.com. The trace
file contains some HTTP error responses and some TCP delays. What happens when the client tries
to connect to 184.73.250.227?

tr-checksums.pcapng: This trace file was captured at a host that supports task offloading. If you
enable Wireshark's IP checksum validation feature, all traffic from the host supporting task offload
will appear colored by the Checksum Errors coloring rule.

tr-cnn.pcapng: This is a basic web browsing session to www.cnn.com. Test your filter expression
buttons on this trace file. You should see TCP Delays, lots of Bad TCP packets, and an HTTP error.
Look at how many DNS queries were sent out to resolve all the hosts to which the client must connect
just to load the main page.

tr-delays.pcapng: This trace file has delays with separate causes. Consider creating and sorting a
tcp.time _deltaorevenjusta frame.time delta column to locate the delays.
Remember that there are some delays which are considered "normal" and shouldn't be the focus in
your troubleshooting.

tr-dnserrors.pcapng: Just as the name indicates, this trace file contains DNS errors. What web
addresses could not be resolved in this trace file? Can you think of an easy way to know that
information using a custom column?

tr-dns-slow.pcapng: The DNS server's delays are the reason we see the ICMP packet in this trace
file. By the time the DNS server sends the second response, the client has already closed the listening
port for it.
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tr-ftpfail.pcapng: This short trace file depicts a failed login attempt to an FTP server. You can test
your FTP Errors button on this trace file.

tr-ftphttp.pcapng: This trace file contains FTP and HTTP sessions from 192.168.1.72. Do you see
any delays above 1 second, FTP errors or HTTP errors in this trace file?

tr-general.pcapng: This trace file contains some general traffic. It can be used to practice creating
exclusion display filters for ARP, DNS, DHCP, and more.

tr-generall01d.pcapng: This trace file depicts a slow file transfer. Use your knowledge of the
Wireshark Expert and maybe the Golden Graph to find out what is affecting performance.

tr-goldengraph.pcapng: This is an ideal trace file on which to build the Golden Graph. If your graph
lines are too far apart, consider using a logarithmic scale for the Y Axis.

tr-httpdelta.pcapng: This trace file contains traffic to/from a user's machine that is checking for
Windows updates as well as virus detection file updates. Add an http.host column to see with
whom the client is communicating, There are also some large delays—many which are normal and
some that are not.

tr-http-pcaprnet101.pcapng: This trace file also contains some serious delays. Use your
troubleshooting skills to determine if the client, infrastructure or server is slowing things down.

tr-ietfwithbackground.pcapng: Someone is visiting www.ietf.org while numerous background
processes run. Although the trace file appears relatively clean there is an indication of a problem
with a TCP handshake.

tr-keepalives.pcapng: These keep alives are not associated with a Zero Window condition. Pay
close attention to the Time column when you look for these packets. Will the connection stay "up?"

tr-localresolution.pcapng: If the resolution process doesn't complete correctly, no one is happy. In
this trace you will find out that one local host can't talk with another local host. Why?

tr-malaysianairlines.pcapng: When trying to look up Malaysian Airlines flights, the user experiences
numerous delays. Start by looking at the DNS response time and then identify any HTTP errors in the
process.

tr-nameresolution.pcapng: The name says it all. This trace file contains name resolution issues. Test
your DNS Errors button on this file. In addition, if you created the DNS Errors "butt ugly" coloring
rule, look for those orange packets.

tr-noserver.pcapng: In this trace file, our client isn't even getting TCP resets from the target. Notice
the time column. Follow a single TCP conversation and check out the exponential backoff process
that starts at a 3 second delay when a SYN fails.

tr-notqueuing.pcapng: Compare this trace file to tr-queuing.pcapng. In this case we see packet loss
when we zoom in closely on the 10 graph.

tr-problemstream.pcapng: This trace file contains a single TCP conversation that experiences
packet loss. The problem is almost invisible when we build the Golden Graph (10 Graph with the
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Bad TCP coloring rule applied) until we change the Y axis scale to logarithmic. This trace file also
illustrates the information leak addressed in Wireshark bug 8349.

tr-queuing.pcapng: Compare this trace file to tr-notqueuing.pcapng. In this case we see the EKG
pattern when we zoom in closely on the 1O graph.

tr-reusedports.pcapng: Reused ports are usually not a problem. In this trace file, reused ports are a
problem, however. Watch what happens when we hit a reused port situation in this trace file.

tr-serverresponse.pcapng: In this trace file, you will see a problem that is due to a server that is not
responding to service requests. What happens after the TCP handshake?

tr-smbjoindomain.pcapng: Use this trace file to test your SMB/SMB2 Errors filter expression
button. You should see two error packets in the trace.

tr-smb-slow.pcapng: Use this trace file to test graphing smb . time in an Advanced 10 Graph. Since
you are in the file, why not look at the Expert Infos window and run your filter expression buttons
against the trace file?

tr-tcpdeltatime.pcapng: We looked at this trace from the perspective of the Advanced IO Graph.
Plot the MAX (*) Calc value for tcp. time delta to find the highest delays in the trace file.

tr-throughput.pcapng: This file transfer process is going to take a loooong time. Are we dealing
with time issues, resolution problems, application errors or something else?

tr-twohosts.pcapng: This trace file contains traffic from two hosts that are using FTP to download a
file called OO0 3.3.0 Linux x86 langpack-rpm_en-US.tar.gz. We used a port-based filter to view
the FTP data transfer connection established by 192.168.1.119. We also used this trace file and the
Expressions button to walk through creating a display filter.

tr-voip-extensions.pcapng: This trace contains a VoIP call set-up and call which did not complete
successfully. Try your SIP Errors button on this trace file to quickly spot the reason for the failure.

tr-winsize.pcapng: This trace file contains a single TCP conversation. An HTTP client is
downloading a large file from a web server. This trace file demonstrates the importance of looking at
delays and then trying to identify any other related symptoms.

tr-winzero-print.pcapng: Printers are weird... so is the traffic to get your job printed. Take a look at
the behavior of this printer as the user indicates they want to print double-sided format.

tr-wlanissues.pcapng: This trace file contains traffic froma WLAN in trouble. Try your WLAN
Retries filter expression button on this trace file. Also look inside the Radiotap headers to see all the
metadata included therein.

tr-youtubebad.pcapng: Use the http. time field to measure HTTP response time in this trace file.
Where are you pointing that finger?



Appendix C: Network Analyst's Glossary

Note: This Glossary defines terms as these terms relate to network analysis and Wireshark
functionality.

ACK—Short for Acknowledgement, this term 1s used to refer to the packets that are sent to
acknowledge receipt of some packet on a TCP connection. For example, a handshake packet (SYN)
containing an initial sequence number is acknowledged with SYN/ACK. A data packet would also be
acknowledged.

Address Resolution Protocol, see ARP

AirPcap—This specialized wireless adapter was originally created by CACE Technologies (now
owned by Riverbed) to capture wireless network traffic. Designed to work on Windows hosts, this
adapter can capture traffic in promiscuous mode (capture traffic sent to all target hardware addresses,
not just the local hardware address) and monitor mode (capture traffic on all wireless networks by
not joining any wireless network). For more information, visit www.riverbed.com.

Annotations (aka '""Comments'')—Annotations, or comments, can be added to an entire trace file or
to individual packets. Trace file annotations can be seen by clicking on the Annotation button on the
Status Bar or by selecting Statistics | Summary. Packet annotations can be seen above the Frame
section of a packet in the Packet Details pane or by opening the Expert Infos window and selecting
the Packet Comments tab. The display filter pkt comment will show you all packets that contain
comments. Add this as a column to read all comments in the Packet List pane.

Apply as Filter—After right-clicking on a field, conversation, endpoint, or protocol/application, you
can apply a display filter immediately using this option.

ARP (Address Resolution Protocol)—ARP packets are sent to determine 1f someone is using a
particular IP address on a network (gratuitous ARP) or to locate a local host's hardware address
(ARP requests/replies). Both the capture and display filters for ARP are simply arp.

asymmetric routing—This occurs when traffic flowing in one direction takes a different path than
traffic flowing in the opposite direction. Although often not causing a problem in network
performance, capturing traffic on one asymmetric path can lead to indications of Previous Segment
Not Captured and ACKed Unseen Segment in Wireshark's Expert system.

background traffic—This traffic type occurs with no user-intervention. Typical background traffic
may include virus detection tool updates, OS updates, and broadcasts, or multicasts from other
devices on the network. Start capturing traffic on your own computer and then walk away. Let the
capture run for a while to get a baseline of your machine's background traffic.

Berkeley Packet Filtering (BPF) Syntax—This is the syntax used by Wireshark capture filters. This
filtering format was originally defined for tcpdump, a command-line capture tool. For more
information on Wireshark capture filter syntax, see wiki.wireshark.org/CaptureFilters.

BOOTP (Bootstrap Protocol)—This protocol offered static address assignment and is the
predecessor of DHCP (Dynamic Host Configuration Protocol). DHCP offers dynamic address


http://www.riverbed.com/
http://wiki.wireshark.org/CaptureFilters

assignment. [IPv4 DHCP packets contain a BOOTP header and can be filtered on using the bootp
display filter for DHCPv4 and dhcpv6 for DHCPv6. Also see DHCP.

Bootstrap Protocol, see BOOTP

broadcast—Broadcast is a type of address that indicates "everyone" on this network. The Ethernet
MAC-layer broadcast address is OxFF:FF:FF:FF:FF:FF. The IPv4 broadcast address is
255.255.255.255, whereas a subnet broadcast would be 10.2.255.255, which means "everyone" on
network 10.2.0.0. Broadcasts to the 255.255.255.255 address are not forwarded by routers, but
broadcasts are forwarded out all switch ports. Subnet broadcasts may be forwarded by a router if that
router is configured to do so.

Bytes in Flight—This tracking feature is enabled in the TCP preferences (7rack Number of Bytes in
Flight) to indicate the number of unacknowledged bytes sent in either direction between TCP peers.

This is a useful column when a receiver begins advertising a Zero Window condition after not
sending ACKs for a while.

Capinfos—This command-line tool is installed with Wireshark and can be used to obtain basic
information about a trace file, such as file size, capture duration and checksum value. If you are going
to use a trace file as evidence of a security breach, consider obtaining file checksum values
immediately after saving trace files to prove the trace file has not been tampered with. The command
capinfos -H <filename> will generate SHA1, RMDI160 and MDS5 checksum values only
whereas capinfos <filename> will generate checksum values as well as all other file
information.

Capture Engine—The Capture Engine is responsible for working with the link layer interfaces for
packet capture. Wireshark uses dumpcap for the actual capture process.

capture filter—This is a filter that is applied during the capture process only. This filter cannot be
applied to saved trace files. Use this filter type sparingly as you can't retrieve and analyze the traffic
you drop with a capture filter. Use the -f parameter to apply capture filters with Tshark and dumpcap.

capture interface—The capture interface is the hardware device upon which you can capture traffic.
To view available capture interfaces, click the Interfaces button on the main toolbar. If Wireshark
does not see any interfaces, you cannot capture traffic. Most likely the link-layer driver (libpcap,
WinPcap, or AirPcap) did not load properly.

Cascade Pilot®—The traffic visualization tool created by Loris Degioanni. Cascade Pilot can open,
analyze, and visually represent very large trace files with ease. In addition, Cascade Pilot can build
reports based on the charts and graphs, and export key traffic elements to Wireshark for further
analysis. For more information on Cascade Pilot, see www.riverbed.com.

checksum errors—When you enable checksum validation for Ethernet, IP, UDP, or TCP in the
protocol preferences area, Wireshark calculates the checksum values in each of those headers. If the
checksum value is incorrect, Wireshark marks the packet with a checksum error. Since so many
machines support checksum offloading, it is not uncommon to see outbound packets marked with a
bad checksum because the checksum hasn't been applied yet. Turn off checksum validation and/or
disable the Bad Checksum coloring rule to remove these false positives. See also task offloading.
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CIDR (Classless Interdomain Routing) Notation—This 1s a way of representing the network
portion of an IP address by appending a bit count value. This value indicates the number of bits that
comprise the network portion of the address. For example, 130.57.3.0/24 indicates that the network
portion of the address is 24-bits long (130.57.3), and is equivalent to a subnet mask of
255.255.255.0.

Classless Interdomain Routing, see C/DR Notation
Comma-Separated Value format, see CSV format

comparison operators—Comparison operators are used to look for a value in a field. For example,
ip.addr==10.2.2. 2 uses the "equal" comparison operator. Other comparison operators include
> >=,< <=, and '=.

Core Engine—This area of the Wireshark application is considered the "work horse" of Wireshark.
Frames come into the capture engine from the Wiretap Library or from the Capture Engine. Packet
dissectors, display filters, and plugins all work as part of the Core Engine.

CSV (Comma-Separated Value) format—This file format separates records with a simple comma.
Saving to CSV format is available when exporting packet dissections. Using this format, Wireshark
can export all Packet List pane column information for evaluation by another program, such as a
spreadsheet program.

delayed ACK—Defined in RFC 1122, "Requirements for Internet Hosts -- Communication
Layers", delayed ACKs reduce the number of ACKs in order to increase efficiency. RFC 1122 states
that ACKs should not be excessively delayed (delays must be less than .5 seconds), and when a
stream of full-sized segments is received, there should be an ACK for every other segment. Note that
many TCP implementations violate this rule by sending delayed ACKs less often than every other
segment.

delta time (general)—This time value measures the elapsed time from the end of one packet to the
end of the next packet. Set the Time column to this measurement using View | Time Display Format |
Seconds Since Previous Displayed Packet. This field is inside the Frame section of the Packet
Details pane (called Time delta from previous displayed frame).

delta time (TCP)—This time value can be enabled in TCP preferences (Calculate conversation
timestamps) and provides a measurement from the end of one TCP packet in a stream to the end of the
next TCP packet in that same stream. The field is added to the end of the TCP header in the

[ Timestamps] section. To filter on high TCP delta times, use tcp. time delta > x, where xis
a number of seconds (x.xxxxxx format is supported as well).

DHCP (Dynamic Host Configuration Protocol)—This protocol is used to dynamically assign IP
addresses and other configuration parameters to IP clients. The capture filter for IPv4 DHCP traffic is
port 67 (alternately you can use port 68). The display filter for [Pv4 DHCP traffic is bootp.
The capture filter for DHCPvV6 traffic is port 546 (alternately you can use port 547). The
display filter for DHCPv6 traffic is dhcpv6.

Differentiated Services Code Point, see DSCP



display filter—This filter can be applied during a live capture or to a saved trace file. Display filters
can be used to focus on specific types of traffic. Wireshark's display filters use a proprietary format.
Display filters are saved in a text file called dfilters. Use the -R parameter to apply display filters
while using Tshark. Dumpcap does not support display filters.

dissectors—Dissectors are the Wireshark software elements that break apart applications and
protocols to display their field names and interpreted values. To download the Wireshark dissectors'
code, visit anonsvn.wireshark.org/viewvc/, select a Wireshark version and navigate to the
epan/dissectors directory.

DNS (Domain Name System)—DNS is used to resolve names to IP addresses and much more. We
are most familiar with hosts using DNS to obtain the IP address for a host name typed into a URL
field of a browser, but DNS can provide additional information, such as the mail exchange server or
canonical name (alias) information. Although most often seen over UDP, DNS can run over TCP for
requests/responses and always runs over TCP for DNS zone transfers (transfer of information
between DNS servers). The capture filter syntax for DNS traffic is port 53; the display filter syntax is
simply dns.

Domain Name System, see DNS

DSCP (Differentiated Services Code Point)—This feature adds prioritization to the traffic using
the DSCP fields in the IP header. To determine if DSCP is in use, apply a display filter for
ip.dsfield.dscp != 0.

dumpcap—This command-line tool is referred to as a "pure packet capture application" and is
included with Wireshark. Dumpcap is used for packet capture by Wireshark and Tshark. Type
dumpcap -h at the command line to learn what options are available when running dumpcap alone.

Dynamic Host Configuration Protocol, see DHCP

Editcap—This command-line tool is included with Wireshark and is used to split trace files into file
sets, remove duplicates, and alter trace file timestamps. To see the options available with Editcap,
type editcap -h at the command prompt.

Ethereal—This is the former name of the Wireshark project. On June 7, 2006, Gerald Combs and the
entire development team moved from Ethereal to the new Wireshark home. This name change was

prompted by a trademark issue when Gerald Combs, the creator of Ethereal, moved to his new job at
CACE Technologies.

Ethernet—Developed at Xerox PARC in 1973-1974, Ethernet defines a networking technology that
consists of a physical connection to a shared medium (wire), the bit transmission mechanism, and the
frame structure.

Ethernet header—This header is placed in front of the network layer header (such as IP) to get a
packet from one machine to another on a local network. Once the Ethernet header is placed on the
packet, we refer to it as a frame. The common Ethernet header format is Ethernet II and contains a
destination hardware address (6 bytes), source hardware address (6 bytes) and Type field (2 bytes).
Wireshark looks at the Type field to determine which dissector should receive the packet next. There
is also an Ethernet trailer that consists of a 4-byte Frame Check Sequence field. See also Ethernet
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trailer.

Ethernet trailer—This 4-byte trailer is added to the end of a packet and consists of a Frame Check
Sequence field (checksum field). Upon receipt of a frame, each device strips off the Ethernet header
and trailer and performs a checksum calculation on the packet content. The receiving device
compares its checksum result against the value seen in the checksum field to determine if the packet is
corrupt. Most NICs strip off the Ethernet trailer before handing the frame to the computer/operating
system/ Wireshark.

exclusion filter—This type of filter either drops frames during the capture process (exclusion capture
filter) or removes the frame from view (exclusion display filter). An example of an exclusion capture
filter is not port 80. An example of an exclusion display filter is 'ip.addr==10.2.2.2.

Expert Infos—This Wireshark window displays and links to various errors, warnings, notes, and
additional information detected in the trace file. This window also displays packet comments. You
can launch the Expert Infos window by clicking on the Expert Infos button on the Status Bar.

File Transfer Protocol, see FTP

FIN (Finish)—This bit is set by a TCP host to indicate that it is finished sending data on the
connection. Once both sides of a TCP connection send a packet with the FIN bit set, each side will
begin timing out the connection.

frame—The term used to define a unit of communications that consists of a packet surrounded by a
MAC-layer header and trailer. Wireshark numbers each frame as it is captured or opened (in the case
of a saved trace file). From that point on, however, Wireshark often refers to these frames as
"packets" (File | Export Specified Packets for example).

FTP (File Transfer Protocol)—FTP is an established application to transfer data between devices.
FTP runs over TCP using port 21 as a default for the command channel while allowing a dynamic
port number to be assigned to the data channel. The capture filter for FTP command channel traffic on
the default port is port 21. The display filter syntax is tep . port==21. Although Wireshark
recognizes the filter £tp, this filter will not display the TCP connection establishment, maintenance
or tear down process.

GIMP (GNU Image Manipulation Program) Graphical Toolkit (GTK)—This is the toolkit used to
present the graphical interface including the windows, dialogs, buttons, and columns.

heuristic dissector—A heuristic process can be considered "trial and error." Wireshark hands
packets over to the dissectors that match the port in use (the "normal dissector"). If Wireshark does
not have a normal dissector, it hands the packet off to a heuristic dissector. The heuristic dissector
will look at the information received and, by trial and error, try to see if it fits within the dissector's
definition of a certain protocol or application. If not, it sends an error to Wireshark which sends the
packet to the next heuristic dissector.

hex—Short for hexadecimal, hex refers to the base 16 counting system, in which the digits are 0-9
and A-F. The Packet Bytes pane displays frame contents in hex format on the left and ASCII format on
the right.



hosts file—Wireshark refers to its own hosts file to resolve names when network name resolution is
enabled. This file is located in the Wireshark program file directory. As of Wireshark 1.9.0, you can
place a hosts file in your profile directory and configure Wireshark's name resolution process to look
at that file when resolving names.

HTTP (Hypertext Transfer Protocol)—This is the data transfer protocol used when you browse a
web site. Typically seen over TCP port 80, you can create a capture filter using tcp port 80 ora
display filter using tep . port==80. Although you could use an http display filter, that filter will
not display the TCP connection establishment, maintenance or tear down process packets.

HTTPS (Hypertext Transfer Protocol Secure)—HTTPS is defined as the secure version of HTTP.
In essence, HTTPS is simply HTTP running over SSL/TLS (Secure Socket Layer/Transport Layer
Security), which are cryptographic protocols. The capture filter for HTTPS traffic is port

443, whereas the display filter is ss1 (or tcp.port==443 if you want to view the TCP connection
establishment, maintenance or tear down process packets).

Hypertext Transfer Protocol, see HTTP
Hypertext Transfer Protocol Secure, see HTTPS

TANA (Internet Assigned Numbers Authority)—Based in Marina del Rey, California, I[ANA 1s
"responsible for the global coordination of the DNS Root, IP addressing, and other Internet
protocol resources." For network analysts, www.iana.org is an invaluable resource for field values,
assigned multicast addresses, assigned port numbers, and more.

ICMP (Internet Control Message Protocol)—This protocol is used as a messaging service on a
network. Most people are familiar with the ICMP-based ping operation. ICMP communications
should always be considered when you are troubleshooting network performance. The capture filter
and display filter syntax for ICMP is just icmp.

inclusion filter—This type of filter either allows frames that match it during the capture process
(inclusion capture filter) or displays the frames that match it (inclusion display filter). An example of
an inclusion capture filter is port 80. An example of an inclusion display filter 1s
ip.addr==10.2.2.2.

Internet Assigned Numbers Authority, see /ANA
Internet Control Message Protocol, see /[CMP

Internet Protocol (IPv4/v6)—IP is the routed protocol (not the routing protocol) used to get packets
through an internetwork. The capture filter syntax for IPv4 and IPv6 are ip and ip#6, respectively.
The display filter syntax for [Pv4 and IPv6 are ip and ipv®6, respectively.

IP address—This address identifies a single host, group of hosts, or all hosts on a network. To create
a capture filter based on an IPv4 address, the syntax is host x.x.x.x. The syntax of an [Pv4
display filter is ip.addr==x.x.x.x. To create a capture filter based on an [Pv6 address, use
host XXXX:XXXX:XXXX:XXXX:XXXX:XXXX:XXXX:xxxx. ForanlIPv6 use

ipv6 .addr==xxxXX : XXXX : XXXX ! XXXX ! XXXX ! XXXX ! XXXX ! XXXX.

key hosts—We use the term "key hosts" to refer to the devices that are critical on the network. Key
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hosts may include the server that maintains the customer database or the CEO's laptop. You define
which host should be tracked and analyzed as a key host.

latency—Latency is often used as a synonym for "delay." High latency times may be caused by
propagation delay between hosts, switching and routing, and even buffering along a path. To measure
the approximate latency times between two TCP peers we can capture at the client and measure the
time from the SYN to the SYN/ACK or capture at the server and measure the time from the
SYN/ACK to the ACK (the final packet of the 3-way TCP handshake).

libpcap—This is the link-layer driver used for packet capture tools, such as Wireshark. There are
numerous other tools that use libpcap for packet capture. For more information, see

sourceforge.net/projects/libpcap/.

link-layer driver—This is the driver that hands frames up to Wireshark. WinPcap, libpcap, and
AirPcap are three link layer drivers used with Wireshark.

logical operators—These operators are used to expand filters to determine if a value is matched in
some form or another. Examples of logical operators are &&, and, | |, or, !, and not. An example of
logical operator use is tcp.analysis.flags && ip.addr==10.2.2.2.

MAC (Media Access Control) address—This address is associated with a network interface card
or chipset. On an Ethernet network, MAC addresses are 6 bytes long. Switches use MAC addresses
to differentiate and identify devices connected to switch ports. Switches use these addresses to make
forwarding decisions. To build a capture filter based on a MAC address, use the syntax ether
host 00:08:15:00:08:15, for example. To build a display filter based on a MAC address,
use eth.addr==00:08:15:00:08:15, for example.

manuf file—This Wireshark file contains a list of manufacturer OUI (Organizational Unit Identifiers)
as defined by the IEEE (Institute of Electrical and Electronics Engineers). These three-byte values are
used to distinguish the maker of a network interface card or chipset. In Wireshark, MAC name
resolution is on by default, so you will see these OUI friendly names in the MAC addresses (such as
Hewlett- a7:bf:a3). This manuf file resides in the Wireshark program file directory.

Maximum Segment Size, see MSS
Maximum Transmission Unit, sce MTU

Media Access Control address, see MAC address

Mergecap—This command-line tool is used to merge or to concatenate trace files. If you have a set
of trace files, but you want to create a single IO Graph of all the communications in those trace files,
consider using Mergecap to combine the files into a single file before opening an IO Graph. To
identify the options available with Mergecap, type mergecap -h.

metadata—This is basically "extra data." In Wireshark, we see metadata in the Frame section at the
top of the Packet Details pane. Using the .pcapng format, you can also add your own metadata through
trace file annotations and packet annotations.

MSS (Maximum Segment Size)—This value defines how many bytes can follow a TCP header in a
packet. During the TCP handshake, each side of the conversation provides their MSS value. A
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common MSS value on an Ethernet network 1s 1,460.

MTU (Maximum Transmission Unit)—The MTU defines the number of bytes that can reside within
data link header (such as an Ethernet header). If a driver reduces the size of the MTU, most likely the
TCP MSS will also be reduced. A common MTU value on an Ethernet network is 1500 bytes.

multicast—This is a type of address that targets a group of hosts. At the MAC layer, most multicast
addresses begin with 01:00:5e while IPv4 multicasts begin with a number 224 through 239 in the first
[P address byte location. An example of an IPv4 multicast is 224.0.0.2, which is targeted at all local
routers. IPv6 multicasts have the preface ff00::/8 (the "8" signifying that the first 8 bits are the bits we
are interested in).

name resolution—This feature is used to associate a name with a device, network interface
card/chip, or port. Wireshark supports three types of name resolution: MAC name resolution,
transport name resolution, and network name resolution. MAC name resolution is on by default and
resolves the first three bytes of hardware addresses to a manufacturer name (such as

Apple 70:66:15). Transport name resolution is on by default and resolves port numbers to port names
(such as port 80 resolved to Attp). Network name resolution is off by default and resolves an IP
address to a host name (such as 74.125.19.106 resolving to www.google.com). In Wireshark, when
you enable network name resolution, Wireshark may generate a series of DNS Pointer queries to
obtain host names. Wireshark can be configured to look at a %osts file for network name resolution,
rather than generating DNS Pointer queries. You can even have a separate hosts file for each profile.

NAT (Network Address Translation)—NAT devices alter the IP address of hosts while maintaining
a master list of all the original IP addresses and the new addresses in order to forward traffic back to
the correct address. NAT is often used to hide internal addresses from the outside or to enable an
organization to use simple private IP addresses, such as 10.2.0.1.

NetBIOS (Network Basic Input/Output System)—This is the session-level protocol used by
applications, such as SMB, to communicate among hosts on a network, typically a Microsoft-product
network. In Wireshark, you can apply a display filter for nbss (NetBIOS Session Service) or nbns
(NetBIOS Name Service).

Network Address Translation, sece NAT
Network Basic Input/Output System, see NetBIOS

network interface card (NIC)—This card, which is typically just a chipset, offers the physical
connection to the network. NICs now offer greater capability than just applying a MAC header to the
packets. Some hosts now support task offloading, which relies on the NIC for various functions such
as segmenting TCP data and applying IP, UDP, and TCP checksum values. See also Task offload.

Nmap—This network mapping tool was created by Gordon Lyons (Fyodor) to discover and
characterize network hosts. For more information, visit www.nmap.org.

oversubscribed switch—Oversubscription occurs when a switch is asked to forward more traffic
than the bandwidth limitations allow. When you are using switch port spanning, an oversubscribed
switch will drop packets that exceed the available bandwidth on the switch port on which Wireshark
is connected. In the trace file, indications of an oversubscribed switch port include ACKed Unseen
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Segments and the detection of Previous Segment Not Captured without any packet loss recovery
process following.

packet—This is the term used to describe the elements inside a MAC frame. Once you strip off the
frame, you are looking at a packet. We use this term loosely in analysis. Although Wireshark displays
frames, we often refer to them as "packets".

Packet Bytes pane—This is the bottom pane displayed by default in Wireshark. The Packet Bytes
pane shows the contents of the frame in both hexadecimal and ASCII formats. When you click a field
in the Packet Details pane, Wireshark highlights those bytes and the related ASCII characters in the
Packet Bytes pane. To toggle this pane between hidden and displayed, select View | Packet Bytes.

packet comments (aka packet annotations)—Right-click a packet in the Packet List pane and
choose Add or Edit Packet Comments to add packet annotations. This feature is only supported in
trace files saved in the .pcapng format. Packet comments are shown above the Frame section in the
Packet Details pane. To view packet comments, open the Expert Infos window and click the Packet
Comments tab. You can export all trace file and packet comments using Statistics | Comments
Summary | Copy.

Packet Details Pane—This is the middle pane displayed by default in Wireshark. This pane shows
the individual fields and field interpretations offered by Wireshark. When you select a frame in the
Packet List pane, Wireshark displays that frame's information in the Packet Details pane. To toggle
this pane between hidden and displayed, select View | Packet Details. This is likely a pane you will
use very often in Wireshark because you can right-click on a field and quickly apply a display filter
or coloring rule based on that field.

Packet List pane—This is the top pane displayed by default in Wireshark. This pane shows a
summary of the individual frame values. When you select a frame in the Packet List pane, Wireshark
displays that frame's information in the Packet Details pane. To toggle this pane between hidden and
displayed, select View | Packet List. This is likely a pane you will use very often in Wireshark as
you can right-click on a frame and quickly apply a conversation filter or reassemble communications
using Follow TCP stream, Follow UDP stream, or Follow SSL stream.

.pcap (Packet Capture)—This trace file format is the default format for earlier versions of
Wireshark (before Wireshark 1.8). This format is also referred to as the tcpdump or libpcap trace
file format.

.pcapng, also .pcap-ng (.pcap Next Generation)—This trace file format is the successor to the
.pcap format. This new format facilitates saving metadata, such as packet and trace file comments,

local interface details, and local IP address, with a trace file. For more information about the .pcapng
format, see wiki.wireshark.org/Development/PcapNg.

Per-Packet Interface, see PP/

Pilot, see Cascade Pilot

port spanning—This process is used to configure a switch to copy the traffic to and from one or more
switch ports down the port to which Wireshark is connected. Not all switches support this capability.
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Some people refer to this as port mirroring. Note that port spanned switches will not forward corrupt
packets to Wireshark. See also Tap.

PPI (Per-Packet Interface)—PPI is an 802.11 header specification that provides out-of-band
information in a pseudoheader that is prepended to the 802.11 header. Used by AirPcap adapters, the
PPI pseudoheader includes channel-frequency information, signal power, noise level, and more.

preferences file—This file contains the protocol preference settings, name resolution settings,
column settings, and more. Each profile has its own preferences file, which is contained in the
personal configurations folder.

Prepare a Filter—This task can be performed by right-clicking on a packet in the Packet List pane.
Prepare a Filter creates, but does not apply, a display filter based on the selected element. See also
Apply as Filter.

profiles—Profiles contain the customized configurations for Wireshark. There is a single profile
available on a new Wireshark system—the Default profile. The current profile in use is displayed in
the right side of the Status Bar. To switch between profiles, click the Profile area in the Status Bar.
To create a new profile, right-click the Profile area.

Protocol Data Unit (PDU)—This is a set of data transferred between hosts. In Wireshark, you will
see [TCP segment of a reassembled PDU] when you allow the TCP subdissector to reassemble TCP
streams. In essence, these packets contain segments of a file that is being transferred.

Protocol Hierarchy window—This window breaks down the traffic according to the protocols in use
and provides details regarding packet percentages and byte percentages. This window is available
under the Statistics menu option. Watch for unusual protocols or applications or the dreaded "data"
under TCP, UDP, or IP. This designation means that Wireshark does not recognize the traffic, which
1s unusual considering the number of dissectors included in Wireshark.

protocol preferences—These preferences define how Wireshark handles various protocols and
applications. Protocol preferences are set by right-clicking on a protocol in the Packet Details pane,
by selecting Edit | Preferences from the menu or by clicking the Edit Preferences button on the main
toolbar.

proxy device—Proxy devices act on behalf of another host. In TCP/IP networking, hosts establish a
TCP connection with a proxy device which, in turn, establishes a separate TCP connection with the
target. If the two TCP connections do not have similar characteristics for Window Scaling and
SACK, problems may occur.

QoS (Quality of Service)—This term refers to a method of prioritizing traffic as it travels through a
network. QoS settings can be defined on interconnecting devices (forward web browsing traffic
before email traffic, for example) or by an application. When defined by an application, the DSCP
bits can be set to prioritize the traffic over other traffic. See also DSCP.

Quality of Service, see QoS

radio frequency, see RF



redirection—There are several types of redirection that can occur on a network. One redirection is
Route Redirection (ICMP Type 5) which should be rare. Another type of redirection is an application
redirection. For example, HTTP 3xx Status Codes are all redirections.

relative start (Rel.Start)—This value is shown in the Conversations window and indicates the first
time this conversation was seen in the trace file. You may need to expand the Conversations window
to see this column. The time i1s based on seconds since the first packet in the trace file.

Retransmission—Retransmissions are triggered by a receiving host that complains about missing
segments or transmitting hosts that time out waiting for ACKs to data packets that have been sent.
Ideally, Selective ACK (SACK) is in use to prevent excessive retransmissions on a network.

RF (Radio Frequency)—Any frequency in the electromagnetic spectrum that is associated with radio
waves. Wireless networks (802.11) use RF to transmit packets between WLAN hosts and access
points. A special adapter (such as an AirPcap adapter) may be required to capture packets on an RF-
based network.

RST (Reset)—This bit is set by a host to terminate or refuse a TCP connection. In an established
TCP connection, once this bit has been set in an outbound packet, the sender cannot send any further
data on that connection. In a typical TCP connection termination process, each side of the connection
sends a packet with the RST bit set and the connection is immediately closed.

Server Message Block, see SMB

services file—This file contains a list of port numbers and service names. All TCP/IP hosts have a
services file and Wireshark has its own services file as well. This file resides in the Wireshark
program file directory. When transport name resolution is enabled, Wireshark replaces port numbers
with service names. For example, port 80 would be replaced with "http." You can edit this file if you
do not like the service names displayed.

Simple Network Management Protocol, see SNMP

SMB (Server Message Block)—Also referred to as Common Internet File System (CIFS), SMB is
an application layer protocol used to provide network access, file transfer, printing, and other
functions on a Microsoft-based network.

SNMP (Simple Network Management Protocol)—This device management protocol requires that a
managed device maintain a database of managed items. Managing hosts view and/or edit that
database. You may see SNMP traffic flowing between network hosts and network printers, which
often have SNMP enabled to track information such as ink levels, paper levels, and more. To filter on
SNMP traffic use the capture filter port 161 or port 162 or the display filter snmp.

Snort—Snort is a Network Intrusion Detection System (NIDS) that was created in 1998 by Martin
Roesch and is currently maintained by Sourcefire. Snort relies on a set of rules to identify and
generate alerts on network scans and attack traffic. For more information, see www.snort.org.

Spanning Tree Protocol (STP)—Spanning Tree is a protocol used to automatically resolve Layer 2
loops on a switched network. Spanning Tree traffic flows between switches to create a "tree" view of
the network (single trunk with many branches flowing outwards) and eradicate any network switch
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loops that may exist.

Stream index number—This number 1s applied by Wireshark to each TCP conversation seen in the
trace file. The first Stream index number is set at 0. When you right-click on a TCP communication in
the Packet List pane and choose Follow TCP stream, Wireshark applies a display filter based on this
Stream index number (for example, tcp . stream==3).

stream reassembly—This is the process of reassembling everything after the transport-layer header
(TCP or UDP) enabling you to clearly read through the requests and replies in a conversation.
Communications from the first host seen are colored red; communications from the second host seen
are colored blue.

subdissector—This is a dissector that is called by another dissector. You will see this term when you
view TCP preferences (Allow subdissector to reassemble TCP streams). In the case of web
browsing traffic, the HTTP dissector is a subdissector of the TCP dissector.

subnet—This term defines a subset of a network and 1s applied by lengthening network masks. For
example, 1f you want to create two subnets out of a single network, network 10.2.0.0/16 for example,

lengthen the subnet to /24 (24-bits) and assign 10.2.1.0/24 to some hosts and 10.2.2.0/24 to other
hosts. The network mask indicates that we have two networks now.

SYN (Synchronize Sequence Numbers)—This bit is set in the first two packets of the TCP
handshake to synchronize the Initial Sequence Numbers (ISNs) from each TCP peer. You can use a
display filter based on this bit to view the first two packets of each handshake

(tep. flags.syn==1) which can be used to determine the round trip time between hosts.

TAP, aka tap (Test Access Port)—These devices are used to intercept network communications
and copy the traffic down a monitor port. Basic taps do not make any forwarding decisions on traffic
and offer a transparent view of network communications. NetOptics is a company that makes network
taps (see www.netoptics.com). See also port spanning.

task offloading—This process offloads numerous processes to the network interface card to free up
the host's CPU for other tasks. Task offload can affect your analysis session when checksums are
calculated by the network interface card on a host upon which you are running Wireshark. Since
checksum values haven't been calculated yet, the checksums are incorrect at the point of capture. If
you enable IP, UDP, or TCP checksum validation, or you have the Checksum Errors coloring rule
enabled, you may see numerous false positives caused by task offload of the checksum calculation.

TCP/IP (Transmission Control Protocol/Internet Protocol)—This term refers to an entire suite of
protocols and applications that provide connectivity among worldwide computer systems. The term
"TCP/IP" refers to more than TCP and IP, it refers to UDP, ICMP, ARP, and more.

TFTP (Trivial File Transfer Protocol)—This file transfer protocol runs over UDP, offering minimal
file transfer functionality. Most commonly, TFTP uses port 69, but you must keep in mind that many
applications can be configured to run over non-standard port numbers. Unexpected TFTP traffic can
be a symptom of a security breach on your network.

throughput—Network throughput defines the volume of bits that can travel through a network. You
can use Wireshark's TCP Stream Graph—Throughput Graph or the IO Graph to examine throughput
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levels in a trace file.
Time to Live, see T7TL

TLS (Transport Layer Security)—TLS is a cryptographic protocol based on Secure Socket Layer
(SSL). When analyzing TLS traffic, you can look at the initial TLS handshake packets to identify
connection establishment problems. To decrypt this traffic, you must have the appropriate decryption
key. TLS preferences are configured under the SSL preference area in Wireshark. To capture
TLS/SSL-based traffic, use a port-based capture filter, such as port 443. The display filter syntax for
TLS/SSL-based traffic is SSL.

trace file—This general term refers to all files that contain network traffic, regardless of the format
of the file. Wireshark currently uses the .pcapng trace file format, but it can understand most other
common trace file formats. Trace files generally include a file header (which contains information
about the entire trace file, including the indication of the trace file format in use) and packet headers
that include metadata (such as comments) about individual packets.

Trace Wrangler—Created by Jasper Bongertz, this free Windows tool can be used to sanitize trace
files. TraceWrangler can be downloaded from www.tracewrangler.com.

Transport Layer Security, see 7LS
Trivial File Transfer Protocol, see 7FTP

Tshark—This command-line tool can be used to capture, display, and obtain basic statistics on live
traffic or saved trace files. Tshark relies on dumpcap to actually capture the traffic. By far the most
feature-rich version of the command-line capture tools, you can type tshark -h to find the list of
available Tshark parameters.

TTL (Time to Live)—This IP header field is decremented by each router as the packet is forwarded
along a network path. If a packet arrives at a router with a TTL value of 1, it cannot be forwarded
because you cannot decrement the TTL to zero and forward the packet. The packet will be discarded.

UDP (User Datagram Protocol)—This connectionless transport protocol is used by many basic
network communications, including all broadcasts, all multicasts, DHCP, DNS requests, and more.
The capture filter and display filter syntax to capture UDP is udp.

URI (Uniform Resource Indicator)—This term defines the actual element being requested in an
HTTP communication. For example, when you analyze a web browsing session, you might see a
request for the "/" URI. This "/" is a request for the default page (index.html, for example). To build a
display filter to show any packets that contain a URI, use http.request.uri.

User Datagram Protocol, see UDP

WinPcap (Windows Packet Capture)—This Windows-specific link-layer driver is used by
Wireshark to capture traffic on a wired network. Originally created by Loris Degioanni. WinPcap is
the industry leading utility for various network tools. For more information, see www.winpcap.org.

Wiretap Library—This library gives you the raw packet data from trace files. Wireshark's Wiretap
Library understands many different trace file formats and can be seen when you select File | Open and
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click the drop-down arrow next to Files of Type.

WLAN (Wireless Local Area Network)—This term describes networks that rely on RF (radio
frequency) media to communicate between hosts. Wireshark contains dissectors for various WLAN
traffic elements. The AirPcap adapter is a great adapter for capturing WLAN traffic.

Learn Wireshark
All Access Pass (AAP) Online Training

Register and Purchase Online
Visit https://www.lcuportal2.com to learn more about the All Access Pass.

Enroll in Classes
View available course information (including credit hours) and register for your online courses. You
can enter a course immediately after registering.

My Classes
View the list of courses for which you are registered and your status (completed or in progress).

My Transcript
Print or email your training transcript (in progress and completed courses) including course CPE
credits and completion dates.

AAP Special Events
Register for live AAP events or access AAP event handouts from past or upcoming events.

SAMPLE COURSE LIST

Wireshark Jumpstart 101

Hacked Hosts

Analyze and Improve Throughput
Top 10 Reasons Your Network is Slow
TCP Analysis In-Depth

DHCP/ARP Analysis

Nmap Network Scanning 101
WLAN Analysis 101

Wireshark 201 Filtering

New Wireshark Features

ICMP Analysis

Analyzing Google Secure Search
Slow Networks — NOPs/SACK

TCP Vulnerabilities (MS09-048)
Packet Crafting to Test Firewalls
Capturing Packets (Security Focus)
Troubleshooting with Coloring
Tshark Command-Line Capture
Analyze the Zero Window Condition
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Trace File Analysis — Sets 1, 2 and 3
Whiteboard Lecture Series 1
Translate Snort Rules to Wireshark
...and more

We also offer customized onsite and online training. Visit www.chappellU.com for sample course
outlines and more information. Contact us at info@chappellU.com if you have questions regarding
your All Access Pass membership.

[1] Ihad one customer draw a picture of their network with a square in the middle marked as
"magic box." That "magic box" was their NAT gateway to the Internet.

[2] Tavoid using capture filters whenever possible. I will explain this a bit further in Use Capture
Filters when Necessary.

[3] Ifyouhave spanned a switch port, watch for "ACKed Unseen Segment"—this can be an
indication that the switch is unable to keep up with the spanning functions. For more information, see
ACKed Unseen Segment.

[4] Loris Degioanni is the creator of WinPcap and a brilliant product architect. We sat for many
hours going over the function and interface for Pilot. As network traffic, network files and network
speeds increased, so did the size of my trace files. I use Pilot to perform my initial assessment of
large trace files and then export just the portions of interest to Wireshark for further analysis.

[5] This trick was brought up by Jasper Bongertz at the Sharkfest conference.
[6] To be more precise, packets are time stamped at the end of the packet receipt process.

[7] Since DHCP is based on BOOTP (Bootstrap Protocol), the display filter syntax is bootp, not
dhcp. DHCPv6 traffic does not have a dependency on BOOTP so you can filter DHCPv6 traffic
using simply dhcpve6.

[8] This may change in later versions of Wireshark since many people assume the logical AND
would be evaluated before the logical OR.

[9] These IPv4 Bad Checksum indications are a result of capturing on a host (192.168.1.72) that is
using task offload. The IPv4 checksums are calculated on the network interface card, after Wireshark
has obtained a copy.

[10] Youcould also use the filter dns.flags.rcode !'= 0, but Wireshark will turn the
background yellow to indicate that use of the != operator may yield unexpected results. In this case,
since there is only one dns . £lags . rcode field in the packet, the use of !=is acceptable
however. To avoid the yellow background, we decided to use dns . flags.rcode > 0 and
avoid the use of != altogether.

[11] Switches will forward multicast traffic out all ports unless the switch (a) is configured to
block multicast forwarding, (b) detects a multicast flood and is configured to block this flood, or (c)
uses Internet Group Management Protocol (IGMP) snooping and determines that a switch port does
not have a member of a specific multicast group attached.
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[12] Traffic to an "unknown hardware address" should not be seen on a network because we have a
protocol (ARP) which is used to resolve local hardware addresses.

[13] Ttis a blessing when a customer has a tap in place on a server when I need to look at that side
of the communications.

[14] 1would never consider purchasing a non-aggregating tap that requires two capture devices to
be attached for capture. This configuration relies on the timestamp accuracy of those two devices and
reassembling a bi-directional stream almost never looks correct.

[15] We keep a set of hubs in the office since they are pretty difficult to find. You can still find
some hubs on eBay—consider buying one just in case.

[16] During Sharkfest 2013, the Wireshark web site was hit with a DoS attack. Since a new version
of Wireshark was releasing that morning, the regular traffic to the Wireshark site was high as well.
Gerald Combs had a Cascade Shark Appliance in place to capture all traffic to and from the server.
This is an ideal use of the Cascade Shark Appliance!

[17] Ifyou are not familiar with these tools, search online for ipconfig or ifconfig to locate
resources that provide step-by-step instructions on accessing the command prompt and running these
tools.

[18] The X-Slogan value changes often so consider capturing the traffic again to see other X-Slogan
values.

[19] For more information on FIN wait states, see RFC 793, "Transmission Control Protocol"
(Section 3.5. Closing a Connection).

[20] T've always told people, the only finger that matters in the world of finger-pointing during
network problems is the finger of the protocol analyst. The packets never lie.

[21] Because of a Wireshark 1.10.x bug in calculating the frame . time delta displayed
value when listed in a column, we will create our delta displayed time column using the Preferences
window and the predefined Delta time displayed column.

[22] If Wireshark does not save your edits, click somewhere in a blank area of the Filter
Expressions editing area before clicking OK. This takes Wireshark out of editing mode and allows
you to save your changes.

[23] T've placed parentheses around this entire string because I will add it to another display filter
string in just a moment.

[24] Although they probably won't thank you. Sigh.
[25] Just my estimate, of course.
[26] Ican't imagine why you would do that, however.

[27] As of Wireshark version 1.10.x, the number of missing packets cannot automatically be
determined by Wireshark. Even if 50 packets in a row were lost, Wireshark would generate a single
Previous Segment Not Captured indication. To determine how many packets have been lost, examine



Wireshark's Next Sequence Number field immediately prior to the lost packet indication and then
look at the Sequence Number field in the lost packet indication. Subtract the first number from the
second number and divide by the typical TCP segment size.

[28] When was the last time you looked at the statistics on your network switches, routers and other
infrastructure devices? Hint, hint.

[29] Do not use commas in the Go To Packet field. Wireshark does not understand commas and will
generate an error if you try to use them here.

[30] There are two retransmission types defined by Wireshark—a standard Retransmission and a
Fast Retransmission. We will differentiate between these two types of retransmissions later in this
Chapter.

[31] Normally I tell students never to scroll—there 1s a/most always a better way to work in
Wireshark. In this case 1t would be great if you could sort the Summary column. Unfortunately,
Wireshark does a text sort—this causes Duplicate ACK (#99) to appear above Duplicate ACK
(#800) when you sort from high to low. Sigh.

[32] Note that if you have the Packet Bytes pane open, expand the SACK section in Packet 10,420
and click on the left edge field, there appears to be two bytes that do not match a field name (0x050a).
These two bytes are the Kind field (0x05=SACK) and Length field (0x0a=10). As of Wireshark
1.10.5, these two fields were not dissected for some reason.

[33] The 3 ms is an arbitrary time value selected by a developer.

[34] In Wireshark 1.10.x, Fast Retransmissions and Retransmissions are listed separately. In later
versions of Wireshark Fast Retransmissions are considered a subset of Retransmissions.

[35] We will examine a printer that stops picking up data from the receive buffer and eventually
sends Zero Window packets during the "ink drying time" when performing double-sided printing.

[36] Window Sizes (with or without Window Scaling) are not negotiated. Each side of a TCP
connection defines its own Window Size value (and Shift Count if Window Scaling is enabled).

[37] Add a20-byte TCP header, 20-byte IP header and 14-byte Ethernet header (the Ethernet trailer
has been stripped off by the capturing network interface card) and you have 54 bytes of overhead.
Add this to the 1,460 bytes of data and the frame is 1,514 bytes—the value shown in the Length
column.

[38] This filter looks for the SYN bit on, but all other TCP flags off. You could also use
tcp.flags.syn==1 && tcp.flags.ack==0.

[39] Youcould also use dns . flags.rcode !'= 0, but Wireshark will color the display filter
area background yellow because you are using the != operator. Oftentimes, using this operator does
not yield the expected results. For example, ip.addr !'= 10.10.10.10 does not remove traffic
to or from 10.10.10.10 from view. The proper syntax would be !'ip.addr==10.10.10.10.

[40] Referred to as "Status Codes" in the HTTP specification.
[41] The developers often do not populate the field values. For example, under HTTP, the



http.response. code field does not contain any predefined values.

[42] The filter £tp.response.code >= 400 is functionally the same as
ftp.response.code > 399.

[43] You can use these same steps to create a new trace file comment.

[44] 1did not distribute this file with the book supplements because it is too large to work with in
Wireshark.

[45] Icanrelate to that. In my first real technical job I hid in my car at lunch time to read the manual
on the hot new NBI master-slave system that I'd been plopped in front of. As I'd only worked on the
"master" side before, I had no idea how to turn on the Slave side... I would have fired me 1f I didn't
figure it out fast.

[46] You will definitely have a profiles directory if you've followed along with the labs in this
book.

[47] The UDP and TCP checksum validation settings are disabled by default, but if you updated
Wireshark and retained some older settings, they may still be enabled.

[48] If you do not want to type all this button information separately, you could pull the Filter
Expressions section from the preferences file contained in the Troubleshooting Book Profile.zip
file that is available at www.wiresharkbook.com/troubleshooting.html.



http://www.wiresharkbook.com/troubleshooting.html
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