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Topic 1: Course Introduction
This topic provides motivation to study this course.

Motivationl: Information I can receive: Now-a-days, we can get a lot of information
while sitting in front of the computer. For example, we can access our bank
accounts; we can receive world news, look at the weather forecast etc. This has
become possible because of computer networking. This is shown next.

©Online Banking
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{ World’ﬁle‘w‘s‘f
: * 39
| o )
o i — Weathﬁh:fﬁ%st‘
® coe ©®

Traffic Conditions

Figure taken from “CCNA Exploration Network
Fundamentals” Cisco Press

Motivation 2: Daily life Applications: Email, web, instant messaging, P2P file sharing,
network games, streaming videos, real-time video conferring are those applications
that we use in our daily lives. We may encounter issues such as response delays,
slow application at the server.

Motivation 3: Internet: The largest engineered system ever created by mankind is
the Internet which consists of hundreds of millions of connected computers,
communication links, and switches. There billions of users who connect via laptops,
tablets, and smartphones.

In this course, we will look at how the computer networks work, how we can
troubleshoot their problems using Wireshark, and how we can simulate new
networks using Packet Tracer.

Course Composition: We have divided the course intro three Main Parts.

e Part 1 presents the networking fundamentals from practical point-of-view
and does not delve into the theoretical nitty-gritties.

e Part 2 describes how analyzing packets with the Wireshark tool can help a
student to troubleshoot his network.



e Part 3 discusses how to configure Cisco devices with practical examples and
simulate networking with Packet Tracer.

Figures and Material used for Part 1(Topics 2 to 79 have been adapted
from W. Odom’s book with the title “Computer Networking First-Step”,
Cisco Press, 2004 unless stated otherwise.

Topic 2: What is a Network?
This topic provides the basic know how of a simple computer network.

A computer network is a combination of hardware, software, and cabling. This
combination allows multiple computing devices to communicate with each other
and thus gives computers the ability to communicate with each other. Next we show
a simple network:

luse files on the file server.
and print files on the
network printer!

T N

(" TheNetwork
The Server l\_/\—/\-/[\—a

Figure 2.1: Simple Single Site Network

This is a typical small network used by a company at a single site. In a network
diagram, we use a cloud to hide details such as hardware, software, and cabling. This
is done, when details are not important to the current discussion. A server provides
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some form of service to the users (clf

Cubicle/Office Cubice/Office
= [l
User1 User2
Secure Room . Common Area
Server

Icon Legend:
[Z] wallPlate

£ Switch

Figure 2.2: A closer Look at the simple Network

We can see that Userl's PC has networking software installed, and a cable that
connects his PC to a socket on the wall. That socket has a cable on the (hidden) other
side of the wall plate. Cables normally run under the floor, in the ceiling, or some
other hidden place, with the other end being in a wiring closet. All the cables
connect to a switch inside the wiring closet. A switch consists of specialized
hardware and software that forwards the network traffic back and forth between
the various network devices on the network. There are a lots of places (called switch
ports) into which you can plug in one of the networking cables.

Now, we look at the different perceptions three different people have according to
their work on a different aspect of a network. First of all, we study the Server Guy,
who is responsible for the server and needs some PC hardware skills, but more
importantly, he needs strong skills with software. His perception is shown next.

The server guy views the rest of the network as a network utility i.e. he treats the
rest of the network just like you think of the telephone, electrical power, and water
system. There is no need to think about it unless it's not working. Next is the Cabling
Guy. He is also known as an electrician. He runs the cables from each cubicle back to
the wiring closet. His job requires physical dexterity, knowledge of how to conform
to the electrical building standards. He focuses on installing, testing, and
troubleshooting the cabling from each wall plate to the wiring closet. He makes sure
that there's a working cable running from the wiring closet to each place in the
building where a computer needs to connect to the network.

11



Cubicle/0ffice Wall Wiring Closet

Networking Cable
Connected by
PClnstaller

Networking
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ooooo

Floor ¥ -

Figure 2.3: The cabling Guy’s perception of the network “Elephant”

The third guy is the Network Guy. He is responsible for the switch, as well as any
other hardware and software used to create a network utility for the computers. He
installs, supports, and troubleshoots the hardware and software on the switch. He
knows which computer's cable plugs into the various numbered ports on the switch.
The network guy’s perception is shown next.

Server

Figure 2.4: The network Guy’s perception of the Network “Elephant”

Topic 3: Traditional Computer Networks
In this topic, we study different traditional computer networks.

There are two well-known examples of computer networks. They are named an
Enterprise WAN and the Internet.

An Enterprise WAN is a network that should have the ability to connect all sites of a
big company, located at multiple sites. You call it an enterprise network because the
network is owned by and created by one company, and a company can be
considered to be an enterprise.

An enterprise network is shown next.

12



Headquarters LAN Telephone Company

Wide Area
Network Office#2

Figure 3.1: A Larger Network: AN Enterprise WAN

This typical enterprise has three remote branch offices, each with few PCs and a
printer. The headquarters site has more users (hence, more PCs), as well as several
servers. Each remote site consists of a simple network.

The Internet is a unique computer network as it connects almost all enterprise
networks and individual users. We next show a part of the Internet.

Fred’s Home Bamey's Home
Computer Computer

e el

= L=

Company
A
Company
B

Figure 3.2: The Internet with Enterprise and individuals connected to it

The Internet works with the help of companies called Internet service providers
(ISPs), which provide service to companies and individuals to connect them to the
Internet. This makes almost all computers on the planet can communicate with each
other.
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Topic 4: Using the Network by Accident

This topic discusses the scenario when we use the network by accident.

Some of the most common network services hide the network from the end user.
We call them “accidental” network services. To understand this concept, let’s
assume an employee named Fred working at a remote office. He is the master of his
own domain; he has a PC, a printer, and he can do all his work without much
interruption from the home office. Fred’s daily tasks include opening a document with
a word processor, changing some of the text contained in it, and printing it. He then
mails the letter to the customer and saves the changes to the letter. Fred’s PC is
shown next.

Word Processor Window
—\ Click Open File.
St O
@ @ || gickprint. \
-lelter.du(
Click Save File. {
Fred's PC

Figure 4.1: Daily task computer

As Fred’s company grows, Home office sends Wilma to Fred's office to work with him
and help him get all the work done. She brings her fast high-end PC with her to the
new office and installs a network. She takes over Fred's old printer and connects it to
her own PC. Also copies all the customer letters from Fred's PC over to her PC. The
network looks like this:

( Wilma's Super-
Eﬂﬁﬁ'ﬁu‘%ﬂ Dooper Computer  Fred's Old
I 1 -‘1 y
| N =

The Network

Fred’s Old
Files

Figure 4.2: Network with Fred and Wilma’s computers

As Wilma has set everything up, including the network, so she knows how it works.
But Fred has no idea about the network.

To do his job on the very next day, Fred starts up his word processor, grabs a
diskette, and walks over to Wilma's computer and copies a customer letter onto the
diskette. He walks back to his desk, updates the letter using his old computer, and
then walks back to Wilma's computer with the diskette. Then Fred copies the file
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back onto Wilma's computer, replacing the old file, and brings up the word processor
on Wilma's computer so that he can print a copy for mailing to the customer. This is
depicted next.

Fred’s Old Wilma's Super-
Computer Dooper Computer

‘E »

1= [34]

- %Guget(ustumer‘l.doc. -
—>
Edit and Save C Bring diskette back.
Fila to Diskette & i’ e —

Diskette back to 3

Wilma's computer Open changed file

4}“ A and print.

Sneakernet

Fred's Old
Printer

)

Figure 4.2: Fred’s sneakernet

Fred could have done the same job in a simpler and more efficient way if he had
used the network. He doesn't even need to know it's there. If Fred had just looked
on his C drive in the folder called Customers, he would have seen all the same files
he is used to working with. These files are on Wilma’s PC - a file server but that's
hidden from Fred. Also, when he clicks on the Print icon from his word processor,
he'll see a printer called same old printer. If he prints to that printer, it will print on
his same old printer, even though it's connected to Wilma’s PC, which is set up as

a print server.

Word Processor Window
@ Click Open File.
~Click Print.
Click Save File.

=L

Wilma's PC

Figure 4.3: Fred’s PC using the new Network

Topic 5: Using the Network on Purpose
In topic, we study the case when we use the network on purpose.

When we use the Internet, chances are high that we will be aware that we are using
a network. The Internet is the global network to which almost every company and
organization in the world is connected. We can make a phone call to almost anyone

15



on the planet because all the telephone companies in the world connect to each
other. Similarly, most computers can communicate with each other over the Internet
because most computer networks connect to each other through Internet Service
Providers (ISPs). Networking connections among enterprises, individual home users,
and other ISPs are provided by ISPs. A chunk of the Internet is shown next.

Fred’s Home Barney’s Home
Computer Computer
[ (ad
r,,/‘"\,\ ) J‘\ - o —
( (Company T
\J\ki_i,/u_g/ R g _ -
f( Company \ ¢ ISP3 N
B -~
\—’\,_,/‘J

Figure 5.1: Conceptual View of the Internet

ISP1's network allows individual computers, such as Fred's, to connect to it. Fred
could communicate with computers inside Company A, assuming that the security
policies at Company A allowed it. Company A created its enterprise network using
hardware, software, and cabling paid for by Company A. ISP1 creates its network as
well using its own funds. ISP1 agrees to allow Company A's traffic to pass through
ISP1 and on to other ISPs so that Company A can communicate with the rest of the
world. In return, Company A pays ISP1 an ongoing fee.

Topic 6: Well-known Network Applications
This topic discusses working of the well-known network applications.

Web Browsing

A web browser allows you to sit at one computer and display information that
resides in a web server somewhere on the Internet. A web server consists of
software that resides on the computer that is accessible to the end user via the
Internet. The information can be in many forms, including simple text, graphics
images, animation, video streams, and audio clips. Well-known examples of web
browsers are Internet Explorer, Google Chrome, Firefox Mozilla. After a browser
requests a web page from a web server, the server replies by sending the contents of
the web page back to the browser. Companies, organizations, and even individuals
can create their own websites on the Internet. Anyone can then ask for the content
in those web pages and see the results. Next, we show the working of web browsing
application.
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Fred's Browsing Barney’s Browsing

www.fredsco.com WWW.cisco.com
™ [P
Web Server J ’

\_|: = — —— p
¢ Fred's Company [ ISP1 S

T M v . /’m_/’,./'
Web Server o \ / o

Cisco Systems

Figure 6.1: Web Browsers and Web Pages on the Internet

A client such as Fred brings up the web browser software on his computer and points
to the Universal Resource Locator (URL) of the website. For example, in this case he
wants to access www.fredsco.com. The URL or a web address is a string of characters
that uniquely identifies a particular web page.

E-Mail

It allows a user to create, send, and receive messages electronically. E-mail is sent
between one user and another user, or in some cases, to multiple other users. The
person sending the mail needs to know the e-mail address of the person who needs
to receive the e-mail. An e-mail address is a text string that represents the address
of a person for the purposes of sending and receiving e-mail, much like a mailing
address used for postal mail. Example: abc@yahoo.com. An example is shown
below.

, . Barney Sends E-Mail to
Fred’s Browsing sales@fredsco.com
| I@
—~ T —~ _ |spz
Ck(iscoSystems >_ 15P1 '— |5P2 EMall
N \ Server
'\,_f——/
Fredsco [
E-Mail .
SaI;Department
at Fred’s Company

Figure 6.2: E-Mail in the Internet Using Mail Servers

In this diagram, Barney wants to e-mail the sales department at Fred's Company by
sending an e-mail to the address of sales@fredsco.com. Barney does not actually
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send the e-mail directly to a computer at Fred's Company. Barney sends the e-mail
to his e-mail server, which for an individual Internet user like Barney, typically sits
inside the ISP network to which the user is connected. An e-mail server is a server
that receives, forwards, or holds e-mail, much like the service performed by the
postal service. That e-mail server forwards the e-mail to the e-mail server at Fred's
Company.

Downloading and Transferring Files

The central theme of this application is to move files into and out of your computer
using a network. In most cases, the end user does not have the file, and he wants to
get it. Next, we show an example where myproject.doc is being copied between Barney

and Fred. Fred's File

Transfer Server

=
@ﬁ CuFl:fpdasny
™ N

Fred copies file to file
transfer server.

ISP1

Cisco Systems ( ISP 3

s

Later, Barney
gets file from file
transfer server.

Figure 6.3: Copying myproject.doc Between Barney and Fred
File transfer is a two-step procedure:

e 1. Fred places a copy of the file onto a file transfer server, using file transfer
client software.

* 2. Barney gets a copy of the file from the file transfer server, also using file
transfer client software.

Topic 7: Building a Network: Starts with a Plan
In topic, we study why rules and standards are important for networking.

Standards are rules that make life a lot easier. To understand this idea, let’s have a
look at a power socket on a nearby wall. You may find an electrical socket with three
holes two that accept flat metal prongs, and one that accepts a round metal prong.
The flat metal prongs are parallel to each other. If you go to a store to buy an
electrical device such as a lamp, you will expect that its power cord would fit into the
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wall socket of your house. In case, does not fit into the power socket, you will get
very confused.

Let’s now imagine that you bought a new lamp. You plug it in, and the light bulb
instantly is broken. You put in a new bulb, and it doesn't light up. You decide that
there is some problem with the lamp. So you bring it back to the store and replace it
with an identical lamp. When you get it home, the same thing happens to this lamp
too. What to do next? Let’s call the customer service to inquire from about the
problem. This is our special 'We light up your life' model of lamp. It uses the same
kind of power cord you are used to using but requires less electrical voltage, saving
you money. If you read the instructions for the lamp, you will see that it directs you
to rewire and change the voltage coming out of the sockets you want to use for the
lamp. 'If you plug this lamp into a normal wall socket, the extra voltage will fry the
lamp, and it will no longer light up your life.' So contact an electrician and get your
socket changed.

A standard therefore tends to define a particular thing, such as the shape of the wall
socket and connector used by an electrical socket and electrical power cable.
Another standard might dictate how much voltage flows through the wall socket,
whether it is AC or DC, how much current, and the like. Both standards are important
and must be followed to prevent exploding lamps. Similarly, networking has
standards. First, the PCs in the network need some form of physical connectivity.
Physical connectivity refers to the combination of cabling, networking devices, and
network interface cards (NICs) in the computers, which together provide the physical
capability to transmit and receive data across a network. Next, we show this idea.

Fred’s File Wilma's Super-
Transfer Server Dooper Computer

| Networking 1
| T Software

| 2] U]

View of NICs,
Which Are
Inside the PCs l

ﬂT_ - 1 Hﬁ;{@ )

Connectors

NIC

Figure 7.1: Components of a Simple Network

Both PCs have an NIC installed, and each card has a receptacle into which a cable can
be connected. To emphasize their existence, the NICs are shown outside the PCs.
The two computers must implement the same standards for how the networking
software on each computer tells the other what it wants to do.
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Topic 8: Examples of Good Rules for Networking
This topic presents examples for implementing networking.

Example 1

When two humans communicate one person says something and the other person
listens. The two people need to understand the same language. Similarly, when
computers communicate with each other over a network, the sending application
needs to send some information to an application on the receiving side. Let’s assume
Fred's computer is using Wilma's computer, which is configured as a file server.

' Wilma’s Super-
Eﬁfﬁ'ﬁugledr Dooper Computer  Fred’s Old
Printer

. — =

The Network Fredts Old

Files

t|

Figure 7.2: Data Transmission Using Packets

Over the network, the file will be transmitted in the form of binary digits (bits). The
file server reads the file from the disk. A networking standard will define the
encoding rules so that data can be transmitted. For example, it can ask the sender to
change the voltage to one level to mean a binary 0, and another to mean a binary 1.
In our example shown above, the NIC inside Wilma's computer sends some electrical
signal over the cable. The device on the other end of the cable Fred's PC NIC
interprets the incoming electrical signal. This will work if both NICs agree to some
standard means of transmission. For instance, imagine that Wilma's NIC sends a +5
volts to transmit a binary 0 and +10 volts to send a binary 1. If Fred's NIC expects to
receive a +2 volt signal for binary 0 and +4 volts for binary 1, the network will not
work because Fred will not understand what Wilma is sending him.

Example 2

Devices in a network send bits in groups, generally called packets. Assume Wilma
wants to send a file to Fred. She sends the data bits in the form of three packets as
shown next.
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Three Packets Sent by Wilma's Super-
Fred’s File Wilma to Fred Duol rg:(so mup::er
0ld Computer p p

| i ]
“—| First Part of customer1.doc f—

g = 1]

23] — |
- &’SecondPartofcustomerLdoc ‘: -

4—’ Third Part of customer1.doc ‘i

Figure 7.3: A Simple protocol for Error Recovery

We assume that Fred received all the three packets. The second packet has some
bits that he is unable to understand. This may have occurred due to electrical
interference (one electrical signal changes because of some other nearby electrical
signal). If both NICs have agreed upon +5 volts to be a binary 0, and +10 volts to be a
1, then the receiving NIC will get confused upon receiving let’s say +7.5 volts. A
standard needs to be defined to address this issue. Both Wilma and Fred's computer
software must agree to use the same networking protocol that provides a method to
recognize and recover from errors. In the diagram below, we have shown such as
error recovery mechanism:

1- The sender of the packet numbers the packets.

2- When the receiver (Fred) notices the error, he can send a message back to
the sender (Wilma) asking her to send the specific packet again.

3- Wilma replies to Fred's request by resending packet 2.

Fred’s File Wilma's Super-
0ld Computer Dooper Computer
| ]
{ ~—[# | FistpartofFile.. | = |
Ell = Eld =
-« | % Second Part of File... ‘ —
] | ThirdPartoffile.. | —
— ‘ Please Resend #2 ‘ —
— | #2 ‘ Second Part... Again ‘ —

Figure 7.4: Error Recovery

Topic 9: Proprietary and Public Models

In this topic, we describe Proprietary and Public Models.

Networks began to be developed as part of each computer vendor's offerings by the
late 1960s, and they became popular by the late 1970s. Each computer vendor
created its own networking model, which helped computers from that one vendor
communicate easily. At the advent of networking, the two largest computer vendors
in the world were: International Business Machines (IBM) and Digital Equipment
Corporation (DEC). IBM created its own networking model called Systems Network
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Architecture (SNA), and DEC created its own DECnet. Each of these vendor-
proprietary networking models allowed networks to be created and implemented
and they worked but they were issues. Proprietary networks cannot communicate
with other networks. IBM computers could not communicate with DEC computers.

Let’s assume a company that owns some IBM computers and some DEC computers.
How the company can form a network? The company should have two separate
networks?

22 DECnet Network

Figure 9.1: Non-Networking of IBM and DEC Networks in a Single company

Two solutions emerged: one short term, and one long term.
Short term solution

DEC made its computers conform to the IBM SNA model as IBM was roughly 10
times larger at the time in terms of gross revenues. So, DEC created software that
converted between DECnet standards and SNA standards. DEC created a DEC-to-SNA
gateway, which allowed the DEC and IBM SNA devices to talk.

SNA Network \ DECnet Network

SNA

SNA DEC
Protocol H: ‘Lomls’ | 4Protomls
Only u! DEC/SNA Only
Gateway
\E\/‘j_\ﬁ ; lﬂ\./\ el

Figure 9.2: DECnet Emulating SNA Using a Gateway
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Long term solution

The second, better, and long-term solution was to get IBM and DEC to stop using
their proprietary networking models and use a public, open networking model. Due
to this, all computers can communicate easily. Public network models provide
pervasively popular networks. Today, we live in a world in which practically every
computer uses the same public network model, called Transmission Control
Protocol/Internet Protocol, or TCP/IP. No one vendor dictates the standards and
protocols for it. Individuals from many companies and organizations have
participated in the standards definition process. The Internet Engineering Task Force
(IETF) manages the process of creating TCP/IP standards. IETF is open to any
interested individual and its URL is http://www.ietf.org.

Topic 10: How TCP/IP Standard Grows?
This topic describes how TCP/IP standard grows.

The Internet Engineering Task Force (IETF) manages the creation and approval of
TCP/IP standards and protocols. Each standard or protocol of the TCP/IP model is
defined in a document. It is posted on the Internet so that anyone can look at it and
comment before it becomes a Requests for Comments (RFC). TCP/IP is composed of
a lot of individual protocols. The name TCP/IP is a combination of the two most
popular protocols inside the TCP/IP model.

Transmission Control protocol (TCP)

TCP is described in RFC 793. TCP appends a TCP header in front of the user data. A
header is a bunch of overhead bits added to the user data so that a protocol can do
its job. Acknowledgment number is a field in the TCP header. TCP uses it for error
recovery. On the receiver, TCP uses it to inform the sender which packet he expects
to receive next and can thus be used to inform about erroneous packets.

Fred’s File Wilma's Super-
0ld Computer Dooper Computer
| TCP Header User Data i

L | 4—‘ Seq.:l‘ First Part ... | — \|
e o ks =
TCP Head User Data
«— ‘ Seq. :Zi‘:} Second Part ... | —
TCP Header User Data
«—|[ seq.=3] Third Part ... | =
TCP Header User Data
— | Ack.=2 ‘ May be Empty | —
TCP Head User Data
« ‘ Seq.=2 ‘ Second Part... ‘ —

Figure 10.1: TCP Error Recovery
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The Internet Protocol (IP)

IP is another TCP/IP standard protocol. It defines logical addressing and routing for
the TCP/IP model and is explained in RFC 791. The best analogy for understanding
IP’s working relates to the postal service. Before you put a letter in the mailbox, you
put an address on the front. Similarly, a computer sends a packet over the physical
network by putting an address in front of the packet. In addition to TCP header, IP
adds its own header. IP address is used for identifying a computer. Besides names,
NTN/CNIC numbers are identifiers for different purposes. www.fredsco.com is a
string for a computer which humans can remember easily. A number such as 3.3.3.3
is computer-friendly. Computers are identified by IP addresses. When packets are
received by a router, the router looks at the IP address and decides where to
forward the packet. A router uses a table, called a routing table. This is shown next.

Fred's Barney’s

IP Address: 1.1.1.1 IP Address: 2.2.2.2
Fred’s Browsing ‘E E Barney’s Browsing
fredsco.com 17— 1 fredsco.com

17 N
WebServer ‘Routing Table
Destination NextHop

(1100 18P
12222 IsP2

7’ IP Header
! Fred’s ™\
-\(or_npanv S IP Header

- —f2222] bata

There are other standards bodies who have already defined standards that TCP/IP
can easily use. IETF happily references other well-known standards created by other
standards organizations. For example, The Institute of Electrical and Electronic
Engineers (IEEE) defines standards for LANs, which defines a type of network, or a
part of a larger network, in which the devices are relatively close together. By
“close”, we mean in the same building or in the same small campus of buildings. Like
any other network, a LAN includes computers, hardware, software, and cabling that
allow communications to happen. TCP/IP standards simply say "Use IEEE LAN
standards if you want to use a LAN." Another example is the International
Telecommunications Union (ITU), which defines standards for WANs. A wide-area
network (WAN) defines a type of network, or part of a network, in which the devices
are relatively far apart. A WAN is a network, or part of a network, for which the
cabling must pass outside the property of one company. The distance might only be
a few miles, or it might be thousands of miles!
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Topic 11: Two-Well Known Networking Models
In this topic, we study TCP/IP and OSI networking models.

Systems can be implemented more efficiently and more effectively if the activities
are broken down into layers. Layering helps in product development, and it helps in
keeping each protocol simple. The reduced complexity makes for better products
and more stable networks.

The TCP/IP Style

TCP/IP really is a set of protocols and standards, some not even defined directly by
TCP/IP, that allow you to create networks. Some people segment the TCP/IP network
model into the four layers. Others consider it to be a five-layer model. From a
practical perspective, it does not matter.

TCP/IP Network Model TCP/IP Network Model (Alternate)
Application (lﬂgg) Application
Transport TCP Transport
Internetwork P Internetwork
Data Link
Network LAN
Interface WAN Physical

Figure 11.1: TCP/IP Model
Each layer represents a general function that must be accomplished.
The OSI Style

While TCP/IP was being evolved into a legitimate networking model, a competing
public networking model, called Open Systems Interconnect (OSI), was being
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developed. The OSI model was developed by an organization called the International
Organization for Standardization (ISO). The aim was to build the end-all networking
model i.e. once implemented by all computers on the planet; it would allow
pervasive communications among all computers from all vendors in all countries
everywhere! OSI uses a seven-layer model, instead of the four (or five) layers in the
TCP/IP model.

051 Model TCP/IP Model TCP/IP Protocols
7 Application
6| Presentation Application HTLI:,);I;ATP
5 Session
4 Transport | Transport TCP, UDP
3 Network | Internetwork P
2|  Datalink Network Ethernet,
1 Physical Interface Frampeplll’elay,

Figure 11.2: OSI & TCP/IP Models
TCP/IP versus OSI:

OSI was developed much more slowly than TCP/IP. TCP/IP took over the
marketplace before OSI could be finished. ISO plays an active role in standards
development even today, working with the IETF, ITU, and other standards bodies.

Topic 12: What is a Local Area Network?
This topic describes the basics of local area network.

A LAN is a network in which the devices are relatively close together i.e. in the same
building or in the same small campus of buildings. The simplest LAN consists of at
least 2 computers, networking software, a cable and network interface cards (NICs).
It is shown next.

fred’s Wilma's Super-
0ld Computer Dooper Computer
I Networking i
| Software ‘
2 _‘ \_-; =
o View of NICs,
i Which Are
' l Iside the P l

(able

— (onnectors

Figure 12.1: Components of a simple Network

26



Assume Fred opens a file on his computer that resides on Wilma's disk drive. Then,
prints the file on the printer connected to Wilma's computer, and finally, saves the
file back on Wilma's disk drive. This sequence is shown

Word Processor Window r
(g Click Open File. 1»' -
f
\

Tk Print.
| Click Save File. |(3\ \ \

\fred’sj( - ‘..\ I

|

L

(_'J \. The Network '- |

~ . ".\ 4‘
— i e f

Wilma's PC

Figure 12.2: Basic Flow with Fred Using a file/ print server

A file is just a bunch of bits. In the previous example, the network needs to be able to
transfer a bunch of bits from one computer to another. To send a binary code from
one device to another, the sending device puts some electricity on the wire. An NIC
can vary the voltage level of an electrical signal to different values. One value
represents a binary 1 while the other means binary 0. Assume that a company
employs an encoding standard that makes the NICs to define a binary 0 with a
voltage of +5 volts, and a binary 1 with +10 volts. This is shown next.

PC1 Tosend 0101, I'll

send 5 volts then 10, 5!
im again, and then 10f

s
B

ds s L1s s
o 1 o 1

Figure 12.3: Basics Data of Transmission across a wire

PC2 wants to send a binary value 0101. It generates some electricity on the wire
according to the encoding scheme. PC1, on the other end of the wire, senses the
incoming electrical signal. It interprets the electricity, using the same set of
encoding rules to mean 0101, exactly as PC2 intended. Digital Transmission is the
use of discrete, constant values, which are then instantly changed to other possible
discrete values. When both sender and receiver agree to encoding scheme, and the

27



rate at which the bits are transmitted over the wire. The receiver (PC1) must think
about the electrical signal at different points in time, on a regular interval. The
sender (PC2) must use the same regular time interval to decide when it should
change signal.

An Example

Assume PC2 varies the voltage to mean either 0 or 1 every .1 seconds, and PC1
samples the incoming electrical signal every .1 seconds. The speed of this connection
is 10 bits per second (bps). Digital Transmission does not work correctly if the two
PCs do not agree on the transmission speed. For example, if we assume that PC2
thought the speed was 10 bits per second, meaning it should encode a new bit every
1/10 of a second. If PC1 thought that it should be receiving a bit 20 times per second,
it would sample the incoming electrical signal every 1/20 of a second. PC1 would
think it was sending 10 bits each second, and PC2 would think it received 20 bits. In
real life, LANs typically run at much higher speeds, with a slow LAN transmitting at
10 million bits per second (Mbps, also called megabits per second). Can PC1 and PC2
talk simultaneously in both directions over the same wire? The electrical signals
would overlap, and neither PC1 nor PC2 could understand what was sent. This is

shown next.
I'll transmit I'll transmit
pc1 0101 on the 0101 on the PC2
lower wire. lower wire.

0 |—| ml H—» S
L

f D:.:."Tpn'rransmitwm
NIC | O | O=c=ar

Figure 12.4: Concurrent Data Transmission across Two Different Wires

Topic 13: LAN Cables and Connectors
In this topic, we study LAN cables and connectors.

Cabling and connectors are used to manage the wires.
Cables

The copper wires that networking cards use are encased inside a cable which is
made from plastic. A thin plastic coating painted onto each wire helps prevent it
from breaking. Different colors of plastic coating for each wire helps in looking at
each end of the cable and figuring out which wire is which.
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UTP Cable
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End View
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Figure 13.1: Typical LAN Cable

The electrical currents on the wire can change when electrical signals that exist in
the air caused by other wires or other nearby electrically powered devices —
Electromagnetic interference (EMI). A computer might misinterpretaOasaloral
as a 0, or might not understand what the sender really sent. To reduce electrical
interference, the wires are twisted together in pairs. Such a pair is called a twisted
pair. Shielding can be added to the cable to reduce EMI. The cable becomes less
bendable but more expensive. Such a cable is called shielded twisted pair (STP). This
is shown next.

STP Cable
. Outer Part .Shieldin . Shieldin
of Cable All Pairs Per Pair

! ! |
"

Figure 13.2: Shielded Twisted Pair (STP) cabling

Unshielded cables are called unshielded twisted pair (UTP). Mostly, the LAN
technology employs less expensive UTP cabling. STP cabling is preferred in
environments where significant EMI exists.
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Connectors

They line up the wires on the end of a cable. Each colored wire has a specific
reserved place inside the connector. A pin is a physical position in the end of the
connector in which the copper part of the wire sits.

NEERANA
Do fheory

Figure 13.3: Typical Networking connector (RJ 45)

The Telecommunications Industry Association (TIA) and Electrical Industries Alliance
(EIA) define standards for which wires fit into which pins when you make a cable for
use with LAN. Eight wires can fit into an RJ-45 connector. EIA/TIA standards suggest

numbering schemes for the eight pin locations and the pairs of wires. Two of them
are shown next.

Pair 2 Pair 3

Amf\ NI

123456738 12345678

T568A T568B

Figure 13.4: Pinout options for (RJ 45) Connectors

The standard also specifies which color of wire goes into pin position 1, 2, and so on.
The RJ-45 Color Code scheme is shown next.
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RJ-45 Color Code

T-5688 Standard
12346586878

eI T
"'ha(
4 RJ-45
| Male Plug

) Ethernet | |
Pin EIATIA 568 EIATIA S600

Bl with white stripe | Bluo with white strips
or solid blue or solid blue

White with blue stripa White with blua

7 A, White with brown Wihite with brown
strip or solid brown strip oF solid brown

a8 M2A, Braven with white Brawen with white
stripe or sohd br stripe or solid brown

Figure 13.5: Color code scheme of RJ45 Connector

NICs send data over the twisted pair that uses pins 1 and 2 of an RJ-45 connector and
receive data on the twisted pair that uses pins 3 and 6. Let’s cable one end of a wire
in pin 1 of one connector, and the other end into pinl of the other connector. Pin 2
on one end of the cable connects to pin 2 on the other side and so on. This
arrangement is called a straight-through cable. This is shown next.

PQ1 PQ

I'ltransmit
onpins 1,2, |
The pairon 1,2 0n

the left connects to |
pins 1,2 on the L .
right! Uh-oh!

4
pe2t

DO

] DI:H:I

NIC Dljlj:::

O—O=co

Straight-Through Cable

Figure 13.6: Both PCs Using the Same Pair (Lane) to send data

NICs of both PCs send data at pins 1 and 2. That electricity goes over the wires and
enters the other NIC on pins 1 and 2. But, the NICs aren't receiving data on pins 1
and 2! Hence, both PCs send, but neither receives data. If we connect the wire at pin
1 on one end of the cable with pin 3 on the other end; the wire at pin 2 with pin 6 on
the other end; the wire at pin 3 with pin 1 at the other side; and the wire at pin 6
with pin 2 at the other side. This arrangement is called cross-over cables. The NICs
of the two PCs can receive the data sent by the other device! This is shown next.
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Figure 13.7: Both PCs Using Different Pair (Lane) to send data

Topic 14: Ethernet Hubs
This topic explains the basics of Ethernet hubs.

Ethernet is by far the most popular type of LAN today. Ethernet LANs are highly
used at work and school. To connect to other PCs, you would need more LAN NICs,
and your PC probably does not have enough room for all the cards. Also, you would
need to run cables between your PC and all the other PCs. If you tried to do this for
100 PCs on the same floor of the building, and every PC wanted to connect to every
other, you would have 99 cables connected to 99 NICs inside each PC!

The alternative to running a cable to every other PC is to run a cable from each PC to
a wiring closet and connect the cables to a networking device, called an Ethernet
hub. An Ethernet hub allows the electrician to cable each device to the hub using
only a single NIC and single cable. It eliminates the cabling problem. This is shown
next.

I am receiving electricity
from Larry, so I will
repeat it out the other

ports, to Archie and Bob.
g Archie

L
L —qu:" Bob

Hub

Larry

Figure 13.6: Ethernet Hub repeats everything it hears

The hub simply listens for incoming electrical signals, and when received, the hub
repeats the same electrical signal to every other device that's connected to the hub.
The hub expects straight-though Ethernet cabling between itself and the PCs. This is
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opposite of Ethernet’s pin configuration. A straight-through cable works between a
PC NIC and a hub. This is shown next.

I'll transmit
onpins1,2.
and receive on

I'll receive on 1,2 and
transmit on 3,6!

]

3

Hub Receive Pair (1,5]

Thepairon1,20n
the left connects to
pins 1,2 on the righ
and it works!

| PC1 Transmit Pt (1,2)

NIC

000000000

P S e van't e iean s el e aele
P(Js Receive Pair (3, 6) H@Transmit Pair(3,6)  Hub
< <

Staight-Through Cable

Hubs Logic:
1- Receive traffic on pins 1 and 2 on each physical interface.

2-When received, repeat the same electrical signal out all other ports, except the
one in which the data was received.

3-When repeating out other ports, repeat the traffic out pins 3 and 6 so that the PCs
will be listening.

Topic 15: Ethernet Frames and Collisions
In this topic, we study Ethernet frames and learn why collisions occur.

Ethernet is world's most popular LAN standard. It consists of a set of standards and
protocols for LAN communication, as defined by the IEEE. For instance, Ethernet
standards define how a network interface card (NIC) should encode binary Os and 1s
on a wire by varying the voltage. Before a PC could ask an NIC to send data, the PC
must encapsulate the user data inside an Ethernet frame. i.e. take the data and add
a header and trailer to it. Ethernet standard defines the formats of headers and
trailers. The resulting bunch of bits created including the Ethernet header and trailer
is called an Ethernet frame. This is shown next.

Lamy ‘mnrchie

| L=
| |:|m

kY = Hub1 —
4—

‘ Header

Data ‘ Trailer ‘

Ethernet Frame

Figure 15.1: Ethernet Frame sent from Bobs to Larry
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The information in header and trailer are used by the computers, NICs, and
networking devices to make the Ethernet work smoothly. The first 8 bytes in an
Ethernet header are called the preamble. The preamble contains alternating 1s and
Os so that the NICs receiving the data know that a new frame is being sent across the
LAN. A collision occurs when two or more frames are sent over a single twisted pair
at the same point in time. The result is that none of the frames is intelligible. Even
when all devices follow Ethernet rules, collisions can happen. Let’s focus on two key
facts. Factl: When two or more electrical signals travel over the same pair, both
electrical signals are distorted and become a single signal. The receiving device
cannot interpret the signal as Os and 1s. Fact2: A hub repeats received electrical
signals out on all other physical ports on the hub, except the one over which the
signal was received, even if other electrical signals are already being repeated. This is
shown next.

Larry (o|||s|on| ___________ |:| Archie
| 1 Y —
U= ’ """"" El Bob
Hub1

Figure 15.2: Collision between Bob’s and Archie’s Frames

What happens when both Bob and Archie send an Ethernet frame to Larry at the
same time? The hub blindly repeats each of the frames sent by Bob and Archie out
all other ports, including the one connected to Larry. Larry cannot understand either
frame because the hub is trying to send both electrical signals over the cable to Larry
at the same time.

Topic 16: How to avoid Collisions over Ethernet?
This topic discusses how to avoid collisions over Ethernet.

Imagine that you are connected to a hub, and you are currently receiving a frame.
What would happen if you sent a frame at that time? This will cause a collision.
Ethernet standards define a basic algorithm that helps reduce collisions, as well as
defining what to do when collisions occur. The algorithm is called the carrier sense
multiple access collision detect (CSMA/CD) algorithm

The CSMA/CD Algorithm

It is based on a simple concept: Listen before sending, and wait until you are not
receiving a frame before you try to send your frame. Well, that's exactly what the
algorithm calls for. Why not just wait a moment? This is shown next.
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I'm forwarding
the frame out all
other ports...

I'm sending
aframe...

——————————

e Bob
|
Hub1 L=
| need to send, but
1 hear a frame, so
I'll wait!

Figure 16.1: Collision Avoidance by Listening before sending

Even when you are using CSMA/CD, collisions can still occur. Why? Let’s imagine
Larry Bob and Archie are connected via an Ethernet. Currently Larry is sending a
frame. Bob and Archie want to send frames over the LAN. Possible after Larry
finishes. This is shown next.

I'm forwarding
I'm sending the frame out all
aframe... other ports...

e .
L Sy
Larry Hub1 \5

When no one is sending anything, there is no electricity flowing over the wires and
we say that LAN is silent. As soon as both Bob and Archie stop receiving an electrical
signal, both try to send their frames at roughly the same time. This is shown next.

I'm finished I'miust h I hear silence, so
sendlng oﬂ'tj::m:;gmg I'll send right now!
y ﬁ Archie
]l | \ l’t —
2=

,,,,,,,,,,,,

sy ‘
|

Larry Hub1

| hear silence, so
I'll send right now!

Figure 16.2: An imminent and Unavoidable Collision

The hub will repeat both frames out to Larry, so Larry will know about the collision.
The hub won't forward Bob's frame back to Bob, Bob receives one frame. The same
happens with Archie. Bob and Archie do not know there's a collision! When an NIC
transmits a frame, it receives its own frame as well. This is called a loopback circuit.
By using loopback, while Bob is sending a frame and if Archie also sends a frame at
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the same time, the hub forwards Archie's frame to Bob and now Bob knows there is
a collision.

CSMA/CD: what to Do When a Collision Happens

1. The senders of the collided frames send a jamming signal to make sure everyone
knows a collision has occurred.

2. The senders of the collided frames independently pick a random timer value.

3. Each sender waits until his own random timer has expired and then tries to send
his frames again.

Topic 17: Importance of Ethernet Addresses
In this topic, we learn the importance of Ethernet Addresses.

In an Ethernet LAN with a hub, a computer receives a lot of Ethernet frames due to
the hub logic. Only some of them contain data that is meant for that computer.
Consider Larry, Archie and Bob are connected over an Ethernet LAN with a hub. A
frame sent by Larry to Bob will be received by Bob and Archie.

I'm forwarding
I'm sending the frame out all
a frame other ports...

73 L S—]

Larry Hub1 =
Figure 17.1: Collision Avoidance by Listening Before Sending

Archie should simply ignore the frame, and Bob should examine the data and
process it. Practically, this becomes possible with the help of Ethernet Addresses.
Before Larry sends the frame, he puts Bob's Ethernet address into a field in the
Ethernet header called the destination address field. Next, we show working of this

concept:
™ , I'mforwardingthe| | I received a frame destined |
Ir;lrsendlsg inati frame out all other mﬂlﬂﬂ.fﬁlj.lls‘}#‘hat's
aframe, destination ot me. Il di
0200.2222.2222 ports... That's all F,amT sardine

| levergettodo!

[ m Archie ethernet Address

i | | ______ —— - — — = — 0200.3333.3333
v i Bob tthemet Address
Larry Hub1 S nn00.2220.012

I recelved a frame destined .
to 0200.2222.2221. That's
me! I'll process the frame.

Figure 17.2: How Bobs Decides the frame was sent to Him
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Each NIC has a unique Ethernet address, which is put onto the NIC by the NIC
manufacturer. Ethernet standards specify that addresses be 48 bits long (6 bytes).
The Ethernet header includes both a source address field and a destination address
field. The source address identifies the Ethernet address of the NIC that sent the
frame. When an NIC receives a frame, it uses the destination address to decide

whether to process it or ignore it.

Data Newly Created Trailer
Newly Created Header
Destination | Source ‘ ‘:l

Address Address

I I Archie Ethernet Address
> 5 0200.3333.3333

- \ ””””” E Bob Ethernet Address
Larry \\ Hub1 il 0200.2222.2222

Ethernet Address
0200.1111.1111 | / (reate a new header.
~/ Make my address the source.
~/ Make Bob’s address the destination.
</ Create new trailer
«/ Insert data into the frame.
< Send frame.

Figure 17.3: Ethernet Source and Destination Addresses

After Larry assembles the frame, he can use CSMA/CD logic to determine when he

can send the frame.

Topic 18: Frame Check Sequence
This topic describes the usage of Frame Check Sequence.

Consider Larry, Archie and Bob are connected over an Ethernet LAN with a hub. Larry
sends a frame to Bob. This is shown next.

" ) I'm forwarding the I'received a frame destined
I'msending frame out all other 100200.2222,2222, That's
3{5%"5’;‘%“55'5‘2‘“"“ ports... That’sal not me. Il discard the
R I ever get to do! frame,
\ e

\/ N \‘I"

\/ \ ‘ i

y \| m Archie Ethernet Address
| q ----- ->'l.» 0200.3333.3333

Larry Hub1

Bob Ethernet Address
0200.2222.2222

| received a frame destined
0 0200.2222.2222. That's
me! I'll process the frame.

When Bob’s NIC interprets the incoming electrical signal as meaning some string of
binary Os and 1s, it might misinterpret the meaning. Electrical signal has changed as
it passed over the wire, affected by resistance in the wire, EMI, collisions, and other
factors. Sender might send a 1 and the receiver might think it was a 0, or vice versa.
Ethernet uses a field in the Ethernet trailer called the frame check sequence (FCS)
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field. It holds a 4-byte number that is set by a sender and allows a receiver to
determine whether a frame contains bit errors.

A sender runs a mathematical formula, with the input being the contents of the
Ethernet frame to be sent, up to the Ethernet trailer. The sender places the results of
the formula into the trailer FCS field. On the receiver’s side, the receiver applies the
same formula to the same part of the Ethernet frame (everything up to the trailer). If
the result of the formula as calculated by the receiving NIC is the same as the value
in the transmitted FCS, then no errors occurred. Otherwise an error has occurred.

Newly Created Trailer
‘ Newly Created Header Data FCS

r’ F(x) =FCS T
L J o . |.|:-| Archie
LE ------ q -

S y--- - Bob ~ Run formula against
el
IN

Larry H received header + data
 Run formula against header + data. /If value = received F(S,

+/ Insert result into trailer as FCS. VAN keep frame.
«/ Send frame. / VIf not, discard frame.

Received Frame

Destination|
Address

Source
Address

‘ Data ‘ FCS |

F(x)=Y———> IfY=F(S, then no errors!

Ethernet standards specify that the receiver should simply discard frames that have
errors. The receiver does not request that the frame be re-sent, and the sender does
not know that the frame was in error. This simple process is called error detection.
Error recovery refers to the process whereby the receiver requests that the sender
retransmit the frames that did not pass the FCS check. Transmission Control Protocol
(TCP) performs error recovery, but Ethernet does not.

Topic 19: Two Ethernet Standards
This topic describes two different standards of Ethernet.

Ethernet was originally created in the 1970s by Robert Metcalfe and some others
working for Xerox corporation. Later Intel got involved, and convinced them to put
Ethernet logic on a computer chip, making the mass production of Ethernet cards
less expensive. Also Digital Equipment Corporation (DEC), the second-largest
computer maker at the time, got involved to support Ethernet. The original standard,
as defined by those three companies, came to be called DIX Ethernet. The final
version created by these three companies is known as Ethernet Version 2. In the
1980s, the IEEE while standardizing several LAN standards, created a committee to
define the Ethernet standards and protocols. The committee was named the 802.3
committee. Another committee was created by the IEEE to define the common LAN
features and was known as the 802.2 committee. The 802.3 standard is also called
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Media Access Control (MAC), and the 802.2 standard is also called Logical Link
Control (LLC). Next we show the header defined by 802.3 and 802.2, as well as the
trailer, as defined by 802.3.

7 1 6 6 2 1 1 1-2 Variable 4

DS
Dest. | Source
PreambleSD |pddress  Addresstength f\ ’sl Control Data |F(S
P P
C o —— [—
802.3 802.2 802.3

Figure 19.1: IEEE Ethernet Headers and Trailers

The preamble with starting delimiter (SD) serves to “wake up” the receiving adapters
and to synchronize their clocks to that of the sender’s clock. The original DIX
Ethernet specifications used an 8-byte preamble field. IEEE renamed the eighth byte
of the preamble to starting delimiter, with no change in the value of the field.
Ethernet addresses are often called MAC addresses and are 6 bytes in length.

IEEE Ethernet Technologies

The early 10BASE-2 and 10BASE-5 standards specify 10 Mbps Ethernet over two
types of coaxial cable, each limited in length to 500 meters. In mid-1990s, Ethernet
was standardized at 100 Mbps, which is 10 times faster than 10 Mbps Ethernet.
100BASE-T was defined for twisted pair copper wires and 100BASE-FX was defined
over fiber. 100 Mbps Ethernet is limited to a 100 meter distance over twisted pair
and to several kilometers over fiber. Gigabit Ethernet offers a raw data rate of 1,000
Mbps. 10 Gbps Ethernet was initially operating over optical fiber, but is now able to
run over category UTP cabling.

Topic 20: Working of a LAN Switch

In this topic, we learn how a LAN switch works.

Only one device can transmit data at a time over a LAN connected via a hub. A
switch allows multiple devices to transmit at the same time, increasing the amount
of data that can be sent over the LAN. Let’s assume PCs of Fred, Barney, Betty and
Wilma are connected over a LAN via a hub. Fred wants to send a frame to Barney
while Betty wants to send a frame to Wilma. Hub’s logic: When | receive an electrical
signal, | repeat it out on all ports, except the port over which the signal was received.
CSMA/CD logic: A PC needs to listen before sending i.e. if you're currently receiving
a frame, wait until it is finished before you try to send your frame. Otherwise a
collision can occur.
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Fred Wilma
0200.1111.1111 0200.3333.3333

Ll;': = ,,“"’wl_lﬂ =

1 have a frame to send to
Wilma, but | need to wait
until the rest of this frame
arrives!

’ | E
L.l.' L5
0200.2222.2222 0200.4444.4444
Barney Betty

Figure 20.1: Betty Waiting on Fred’s Frame that was sent to Barney

It's like paving a beautiful wide road and only having one lane, so everyone must
wait until one car finishes driving past before the next car can use the road.

Switch

A LAN switch provides the same cabling advantage that a hub does, while providing
significant performance improvements. Switch’s logic: When receiving a frame,
examine the destination Ethernet address. Forward the frame out on the one port
and only that port through which that address can be reached. In comparison to a
hub, a switch does not simply repeat the electrical signal out on all other ports. A
switch forwards frames selectively only forwarding the frame where it really needs
to go.

The address table lists

Fred
0200.1111.1111 020E01.1nze2x2‘.t20222.
Only forward out E1.

Wilma
0200.3333.3333

Switch Address Table

0200.1111.1111 EO
0200.2222.2222 E1

0200.3333.3333 E3
0200.4444.4444 E4

L

Frame
Destination MAC:
0200.2222.2222

(-~ liIII

= o

0200.2222.2222 0200.4444.4444
Barney Betty

I

Figure 20.2: Switch logic

In real life, we can simply replace a hub with a switch, and use the same cables. The
switch still uses a twisted pair for transmission and another for receiving traffic in
each cable. It uses the same pin outs in the RJ-45 connector. The switch receives on
pins 1 and 2 and transmits on pins 3 and 6 just like a hub i.e. you need a straight-
through cable between the switch and each computer. The physical details can
remain the same. To make a forwarding decision, a switch uses a table that lists the
MAC addresses in the network. We can refer to it as either the switching table or the
MAC address table.
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Wilma

Address Table 0200.3333.3333

0200.1111.1111 20011114111 E0
, 020022222222 E1 |
020033333333 B3
l | 0200.4444.4444 E4 —

= X

Destination MAC:
0200.2222.2222

Destination MAC:
| 020033333333 |

- i

0200.2222.2222 0200.4444.4444
Bamey Betty

I hear nothing! I'll go
ahead and send this
 frame to Wilma.

Figure 20.3: Fred Sending to Barney, While Betty send to Wilma

LAN switching logic improves LAN performance because the frame is not repeated to
every computer that is attached to the switch. Betty still uses CSMA/CD logic. With
two devices sending at the same time, the capacity of the LAN to forward frames
doubles! If we are using a 10 Mbps Ethernet, separate transmissions occur, each at
10 Mbps. This LAN has 20 Mbps of capacity. Now imagine a switch with 24 ports,
with the device on port 1 sending to the device on port 2; the device on port 3
sending to the device on port 4; and so on. This switch supports 12 x 10 Mbps, or
120 Mbps, of capacity.

Topic 21: Switch: Collision Avoidance
In this topic, we study how a switch avoids collisions.

Let’s assume PCs of Fred, Barney, Betty and Wilma are connected over a LAN via a
switch. When a switch receives a frame, it examines the destination Ethernet
address. It forwards the frame out on the one port and only that port through which
that address can be reached.

Fred Wilma
0200.1111.1111 0200.3333.3333

=

L1

A

Switch Address Table

0200.1111.1111 E0
0200.2222.2222 E1
”””””” 0200.3333.3333 E3

0200.4444,4444 E4

.|:|/

Lis>= L=

0200.2222.2222 0200.4444.4444
Barney Betty

Let’s discuss the scenario: what happens if everyone wanted to talk (send) to Fred at
the same time? Keeping the logic of a switch in mind, the switch would try to
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forward all three frames, which would cause a collision. A switch receives on pins 1
and 2 and transmits on pins 3 and 6.

Fred Wilma
0200.1111.1111 0200.3333.3333

Yikes! Three frames.
same destination -

;
|- :
I caused a collision!

Destination MAC:
0200.1111.1111

l_‘_—. =
0200.4444.4444
0200.2222.2222 Betty

Figure 21.1: Potential collision when forwarding multiple frames
Buffers

To avoid sending all three frames at the same time, the switch uses buffers. Buffers
consist of memory inside the switch that is used to store frames temporarily. The
switch sends one frame, and it keeps the other two frames in buffers. After the
switch finishes sending the first frame, it gets one of the frames from the buffers and
sends it. Finally, the switch grabs the third frame from the buffer and sends it. By
doing so, the switch usually avoids causing a collision.

‘ Dest. = Fred, Source = Wilma

=

Switch Memory : Frame Buffers
Dest. = Fred, Source = Barney
Dest. = Fred, Source = Betty

Figure 21.3: Switch Avoids Collisions by Buffering the Frames
Switch Logic Updated

When receiving a frame, examine the destination Ethernet address. Forward the
frame out the one port and only that port through which that address can be
reached. If multiple frames need to be sent out to the same port, send one frame
and buffer the rest. As soon as the port becomes available, send the other frames.
By buffering frames, delay will be introduced called buffering delay. How much? For
instance, if those three frames were each 1250 bytes long, it would only take 3
milliseconds (.003 seconds) for all three to be sent over the cable with a 10 Mbps
rate from the switch to Fred. If collisions had occurred, each frame would have taken
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longer to reach Fred, and, both the collision and the time taken to resend the frames
could have prevented other user traffic from crossing the LAN. Buffering of frames
definitely improves LAN performance.

Topic 22: Full Duplex and Full Switching
This topic presents concepts of full duplex and full switching.

Let’s assume PCs of Fred, Barney, Betty and Wilma are connected over a LAN via a
switch. With carrier sense multiple access/collision detect (CSMA/CD), if an NIC is
not receiving a frame, it can send. The switch avoids collisions by buffering the frame
if the output port is busy.

Fred Address Table Wilma
020011111111 02001111.1111 E0 0200.3333.3333
i 020022222222 B1

0200.3333.3333 E3
0200.4444.4444 E4
s
|

l_L] =

Destination MAC:
0200.2222.2222

Destination MAC:
0200.3333.3333
Ihear nothing! I'll go
ahead and send this
/. frame to Wilma.

L

0200.2222.2222 0200.4444.4444
Barney Betty

Figure 22.1: Potential Collision When Forwarding Multiple Frames

A computer NIC, using CSMA/CD, believes it should not send a frame: when the NIC
is actually receiving a frame. Imagine that Fred is sending a frame to Barney. Barney
wants to send a frame. (In this case, Barney wants to send a frame to Fred, but the
destination does not really matter in this scenario.)

| have a frame to send to
Fred, but | have to wait
. until the rest of this
Incoming frame arrives!

= ™

U= : -3

Fred Barney
0200.1111.1111 0200.2222.2222

Figure 22.2: Barney Waiting to Send, When Fred Sends to Barney
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With Barney's CSMA/CD logic enabled, he must wait before sending a frame. But can
a collision really occur? Physically, there is a single cable between Barney and the
switch. Barney sends on the pair using pins 1 and 2, and the switch sends to Barney
on the pair using pins 3 and 6. The switch will buffer any frames if pins 3 and 6 are
busy. There is truly no danger of a collision. Barney would not cause a collision, if he
sends the frame. Barney can send and receive at the same instant in time as
receiving the frame from Fred. This ability is called full duplex. The CSMA/CD
imposes restriction of only sending or only receiving at one point in time. This is
called half duplex. This is shown next.

| can send when |
want because | use full
duplex!

Fred Barney
0200.1111.1111 0200.2222.2222
Figure 22.3: Barney and Fred Sending and Receiving at the Same Time Full Duplex

With switches and full duplex enabled, the LAN works like you have a two-lane road
between the switch and each device, plus another two-lane road between each port
on the switch. This is shown next.

Fred Wilma

s i1

i_‘.ﬂ I |I‘I

Barney Betty

Figure 22.4: Full Duplex and Full Switching
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Topic 23: Learning Ethernet addresses
In this topic, we study how Ethernet addresses are learnt.

A switch maintains a switching table or Media Access Control (MAC) address table. It
makes its decisions about where to forward the frames based on that table. How
does the switch figure out what should be in the MAC address table in the first
place? The switch has no entries in the MAC address table when the switch first
powers up. A switch dynamically learns MAC addresses and the corresponding ports.
This process of learning MAC addresses is called learning.

Whenever an NIC sends an Ethernet frame, the NIC places its own MAC address into
the frame as the source MAC address. The switch learns the MAC address of the
sender of each frame by examining the source MAC address.

Wilma
0200.1111.1111 0200.3333.3333

e g

Bridge Table: Alter Frame 1 (Fred to Barney)
ress: Interface
0200.1117.111 E0

Bridge Table: Alter Frame 2 (Barey to Fred)
2 Interface

Iress:
0200.1111.1111 E0
0200.2222.2222 E

=

2,7 .
=3

0200.2222.2222
Bamey

0200.4444.4443
Betty

When a switch receives a frame, it sends the frame out on one port, based on a
comparison of the destination MAC address and the MAC address table — forwarding
decision. Conversely, by not sending the frame out on other ports, the switch has
simply filtered the frame from exiting those ports, which is a filtering decision. What
should a switch do with a frame that is sent before the switch has learned the MAC
address table? The switch performs flooding.

Flooding

When a switch receives a frame whose destination address is not in the MAC address
table, the switch forwards the frame out on all ports except the one over which the
frame was received.

45



Fred No entry for Wilma
0200.1111.1111 0200.2222.2222 0200.3333.3333
in address table 1

l_i,, = -flood the frame! I_‘ =

Frame T
Destination MAC:
0200.2222.2222

‘ Bridge Table: Before frame is sent.

-

P

0200.2222.2222 Betty
Barney

Figure 23.1: Switch Logic for Unknown Destinations

By flooding the frame, Barney, Wilma, and Betty all get a copy. Barney replies, and
the switch enters Barney's MAC address in the table. Any future frames sent to
Barney will be forwarded correctly.

An Ethernet or MAC address represents an individual NIC attached to a LAN —unicast
MAC addresses. When a computer wants to forward a frame to all devices on the
LAN, Ethernet defines a special MAC address, called the broadcast address. The
value is FFFF.FFFF.FFFF.

Fred Wilma
0200111171111 0200.3333.3333
i It’s a broadcast!

| Flood the frame.
kLis = 5 —

Destination MAC: )
FFFF.FFFF.FFFF

e

LFe=

0200.2222.2222
Barney

Figure 23.2: Switch Flood Broadcast Frames
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Topic 24: Ethernet Network Speeds
This topic lists the different speeds that Ethernet supports.

When IEEE started working on Ethernet standards, Ethernet used a 10-Mbps
transmission rate. The actual transmission of data— the bits cross the wires at 10
Mbps. Over the years, the IEEE has created many enhancements to the Ethernet
standards. Increase in speed is one of the important enhancements. The first time
Ethernet speed was enhanced, the IEEE created a working group named 802.3u. A
specification called Fast Ethernet was created which runs at 100 Mbps. It is
abbreviated as FE. The IEEE decided that the rest of Fast Ethernet should work the
same as plain old Ethernet i.e. same headers and trailers, same CSMA/CD logic and
same 6-byte MAC addresses. Only differences come in how the bits are encoded and
the speed at which they are encoded. Vendors only needed to make small changes
to existing Ethernet products to create Fast Ethernet products. This make them to be
easy accepted in the marketplace. Today's enterprise networks widely use Fast
Ethernet. The older 10 Mbps Ethernet, when using twisted pair cabling, was called
10BaseT. FE was called 100BaseT. The IEEE working groups 802.3z and 802.3ab
created 1000 Mbps or 1 gigabit per second (Gbps). This standard is called Gigabit
Ethernet (GigE). The difference between Gigabit Ethernet and Fast Ethernet is speed.
To support the speed, the standards call for better cabling, but everything else is the
same. This makes it to be quickly accepted in the market. The 802.3z working group
defined how to do GigE over optical cable, and the 802.3ab working group defined
how to do GigE over copper cabling. Optical cabling uses glass fibers instead of
copper wire. The devices that are attached to an optical cable send light across the
cable, instead of electricity, to encode Os and 1s. The physics behind optical signals
over optical glass-fiber cabling allow for higher speeds, longer distances, fewer
errors, and better security, but at a higher cost than copper wiring. 10 Gigabit
Ethernet is defined by the IEEE 802.3ae working group. 10 GigE is used for short.

Because all the more advanced forms of Ethernet use the same header, switch
forwarding and learning logic do not change based on what speed Ethernet is used.
The switch can behave the same way as always, with some ports using Ethernet,
some Fast Ethernet, some Gigabit Ethernet, and so on. Imagine that you want to
support a bunch of users on a building floor, some with NICs that only support 10
Mbps 802.3, and some that only support 100 Mbps 802.3u Fast Ethernet. You might
buy a switch that has 24 ports; 12 10-Mbps ports and 12 100-Mbps ports. Next we
show the basic setup, with Fred using a 10-Mbps NIC and Wilma using a 100-Mbps
NIC.
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Hmmm... 0200.3333.3333
is off port Fa1-forward
Frame the frame!
Destination MAC: y Wilma

Fred 0200.3333.3333 /
0200.1111.1111 Ve 0200.3333.3333

= -

10 Mbps Ports: 100 Mbps Ports:
E1-E12 FATHAL

Address Table

Address: Interface
0200.1111.1111 E1
0200.3333.3333 Fal

Figure 24.1: Supporting Multiple Speeds on a Single Switch

This type of switch does not provide an easy migration path from 10 Mbps to 100
Mbps. For the previous example, assume all FE ports are occupied. Can you add a
new 100-Mbps NIC? Auto negotiation is an IEEE standard that allows the switch and
NIC on either end of the cable to automatically negotiate to determine the speed.
Full duplex or half duplex can also be negotiated. To perform auto negotiation, the
switch and the NIC must support multiple speeds, as well as auto negotiation logic. "l
want to use 100 Mbps," "Okay, me, too. Let's do it."

2410/100 Ports: i

L FA-F4 . -
TOTOONKC | b R mwmumc

=, £ °
momymcr.m il

il’l 3

Bamey
Legend:
seeeesee ik Running 100 Mbps, Full Duplex

Figure 24.2: Auto negotiation with 10/100 Cards
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Topic 25: Multiple Physical LANs
In this topic, we understand how physical LANs and multiple physical LANs handle
broadcasts.

Hubs and switches behave differently. But process broadcast frames identically. A
broadcast frame is an Ethernet frame that has a destination MAC address field set to
FFFF.FFFF.FFFF. When a switch receives a broadcast frame, it forwards the frame out
on all ports except to the incoming port. A hub works in the same fashion for all
frames including broadcasts. A broadcast domain is a group of devices for which a
broadcast frame sent by one device is received by all other devices in the same
group. Next, we show three examples of broadcast domains. A single hub creates a
single broadcast domain. A single switch also creates a single broadcast domain. A
hub and a switch, connected together, also create a single broadcast domain.

Figure 25.1: Three Broadcast Domains: A Hub, a Switch, and a Hub and Switch

A LAN consists of the devices inside a single broadcast domain. Let’s imagine that
you just took a job as a network engineer at a company with the small network

It's a broadcast!
Flood the frame.

Fred /," ;
0200.1111,1111 . | / uzou?ggglga.;;gg
B | Switch Address Table

""""" S \meamam B
g™

shown next.

0200.3333.3333 E2
] 020044444444 B3

Bame Be
0200.2222?1222 0200.4421.4444

Figure 25.2: Small Physical LAN and You Are in Charge

Your boss told you that "We've got to get Fred and Barney on a different LAN than
Betty and Wilma. They work with super-secret projects, and we can't meet our

49



security requirements if Betty and Wilma are on the same LAN”. To put Betty and
Wilma on a different LAN than the boys, you have to use two switches.

It’s a broadcast!
Flood the frame.
Fred
0200.1111.1111
; Broadcast|gQ

ll Switch Address Table

LAN Number 1

0200.1111.1111 EO
0200.2222.2222 E1

Barney
0200.2222.2222

LAN Number 2

Wilma
0200.3333.3333

E2 |l
G > =

=

Switch Address Table
0200.3333.3333 E2
1200.4444.4444 E3

Bett
0200.4- 4444

Figure 25.3: Two Physical LANs: Broadcasts Do Not Leave the Originating LAN

Both broadcast frames and unicast frames from the top LAN cannot be forwarded to
the bottom LAN as there is no physical cable connecting the two switches in this
case.

LAN Number 1

It’s a unicast, but | do not
have 0200.3333.3333 in my
table. Flood the frame.

e

Fred
0200.1111.1111

|| ] [0200.3333.3333 | ¢ |~ | switch Address Table

- 0200.1111.1111 E0
0200.2222.2222 E1

‘l' = E1
Barney
0200.2222.2222

Ho hum ... no one has sent
me any frames lately.

LAN Number 2

(e Wilma
\I / 0200.3333.3333
Switch Address Table E2 vL =
0200.3333.3333 E2 1
0200.3344.1242 E3 B3 il ]
Bett

0200.4 4444

Figure 25.4: No Forwarding between the Two Physical LANs

Each LAN has an independent MAC address table as compared to the other LANSs.
Broadcasts originating in one LAN are flooded inside that LAN. Broadcasts originating
in one LAN are not forwarded into the other LANs. Unicasts originating in one LAN
are not forwarded into the other LANs.
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Topic 26: Introduction to Virtual LANs
This topic explains how to create Virtual LANs.

A physical LAN or a broadcast domain is the group of devices for which a broadcast
frame sent by one device is received by all devices in the group. To create multiple
LANS, multiple LAN switches are required — expensive. VLANs allow you to create
multiple LANs, but without requiring extra switch hardware.

A Virtual LAN is a broadcast domain, created by a switch, using a subset of the
physical ports on the switch. LAN switch vendors include a feature in their products
that allows you to create multiple broadcast domains in a single switch. A network
engineer can configure some physical ports of a switch as if they are in one
broadcast domain (one VLAN) and then configure other ports to be in a different
broadcast domain (a different VLAN).

VLAN Number 1

It’s a broadcast in VLAN
1. Flood the frame only
on VLAN’s ports.

~\
Fred - Wilma
0200.1111.1111 : k 0200.3333.3333
= RS Broadcast| EO E2 [
[ 4 =

B-ett
Barne:
0200.2222?2222 0200-4443’-4444

VLAN Number 2

VLAN1 Address Table

0200.1111.1111 EO
0200.2222.2222 E1

VLAN2 Address Table

0200.3333.3333 E2
0200.4444.4444 E3

Switch Configuration Summary:
Ports in VLAN 1: EO, E1
Ports in VLAN 2: E2, E3

Figure 26.1: Two Virtual LANs: Broadcasts Do Not Leave the Originating VLAN

This network behaves just like it would with the two physical switches. However, you
get the advantage of not having to buy another switch! In the previous example, the
switch does learn all four MAC addresses, but the switch does not forward
broadcasts or unicasts from one VLAN to the other. It keeps a separate address
table for each VLAN.
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VLAN Number 1

| got a unicast in port EO... That's
in VLAN1. M; VLAN 1 address
table lists 0200.2222.2222 cfi port
E1. Forward the frame !

. < VLAN Number 2
~ N\
O\

~

Wilma
0200.3333.3333

1™ L]

Barney Bett
0200.2222.2222 0200.4441.4444
VLAN1 Address Table | VLAN2 Address Table
0200.1111.1111 E0 0200.3333.3333 E2
0200.2222.2222 E1 0200.4444.4444 E3

Figure 26.2: No Forwarding Between the Two VLANs

The switch knows that the frame came over port EO and that EO has been configured
as part of VLAN1. The switch looks only at the VLAN1 address table and finds a
match. So, the switch forwards the frame. Even if there had not been a match in the
VLAN1 address table, the switch would have flooded the frame, but only out on
ports in VLAN1. Therefore, neither Wilma nor Betty could get a copy of the frame.
Broadcasts originating in one VLAN are not forwarded into the other VLANs. Unicasts
originating in one VLAN are not forwarded into the other VLANSs.

Advantages of VLAN

1. A PC must spend CPU cycles processing a received broadcast. As a LAN grows,
every device has more broadcasts to process. Don’t to put too many devices in a
single VLAN.

2. Imagine payroll department of an organization moves to the same floor as the IT
department. The payroll director is concerned that we will be on the same LAN as
the IT group and sensitive payroll traffic can be disclosed.

3. Cost effective to just configure VLANS.

Topic 27: Packing VLAN’s frames in a Trunk

In this topic, we discuss the need for VLAN trunking.

Let’s assume 4 PCs owned by Fred, Betty, Barney and Wilma are connected via two
switches with two PCs per switch. This allows devices on each switch to send frames
to each other. The basic switch logic for each switch does not change when you use
multiple switches. Both switches will populate their own address tables and each
switch knows where to forward the frames.
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| got a unicast to 0200.2222.2222. Switch1 Address Table

I'll forward out port Fa 23!
Fred SN 0200.1111.1111 &
0200.2222.2222 a23
0200.1111.1111 \i TR T S H
(] [o200.22222222 o 0200.4444.4444 3
| e

1=

Betty_ Fa23
02004444 4444

| got a unicast to 0200.2222.2222,
I'll forward out port E3!

Switch2 Address Table

0200.1111.1111 Fa24
0200.2222.2222 E3

0200.3333.3333
0200.4444.4444

Wilma
0200.3333.3333
E2
Fa24

arney
0200.2222.2222

Figure 27.1: Forwarding Frames Between Two Switches

In the context of connecting multiple switches, the Ethernet cable segment between
switchl and switch2 is known as a trunk.

VLAN Trunking

Let’s now add VLANs to the previous network such that Fred and Barney are
connected to VLAN1 and Wilma and Betty are on VLAN2. Traffic must cross over the
trunk between two switches. When a switch receives a frame over that trunk, it
could be confused about which VLAN's MAC address table to use when deciding how
to forward the frame. Should a switch look in both address tables?

got a unicast to 0200.2222.2222.

1
I’ll forward out port Fa 23!

Switch 1 VLAN1 Address Table
0200.1111.1111
0200.2222.2222 Fa23

Fred
0200.1111.1111
| 0200.2222.2222 | E

Ll; VLAN 1
E VLAN 2

A= Fa23
Betty 1 I
0200.4444.4444 | 0200.2222.2222 I received a frame in Fa24
Which VLAN? Which address
table do | look in? HELP!2!?

| 0200.2222.2222 l
Fa24

Wilma
0200.3333.3333

E3  wvian1 | ]
L e
0200.2223.2222
Switch Configuration Summary: Barney

Ports in VLAN 1: Switch 1 EO, Switch 2 E3
Ports in VLAN 2: Switch 1 E1, Switch 2 E2

Figure 27.2: Switch2's Dilemma: Which VLAN?

To solve the problem, the switches use a mechanism called VLAN trunking. Before
sending the frame over the Ethernet cable to the other switch, switch1 adds another
header to the frame. An extra header identifies the frame as part of VLAN1. That
tells switch2 which address table to use. Switch2 expects frames coming in over port
Fa24 to have that extra header, so it can now process the frame.
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1 got a unicast to 0200.2222.2222.
I'll forward out port Fa23! But
first, I'll tag it as VLANT.

~

Fred
0200.1111.1111
| 0200.2222.2222

| received a frame in Fa24...
Tagged with VLAN1. I'll use the
VLANT | 020022222222 | VLAN1 address table... forward
frame out port E3.

AT

- Wilma

VLAN1 | 0200.2222.2222 | l - 0200.3333.3333

Fa24

Switch 2 VLAN1 Address Table |
0200.1111.1111 Fa24
0200.2222.2222 E3

0200.2222.2222 - arney
0200.2223.2222

Figure 27.3: Trunking Header Tells Switch2 What to Do?

When switch2 needs to send frames out on port Fa24 to switch1, switch2 also adds a
VLAN trunking header, knowing that switch1 expects to be able to find the header to
identify the right VLAN. Initially, Cisco created its own standard and named it Inter-
Switch Link (ISL). ISL defines the type of header that should be added to the frame,
including the field in which the VLAN can be numbered. Later, the IEEE 802.1Q
committee defined a standard for VLAN trunking called 802.1Q trunking, or simply
"dot 1 Q." 802.1Q trunking differs from ISL. As a result, you need to pick between the
two options. The switches on each end of the trunk must agree to which protocol to
use, or trunking will not work.

Topic 28: Email: A Network Application
This topic describes how email works.

You can write a letter on paper and put it in an envelope. Write a correct name and
address on the front of the envelope and put it in a mailbox. The postal service will
try its best to deliver the mail to the right place. Put a return address on the
envelope so that the recipient can reply by putting your address on the front of the
envelope. To further elaborate the working of postal service, let’s assume that you
live in a house, and a postal worker typically comes by your place every working day.
He leaves your mail in your mailbox. He also picks up any outgoing mail that you left
either in your mailbox or in a centralized post office box (PO box) that was set up just
for outgoing mail. This is shown next.
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Figure 28.1: Postal Worker Picking Up and Dropping Off the Mail

Email allows you to do the same thing, but without the paper. You type some text,
put that person's e-mail address at the top of the e-mail, and send the e-mail. By
sending the e-mail, you do the equivalent of giving the e-mail to the postal service.
The service delivers the e-mail, and the next time your friend checks his e-mail, he
receives the message that you sent. Each e-mail includes the text you typed, the
recipient's e-mail address, and your e-mail address. As the recipient now knows your
e-mail address, he can easily respond to your e-mail. E-mail also enables you to send
a message to multiple recipients at once. When you create and send an e-mail to
your friend, your PC does not actually send the e-mail to your friend's PC. Instead,
you would send the message to your e-mail server, which is the equivalent of
dropping off a letter at the local post office. Your e-mail server would send the e-
mail to your friend's e-mail server, which is the equivalent of the postal service
delivering a paper letter to the post office near your friend. Then, at some point in
the future, your friend would check his e-mail and retrieve the e-mail from his local
e-mail server, which is the equivalent of retrieving his paper mail from his PO box.

Keith Sends E-Mail to

sales@fredsco.com /\,\
> r\/i“f\ 5 ﬂ

Fredsco SMTP
and POP3 Server

Sales Department
at Fredsco

ISP1SMTP and
POP3 Server

ISP1

redsco

Figure 28.2: Sending E-Mail Using E-Mail Servers

Internet service providers (ISPs) have one (or more) e-mail servers. If you connect to
an ISP from home, you would use that ISP's e-mail servers to drop off and pick up e-
mail. If you use e-mail from your corporation's enterprise network, you typically use
your company's e-mail servers to drop off and pick up e-mail. E-mail addresses have
two parts: the name of the e-mail user and the name of the e-mail
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server: barney@fredsco.com. Let’s assume that Keith and Conner send e-mails to

different people inside Fredsco. Next, we show why a two-part e-mail address is
useful.

Keith Sends E-Mail to
sales@fredsco.com Sales Department

‘l'l:l—l Ll

Fredsco’s
Networkd

L33 -
Conner Sends E-Mail to
fred@fredsco.com

Figure 28.3: How a Two-Part E-Mail Address Is Used

The e-mail software on PCs does not think about the address at all. The PCs always
send their e-mails to their respective local e-mail server. The servers look at the
name after the @ sign — identifies the receiving side mail server. Local post office
looks at the city and state on a letter, or the zip code, to figure out to which post
office to send the letter.

Topic 29: TCP/IP Email Standards: SMTP, POP3
In this topic, we explain the use of Email standards such as SMTP and POP3.

Internet Message Format, Simple Mail Transport Protocol and Post Office Protocol
Version 3 are the part of TCP/IP E-mail standard. Internet Message Format (IMF) is
described in RFC 2822 and describes headers used to encapsulate the e-mail text,
sender and receiver e-mail addresses. Simple Mail Transport Protocol (SMTP) is
defined in 2821. It provides details about protocols for transmitting and receiving e-
mails. Post Office Protocol Version 3 (POP3) and is defined in RFC 1939. It provides
information about protocols for a client to retrieve e-mail from a server. A user uses
e-mail client software to generate, send, receive, and read e-mails.

An Email Client software is a user interface, accepts text typed from the keyboard,
understands what a user clicks on the screen, stores e-mails on the computer hard
disk, and so on. E-mail TCP/IP protocols are implemented in the e-mail client
software so that it can use the network. The e-mail client application is not the same
thing as the application layer protocol.
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mailto:barney@fredsco.com

End-User Computer

User Interface

Disk Drive

.. _E-Mail Client Software

“-User Interface
* | Storing E-Mail on PC

/ Communications:
Sendi

ing and
Receiving E-Mail

Figure 29.1: E-Mail Client Application and Its Use of Application Layer Protocols

An e-mail client sends not only the text of the e-mail message, but also a header. The header

contains several fields, such as the recipient's and sender's e-mail addresses.

—_—
i il nrczsz E-Mail Text
L= Header,

1”

/

L ISPT Elan

Server

Recipient
ler

e
CCList
And more!

ol

Sales Department
at Fredsco

Fredsco
Network

Fredsco E-Mail
Server

Figure 29.2: Sampling of the E-Mail Header Defined by RFC 2822

All the clients and servers know where to find all the information needed to forward

the e-mail correctly. E-mail clients and servers use SMTP protocols to manage the

process of sending and receiving e-mail. SMTP defines messages so that the e-mail

clients and servers can manage the e-mail forwarding process. The Extended Hello
(EHLO) command identifies the client. The Mail command tells the server that the
client wants to either send or receive e-mail. The RCPT identifies recipient of e-mail.
After the server replies with an acknowledgement (ACK) message to each of these

first three commands, the e-mail can be transmitted.

Typical SMTP Exchange
‘EI SMTP EHLO Message | ——

= <«—— | SMTP ACK Message
Keith

SMTP Mail Message | ——>

<«—— | SMTP ACK Message
SMTP RCPT Message | —>

| SMTP ACK Message

RFC2822 .
Header E-Mail Text | ——>

ISP1
SMTP
Server

Message Log:

EHLO - Client identifies itself (Extended Hello).
Mail - Client states that it wants to send mail.
RCPT - Client identifies the Recipient.

Figure 29.3: Simple SMTP Messages: Identifying the Client and the Recipient
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The current version, POP3, was designed specifically for use between an e-mail client
and its e-mail server. It cannot transfer e-mail between servers. POP3 allows for
authentication, which refers to the process of one device identifying itself to another
device via a name and password. The other device then decides whether the first
device is allowed access.

Hmm... User Conner, password
Secret is in my table — He’s authentic!
Allow him to get his e-mail!

=

Typical POP3 Exchange

D POP3 USER: Conner | —>

@I «— | POP3 OK Message
Conner = ISP2
POP3 PASS: Secret | —> POP3
Server
POP3 OK.You have 3

e-mail messages (1 to 3)

SMTP RETR 1 Message| —>

Message Log:

<«

RFC 2822| E-mail text

USER - Client identifies itself.

PASS - Client states password.

Header | for 1st e-mail RETR - Client requests an e-mail message.

Figure 29.4: Basic Authentication with POP3

SMTP pushes emails between two devices. POP3 can be used to only pull the e-mail
from the server. E-mail server (a single computer) needs to run both the server
softwares. The SMTP server and the POP3 server on the same computer store and
retrieve e-mails from the same message storage location.

Keith Sends E-Mail to —
salesifredsco.com -~ /\1/ \\/_\
£ N y D ey
e - i —-
Keith “'/ \ ( ' \'\.‘ Sales Department
o bpsMPand ) | FredscoSNTP | atfredsco
T POP3Seer /N and POP3 Server /
N\ .\_/." \ /
Legend S~ NG \/"
---------- » PR3 S~
— SNTP 15P1 Fredsto

Figure 29.5 Typical Usages of SMTP and POP3

Topic 30: File Transfer Protocol (FTP)
This topic explains the working of file transfer protocol.

The working of FTP can be explained using a warehouse that a company might use to
store goods. Imagine that a company has a bunch of stuff, and many people inside
the company might need some of the stuff from time to time. Some of the stuff is
big, and some of the stuff is small. The company leases a warehouse space and puts
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its stuff in the warehouse. Then the company gives everyone a key, and anyone who
needs some stuff can go get it when needed.

Remote Remote

(ffice Office
L . A,

Keith 1 b} (oner

Figure 30.1: Warehousing Process for Transferring Stuff

Keith should put the widgets in the right place. Conner should know where to find
Keith's widgets. Warehouse becomes useless if no mechanism to find widgets and
keep track of inventory. A file transfer application called File Transfer Protocol (FTP)
works by putting things on an FTP server and get them off the FTP server.
Documentation is also needed as to where things are.

Fredsco Network
1SP2 Network

FTP Cliet Fredsco FTP Cliet
Software . FTP Server 3 Soﬂw:e

Sl [

Keith

Keith-recieve.doc

Figure 30.2: FTP Process for Transferring Files

FTP uses client software on the end user computer. It also implements application
layer protocols. The FTP TCP/IP standard defines messages and headers to do
something useful. FTP clients need to connect to a server to do anything useful. The
client must identify itself to the server. FTP server software runs on a physical server.

An Example:

The sequence Keith needs to follow to stores files on an FTP server is described next.

Authentication:

1- FTP client uses the FTP USER command to provide the username to the FTP server.

2- The FTP PASS command supplies the password to the server.
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Data Transfer:

3- If authenticated, then FTP client uses the PUT command to inform the server that
the file's name is filel and will be available in the upcoming messages.

4- Send the actual contents of the file.

Sofware 1 Sottware
_ E FTP USER Keith —_— '
";(ei_th 2) < FIPOKMessage "El
FTP PASS Secret —
3 <——  FTP OK Message Files: File1
FTP PUT File1 —
4) <——  FTP OKMessage

File1’s Contents in Here

<——  FTP OK Message

Figure 30.3: Stocking the FTP Warehouse

Assume Conner wants to get filel. He needs to follow the same sequence to connect
to the FTP server and get filel as followed by Keith except: Instead of issuing a PUT
command, Conner issues a GET command, which refers to copying a file from the
server to the client.

FTP Server FTP Cliet
Software Software
1
— FTP USER Conner | |l:_|
Keith
FTP OK Message —_— 3
-« FTP PASS Secrettoo
FTP OK Message —_—
Files: File1 3
-— FTP GET File1
FTP OK Message —_—
File1’s Contents in Here |—> i
-— FTP OK Message |

Figure 30.4: Copying Inventory (Files) from the FTP Warehouse

FTP is defined in RFC 959. FTP uses a different underlying TCP connection for the
control messages, versus the actual file transfer.
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Topic 31: World Wide Web and HTTP Protocol
This topic describes the working of the World Wide Web and the HTTP protocol.

The end user PC uses software called a web browser also known as a web client.
Someone must create some content and put it on a web server before the end user
can do anything useful. Content consists of individual web pages, the collection of
which is called a website. As an example, let’s imagine a company FredsCo wants to
build a website so that clients can access it. Web server software must be installed
on the computer that will be used as the web server. A number of files (content)
created by someone should be put onto the web server and be displayed by the
http://www.fredsco.com website. Now the web server is ready to respond to clients.
A customer, Conner, opens his web browser and tries to connect
to http://www.fredsco.com. The web server gets Conner's request and sends the

web page back to Conner.

Fredsco Network

! 1SP2’s Network

Install Web
Server Software

Fredsco Content
Developer’s Computer

A~

“Conner

Customer Requests
I Web Pag:

2/ Develp and Transfer
Web Content to Server Fredsco.com 4 Server Sends
Web Server Weh Page

Figure 31.1: Building and Stocking the New Retail Store, AKA New Website
Rules for WWW:

When Conner types http://www.fredsco.com in his browser, the web page gets
loaded. The above string is called a uniform resource locator (URL). A URL identifies
the protocol in use and name of the server. HTTP stands for Hypertext Transfer
Protocol and is the TCP/IP protocol you use to send the web page contents from the
web server to the web browser. HTTP command GET requests the web server to
send the server's default web page to the browser. When a web site is developed,
one web page is defined as the default. The server then looks in its configuration
and finds the name of the file that holds its home page. Using HTTP, the server sends
the contents of a file called home.html back to the browser.
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http://www.fredsco.com/

The user typed
http:/fwww.fredsco.com - should
send a request for the default

home page of that website!

www.Fredsco.com
Web Server

||

" [ HTTPOK Jdata: home btml |—>

Weh Client
Software

Conner

Figure 31.2: Connecting to the Fredsco Home Page

An .HTML file contains text that conforms to a specification called Hypertext Markup
Language (HTML). HTML was the first language used to describe the contents of a
web page. HTML tells the browser what to put in the browser window, what color to
make it, what size, and so on, but it does not define anything about how to send and
receive data. When a web page gets loaded, some parts show up right away while
the rest of the page fills in slowly. A lot of files get transferred between a web client
and server. The first individual file (known as object) downloaded by HTTP is an
HTML file. HTML files include text that goes on the web page, formatting
instructions, plus instructions to download other objects. When a web page gets
loaded, some parts show up right away while the rest of the page fills in slowly. A lot
of files get transferred between a web client and server. The first individual file
(known as object) downloaded by HTTP is an HTML file. HTML files include text that
goes on the web page, formatting instructions, plus instructions to download other
objects.

An Example

Assume Conner types Fredsco's URL in his browser.

1- Conner's browser gets the HTML file using HTTP.

2- Conner's browser reads the file, displaying things on the screen as a result.

3 - When Conner's browser reads the file, it might have instructions that require
Conner to download other objects. If so, it uses HTTP to get those objects.

4 - Conner's browser reads the contents of the new objects, displaying them on the
screen.

5- Steps 3 and 4 are repeated until all objects are downloaded.
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The home page file was
home.html. It told me to get
logo1.gif and ad1.gif from

directory/graphics.

HTTP GET (default)
www.fredsco.com
,m| HTTP OK [data: home.html ——>

«—| HTTP GET /graphics/logo1.gif| | |
:

| HTTP OK |data: logo1.gif }—» Conner

<1 HTTP GET /graphics/ad1.gif ]

[ HTTPOK] data:ad1gif |—»

Web Client
Software

[._'.'] =

Figure 31.3: Transferring All the Files That Make Up a Web Page

Topic 32: Main Features of TCP
This topic discusses some of the main features of TCP.

The high points of TCP include ensuring delivery through error recovery, breaking
large shipments into manageable sizes using segmentation, getting the data to the
right individual program, not just the right computer by using port numbers, and
simplifying the creation of applications by hiding the details of data delivery from the
application. Assume Wilma's computer is sending three TCP segments to Fred.
Sender numbers the segments so that if a receiver does not receive a segment or
receives with some error, he can request sender to send again.

Wilma's Super-
old (omputer Dooper Computer
|E «—[# | FistPartoffile.. |— | |E
«— | #2 ‘;“;:.L,-*iSecond Part of File... | —
<[4 [ ThidPartoffile.. |—
— | I Please Resend #2 | —
<—| #2 I Second Part... Again |i

Figure 32.1: Assuring Data Delivery

TCP puts some interesting information into the TCP header. This is shown next.
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Bit0

Header

Source Port (16)

Bit15 | | Bit16 Bit31 |

Destination Port (16)
Sequence Number (32)

Acknowledgment Number (32)

Length (4) Reserved (6) | Code Bits (6) Window (16)

Checksum (16) Urgent (16)

Options (0 or 32 If Any)

Data (Varies)

Figure 32.2: The Format of the Shipping Label: TCP Headers

For error recovery, it uses the sequence number and acknowledgment number

fields. The sequence number identifies the segment, and the acknowledgement
number is used when an error occurs. The ACK field means that this number is the

number of the next segment receiver expects to receive. This procedure is called

forward acknowledgment.

Wilma's Super-
Dooper Computer

e

Ly =

First Part of File... ‘ =

Second Part of File... ‘ =

Fred’s
0Old Computer
g
— ‘ SEQ=1
— ‘ SEQ=2
— ‘ SEQ=3
5‘ ACK=4

Third Part of File... ‘

(No Data) ‘ —

Figure 32.3: Delivery Confirmation, No Errors

TCP Error-Recovery Process

Assume while Wilma sent 3 segments, segment number 2 has some errors.

Fred's
0ld Computer
Ll
L= | sko=1]
<—| SEQ=2 |
<_| SEQ=3 |
= ax=2]
‘;| SEQ=2 |
£| ACK=4 I

Wilma'’s Super-
Dooper Computer

-

Second Part of File... ‘ f—

First Part of File... ‘

Third Part of File... \ =
(No Data) \ .

Second Part... Again ‘ =

(No Data) ‘ .

Figure 32.4: TCP Error-Recovery Process
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Topic 33: Working of TCP

In this topic, we present the working of TCP protocol.

If you are using a TCP/IP application, the application layer protocol uses transport
layer protocol to send their messages across the network. The application layer
protocols are part of the application software. For example, HTTP is used for WWW
and SMTP for email. The transport layer protocols are typically part of the operating
system (OS) of the computer. The transport layer software hangs around, waiting on
the application program specifically the part of the application program that
implements the application layer protocols to ask it to do something.

End-User Computer

User Interface

E-Mail Client Software

User Interface

~ Storing E-Mail on PC

// Application Layer:
e Managing the Flow

of Data Between
| | Applications

Disk Drive J

Built-In|
to 0S \\—-,.;
Transport Layer: —
Shipping Services
for the Application

— Network

Figure 32.5: Segmenting Data Before Sending

An application layer protocol could avoid using a transport layer protocol. The
transport layer protocols provide great services that many applications need. It takes
a lot less time and effort for the application to use a transport layer protocol. It's
better, faster, cheaper, and simpler for an application to use a transport layer
protocol. A transport layer protocol provides a logical communication between
application processes running on different hosts. Transport protocols run in end
systems. On the sending side, transport layer breaks application messages into
segments. On the receiving side, transport layer reassembles segments into
messages, passes to application layer. For the Internet transport layer, there are
two options. Transmission Control Protocol (TCP) and User Datagram Protocol (UDP).
TCP provides a reliable delivery while UDP is unreliable. The minimal transport-layer
services are process-to-process data delivery and error checking — error detection.

TCP’s Encapsulation

Assume Keith's browser requests a home page. The browser does not actually send
the request over the network. It asks the TCP software on Keith's computer to send
it.
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I built the HTTP GET
request, Hey, TCP!

Send this to the server,
Please, and make sure it
getsthere!

AN . Keith's Computer

“Web Browser
HTTP_GET{default)
I'ladd my i |
' Web Server
:56::;;’0?{;:" — TCP Software TP Header | HTTP GET (default) = ——
‘then Il sendit! - [TCP Header | HTTP OK | data:home.html

Figure 32.6: Acknowledging Each Byte

TCP provides several services, so it needs a place to record some information about
those services. For this purpose, TCP defines a header. The TCP header and the data
are called a TCP segment.

Keith's Computer . WebServer
T(PHeader  Data

- =

— «—| T(PHeader | Data

Figure 32.7: Keith's TCP Connections

TCP doesn't have to think about what HTTP is trying to do means that the TCP
software does not need to know anything about how HTTP works. Software
development becomes simpler.

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6 Edition, 2013.

Topic 34: TCP Flow and Congestion Control

This topic describes the TCP flow and congestion control mechanisms.

Hosts on each side of a TCP connection set aside a receive buffer for the connection.
When the TCP connection receives bytes that are correct and in sequence, it places
the data in the receive buffer. The associated application process will read the data
from this buffer, but not necessarily at the instant the data arrives. If the application
is relatively slow at reading the data, the sender can very easily overflow the
connection’s receive buffer by sending too much data too quickly.
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Figure 34.1 Receive Window

Flow Control does allow the sender to overflow receiver’s buffer by transmitting too
much, too fast. It is TCP’s speed-matching service: matching the rate at which sender
is sending against the rate at which receiving application is reading.

TCP Flow Control

Sending side of TCP maintains a variable, receive window. It gives the sender an idea
about the free buffer space at receiver. TCP header contains a field named Receive
Window. Receiver advertises spare room available in its receive buffer in the receive
window field of every segment it sends to the sender.

Congestion means too many sources sending too much data too fast for network to
handle. This can result into lost packets (buffer overflow at routers), long delays
(queuing in router buffers).

TCP Congestion Control

Each sender limits the rate at which it sends traffic as a function of perceived
congestion. In case the network is congestion-free, upon the arrival of ACKs, TCP
sender indicates a congestion-free source-to-destination path. Occurrence of either
timeout or receipt of three duplicate ACKs from receiver indicates congestion. If a
sender perceives that there is little congestion on the path between itself and the
destination, then it increases its send rate. In case there is congestion along the path,
then it reduces its send rate.

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6 Edition, 2013.
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Topic 35: User Datagram Protocol (UDP)
This topic describes the User Datagram Protocol (UDP).

The Internet Transport Layer can either use Transmission Control Protocol (TCP) or
User Datagram Protocol (UDP). TCP is a reliable service while UDP provides
unreliable delivery.

Household Analogy:

Consider two houses, one in Lahore and other in Islamabad. Each house is a home to
a dozen kids. The kids are cousins and each kid writes letter to each cousin every
week (144 letters in total). Each letter is delivered by traditional postal service in a
separate envelope. In each house, one kid is responsible for mail collection and mail
distribution. Hassan does this job in Lahore while Umer does it in Islamabad. Each
week Hassan collects the mail and gives it to the postal service mail carrier. He also
distributes the received mail. Umer performs a similar job in Islamabad. The postal
service provides logical communication between the two houses and not from
person to person.

Hassan and Umer provide logical communication among the cousins. Application
messages are like letters in envelopes. Processes resemble cousins. Hosts (also called
end systems) are same as houses. Job of the transport-layer protocol is the same as
that of Hassan and Umer. The network-layer protocol is like the postal service.

Assume Hassan and Umer go on vacation, and another cousin pair -- say Fahad and
Ahmed replace them. Being younger, they pick up and drop off the mail less
frequently and occasionally lose letters. They do not provide the same set of services
as Hassan and Umer. Transmission Control Protocol (TCP), and User Datagram
Protocol (UDP) offer different service models to applications.

In contrast to TCP:

UDP provides “best effort” service. Segments may be lost, delivered out of order to
application. There is no connection between UDP sender, receiver. Each UDP
segment is handled independently of others. UDP does not support error recovery,
congestion control, and flow control.

Why is there a UDP?

No connection establishment (which can add delay) is required by UDP. No
connection state at sender, and receiver, thus making it simpler. As no congestion
control is supported, UDP can blast away as fast as desired. UDP is more suitable for
real-time apps (online streaming video).
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32 bits

Length, in |Source port #| dest port #
bytes of UDP | length checksum
segment,
including
header
Application
data
(message)

Figure 35.1: UDP segment structure

Usage of UDP

UDP is more suitable for streaming multimedia and Internet telephony (e.g. Skype).

Topic 36: TCP Ports Numbers
In this topic, we describe the importance of TCP port numbers.

Imagine that Keith has two browsers open: one to look at http://www.fredsco.com,
and one to look at http://www.espn.com. Keith also has his e-mail client software up
all the time. He also has an FTP client working, downloading some files. What
happens when a new TCP segment arrives at Keith's computer? The segment gets to
the right computer, but it might have data for one of the two browsers, the e-mail
client, or the FTP client. Which one? This issue is depicted next.

Keith's Computer

Browser1 | Browser2 | E-Mail | FTP
Client | Client
I have four
: applications that use
TP 7 TCP.Which one gets
Software ™| thedatain this atest

segment?

[ TCP Header . Data

Figure 36.1: TCP ports Number

There's a field in the TCP header called the TCP destination port that tells the
receiving computer which application program needs to be given the data. Let’s look
at the TCP header.
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_ Bito | | Bit15 | Bit16 | | Bit31 |
Source Port (16) Destination Port (16)
Sequence Number (32)
Acknowledgment Number (32) B,Itues

{‘::gf,; (4) Reserved (6) | Code Bits (6) Window (16)

| Checksum (16) - Urgent (16)

Options (0 or 32 If Any)
Data (Varies)

Figure 36.2: TCP Header

For each application program that is curre
TCP port number is assigned to it.

Keith's Computer
Browser1 | Browser2| E-Mail FTP
Cient | Client
Port 1030 | Port 1031 Port 1040 |port 1045
1P I
Software —— |

ntly being run on a computer, a unique

Hey, TCP destination
— portis 1031- give the

] data to Browser2 |

TCP Segment
Dest.Port=1031‘ Data ‘

Figure 36.3: A unique TCP port number is assigned

Port Numbers range from 0-65,535 as port number field is of 16-bits. Well-known
Port numbers are from 0 to 1023. These are used by well-known applications. For

example, a web server uses port number 8
port numbers on website of www.iaina.org.

Dynamically assigned port numbers:

0. You can find the list of all well-known

Typically, a client side of the application lets the transport layer automatically assign

a port number.

. Newhmmet[Bler}needsw' )

send data - Hmm... Port 1031 is
unused; I'll use it

Also, web servers ALWAYS use
port 80, so I'll use destination

My web server software
registered to get all segments
for destination port 80°-
web’s well-known port.

port 80i g
. T N
g Source Port = 1031 ;
_l:-' = Dest. Port =80 Data -
Keith's Source Port = 80
Computer Dest. Port=1031 | Data Web Server

Figure 36.4: The transport layer aut

omatically assigns a port number
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Before useful data can be exchanged between a client and a server, a TCP
connection is established with a three way handshaking phenomenon. A 3-way
Handshaking takes place. Both endpoints agree to communicate with each other.
Also, port numbers the client and server use, what values to start with in the
sequence number field, and other details are also exchanged with each other.

Keith’s Computer
Browser 1 Browser 2 L E-Mail

FTP
Client

Cli
Port 1030 Port 1031 Port 1040 Port 1045

// \
o = ;I |

Fredsco ESPN Fredsco Fredsco

S \é\leb i Server
erver erver Server

(Port 80) (Port 80) (Port 25) (Port 21)

Figure 36.5: TCP ports

Topic 37: TCP Segmentation
This topic describes process and benefits of segmentation performed by TCP.

When a TCP/IP application such as email or web client has data to send, it gives it to
transport layer protocol. The application layer protocol does not have a limit to the
size of bytes it chooses to send. However, TCP segments data received from the
applications to ensure that a TCP segment will fit into a single link-layer frame. The
maximum amount of application-layer data that TCP can grab and place in a segment
is called Maximum Segment Size (MSS). 1480 is a typical value for MSS. The process
of breaking the application data into parts is called segmentation. The bytes that
include the data and the TCP header are called TCP segments.

Example:

Let’s assume a client contacts a web server. The home page has 3000 bytes of data.
HTTP gives all 3000 bytes to TCP. MSS of TCP is 1480. Put 1460 bytes into data part
of a segment.
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Web Server

Home.html: 3000 Bytes of Data | | HTTP

3000 Bytes of Data T

KeithsWeb * [SEQ=1[1000Bytes. |— «—

Browser < [SEQ=2 [1000 More Bytes] —«————————
i I | «<—[SEQ=3 [1000 More Bytes| =«
Er=" [ACK=4 | (No data) —

Figure 37.1: TCP Segmentation
Segmentation brings benefits too?

Imagine you download a web page, which contains a graphics file called logo.gif. Its
size is 146 KB. If TCP sends all the data in one TCP segment a single bit can get an
error during transmission. This will result in TCP will have to resend the entire
packet. Now let TCP sends logo.gif as 100 segments with 1460 bytes in each
segment. If a single bit error occurred, only one segment would have to be re-sent.
Thus, improving the network performance.

When TCP segments the application data, it uses the first byte of each segment for
sequence number. TCP actually numbers the bytes, not the segments. This is shown
next.

Web Server

I Home.html: 3000 Bytes of Data | HTTP

[ 3000Bytesofpata | | TP
—

Keith's Web ‘—‘ SEQ=1 ‘Bytes‘l-‘lnon |i<—

Browser <—\5£q:|oo1\syms1om-2non |:747

‘ «—— [sEQ= 2001 Bytes 2001 -3000 | — 1

L= .

- _— [AcK=3001] (o data) |

Figure 37.2: TCP segment the application Data

Topic 38: Basics of Internet Protocol (IP)
In this topic, we provide the basics of Internet Protocol (IP).

In a typical large network, many routers and LAN switches sit between a client PC
and a server. Routers are networking devices that connect to multiple physical
networks, such as multiple Ethernets. They make decisions about where to forward
the data so that it reaches the correct destination.
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Example

Assume Hannah on a LAN in Mason wants to get a web page from a web server

http://www.cisco.com on a LAN in Cincinnati. This is shown next.

Send data toR1.
Switch
Hannah ‘ [ =

W=

Data for the
cisco.com weh

server; send it to
R2 next

Data for the web
server; send it to
the server.

www.cisco.com

=71

Router

—_—
Mason Cincinnati
f? —— ==
R3
|
www.fredsco.com

Figure 38.1: Topic 38: Basics of Internet Protocol (IP)

Routing is the complete process by which a computer sends the data, passing
through all the routers and eventually arriving at the destination. Previous example

shows only LANs, the routers could also be connected to a wide-area network

(WAN).

Two Key functions

Forwarding is moving a packet from router’s input to appropriate router output.

Routing is the determination of the route taken by packets from source to

destination. These ideas are shown next.

routing algorithi
oCcd QIWarQine L9 o

_ routing algorithm determines
end-end-path through network
forwarding table determines
local forwarding at this router

value in arriving % %

packet’ s hea »
Computer

3 Networking: A Top
Down Approach ”

% % % sgss Kurose, K.

Figure 38.2: Routing with connected to wide area network (WAN)
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IP provides logical communication between hosts. IP makes its best effort to deliver
segments between communicating hosts, but it makes no guarantees. IP is said to be
an unreliable service.

transport layer: TCP, UDP
l routing protocols IP pr 0:05_0! .
 path selection + addressing conventions
« RIP, OSPF, BGF « datagram format
network - + packet handling conventiong
layer .\>forwarding TCMP brotocol
table protoco “Computer
- error reporting )
- router “signaling” Networking: A Top
k1 Down Approach ”
ink fayer By J. Kurose, K.
physical layer Ross

Figure 38.3: Transport Layer TCP, UDP

Topic 39: Working of IP and IP addresses
This topic explains the working of IP and usage of IP addresses.

Internet Protocol (IP) is the network layer protocol of TCP/IP model. IP defines
addressing, forwarding and routing. The addressing details recommended by IP
facilitate easy and efficient forwarding of IP packets. IP addresses are 32-bit binary
numbers.

223.1.1.1 =11011111 00000001 00000001 00000001

223 1 1 1

Each of the decimal numbers in an IP address is called an octect. Range falls in [0
255]. 232 is equal to 4 billion possible IP addresses. Everyone should have a unique IP
address to avoid confusion when trying to deliver data to that address. Each network
interface on a computer needs an IP address. A network interface is simply a card
that has a physical connector for some type of network. Ethernet NIC is one such
example. The NIC takes care of TCP/IP network interface layer details, which are the
equivalent of OSI Layers 1 and 2. Most end user computers also known as TCP/IP
hosts have a single network interface. Devices that have more than one network
interface have more than one IP address. Routers are such devices. IP defines a 20-
byte long header, which includes a 4-byte source IP address and a 4-byte destination
IP address. An IP packet includes the IP header, along with any data that follows the
IP header. To send data from one computer to the other, a sender puts the
destination computer's IP address into the destination IP address field and puts its
own IP address in the source IP address. This is shown next.
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Hannah www,isco.com
1111 3333

o @ = @ = |
L Destination IP Address :3.3.3.3
Source IP Address: 1.1.1.1

Figure 39.1: IP address field

Next, we show the process of getting a home page. Application layer generates an
HTTP GET request. TCP adds its header. The TCP segment gets encapsulated in an IP
packet.

Source IP Address: 1.1.1.1
Hannah L _ Web Server
1111 'lr— Destination IP Address :3.3.3.3 3333
‘Z | PHeader  |TCPHeader | HWIPGET(defalt) | [

‘—I IP Header | TCP Header |ano|( ‘data:home.html |
A

Destination IP Address: 1.1.1.1
Source IP Address:3.3.3.3

Figure 39.2: TCP segment gets encapsulated in an IP packet

HTTP is concerned about getting a web page to the user. TCP is concerned about
segmentation, error recovery, and other things, on behalf of HTTP. IP provides an
end-to-end delivery of packets service to TCP. Hannah types web server’s name
http://www.fredsco.com and corresponding IP address is 3.3.3.3. Names are more
human friendly while addresses are more computer friendly.

Topic 40: How to run an IP Network?
This topic explains how an IP network runs.

The postal service provides a wonderful service. You put a letter into the mailbox,
and it magically appears at the right address. By sending an IP packet into the
network, the networking devices should collectively be able to forward the packet to
the right destination. An example of an IP address is 1.1.1.1. There are 4 decimal
numbers, between 0 and 255 inclusive, separated by periods. The structure and
meaning of IP addresses tell us how IP addresses are used in an internetwork. To
understand the concepts, let’s take postal service as a reference. In addition to the
number, street, town, and state, the postal service uses postal codes to make it easy
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to sort the mail. Everyone in the same general geographical area such as a town has
the same postal code. The only time the whole postal address is needed is when the
letter gets to the final post office; the one that handles mail for that postal code.

Hmmm... Fred’s
mail truck goes to
Elm Street- He'll

deliver this letter.

Hmmm... 45050

is in Mason-

send it there. Mason Post Office
45050

Cincinnati Post Office

45040

[©)
Wendell...
Wendell... 45040
1010 Elm Street
Mason, Ohio, 45040 =
1010 Elm Street

Figure 40.1: IP network

All IP addresses on the same physical network such as one Ethernet LAN have a
portion of their IP addresses in common. This common portion works like a postal
code. Like postal codes, all the IP addresses on the same Ethernet are in the same
general area, so routing can take advantage of that fact.

Al Addi All Addresses All Addresses
Begin ﬁ:ﬁ Begin with 2 Begin with 3
e ’ . /,«-' - ) S
/ Hannal e Jessie AN 7 www.fredsco.com
1111 N 2.0.01 : 3333 A

h SMTP Server
\\ . 3.88.11 4

N Mitchell / - Dean 4
S 112 S . 2.255.255.254 881154
Network 1.0.0.0- All Network 2,0,0.0 - All Network 3.0.0.0- All
Addresses Between Addresses Between Addresses Between
1.0.0.1 and 2.0.0.1and 3.0.0.1 and
1.255.255.254 2.255.255.254 3.255.255.254

Figure 40.2: Same Ethernet are in the same general area

IP address grouping makes routing easy. Let’s imagine the logic needed by R1:
Packets whose destination begins with 1 should be forwarded to the left. Packets
whose destination begins with 2 should be forwarded to the Ethernet on the right.
Packets whose destination begins with 3 should be forwarded to R2 so that R2 can
forward the packet. The routers do not have to know about every IP address in the
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network. IP calls the group of IP addresses that share a common beginning to part of
their addresses an IP network. The common portion is called network number and is
used to represent a network. For an IP network number, the bits other than the
common portion have all Os. In previous example, the network numbers are 1.0.0.0,
2.0.0.0 and 3.0.0.0. A host cannot use a network number as an IP address in the
network.

Topic 41: Classes of IP Networks
This topic describes the classes of IP networks.

Let’s assume a simple internetwork with two routers and three IP networks.

All Addresses All Addresses
g‘:g‘i‘:ﬂﬁfl’ Begin with 2 Beginwith3

Hannah g Jussie 7 wwwiredsco.com
1111 0. / 3333

Dean / : SMTP Server g
2.255.255.254 g \' . 3.88.115.4 "/

Mitchell
1112

Network 1.0.0.0- All Network 2.0.0.0- All Network 3.0.0.0 - All
Addlﬁsgslieﬁ:een Addresses Between Addresses Between

1255355254 Jahutand, e
Figure 41.1: Classes of IP Networks

How many IP addresses can you have in network 1.0.0.0? You can't use 1.0.0.0 and
1.255.255.255 — are reserved. Valid addresses: more than 16 million addresses. IP
defines three sizes of networks as different classes. The three different network
classes are called Class A, B, and C. All addresses in the same Class A, B, or C network
have the same numeric value for the network portion of the addresses. The rest of
the address is called the host portion of the address.

Any Network Number of Number of Number of
of This Class  Network Bytes Host Bytes Addresses per
(Bits) (Bits) Network

A 1(8) 3(24) 22%4.2, or
16,777,214

B 2 (16) 2 (16) 216 -2, or
65,534

C 3(24) 1(8) 28-2,0r 254
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Let’s assume the same previous internetwork. By using one IP network number for
each physical network, allows easy routing.

Class A Class C Class B
All Addresses All Addresses All Addresses
Begin with 8 Begin with 199.1.1 Begin with 130.4
— . o . — .
- N / \\ L .
,// \ / \\ // \
/ AN ! N / \

/ .
\ / Jessie
811 \ I 199.1.1.201

\ / wwwfredsco.com A
\ / 130433

| | I
a /
[

/ \ /
\ /
\ / / \ /
\ Mitchell / Dean / N TP Server /
8112 / N 19910200 / N 130425540 yd
N / L s N -

~— - .

=

\

Network 8.0.0.0 - All Network 199,1.1.0- All Network 130.4.0.0- All
Addresses Between ‘Addresses Between Addresses Between
80.0.1and 199.1.1,1 and 130.4.0.1and
8.255.255.254 199.1.1.254 130.4.255.254

Figure 41.2: Classes of IP Networks

Class A networks allow for a ton of IP addresses in a single IP network. Class B
networks allow for a pretty large number, and Class C networks allow for a smaller
number of host IP addresses. The people who made up IP addressing chose three
sizes of networks because one size doesn't fit all companies and organizations.
Larger companies can use Class A, medium-sized companies can use Class B, and
small companies can use Class C.

Class First Octet Valid Network Total Number
Range Numbers of Networks of
This Class

A 1to 126 1.0.0.0to 27-2, 0r 126
126.0.0.0

B 128 to 191 128.1.0.0to 214.2, or
191.254.0.0 16,382

C 192 to 223 192.0.1.0to 2212, or

223.255.254.0 2,097,150

Topic 42: IP Subnetting

In this topic, we explain the use of IP subnetting.

These days, single LANs with more than 1000 devices are extremely rare. Many IP
addresses will go unused if you use a Class A or Class B network for the devices on a
LAN. Subnetting provides a solution. Let’s assume that a design requires three

networks, and uses three different Class B networks. Each Class B network can host
65,534 addresses.
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Available Available Available

Addresses: 65,534 Addresses: 65,534 Addresses: 65,534
Used: 3 Used: 4 Used: 3
il i Faa o i e
-, y P N / \\
Hannah Jessie WWW.CISCO.com
150.1.1.1 150.2.4.5 150.3.3.3
=2 = i
e T (e o
e 5 Fh_' 2 = ' ‘ hz o = ‘
Mitchell Dean SMTP Server o
",

\ 150.1.1.2 / \\\\.I\!':G.?..QQ ":"'a// \\\ ‘I!?l').3.1.41"',
Metwork 150.1.0.0 — Metwork 150.2.0.0 — Metwork 150.3.0.0 —
All Addresses Batween All Addresces Betwean All Acldresses Batwaen
150.1.0.1 and 150.2.0.1 and 150.3.0.1 and
150.1.255.254 150.2.255.254 150.3.255.254

Figure 42.1: IP Subnetting

A subnet is just a subdivision of a larger Class A, B, or C network. Subnetting refers to
the process whereby the engineer decides to create subnets. Without Subnetting,
devices in the same Class A, B, or C network cannot be separated from each other by
a router. Also, devices in different Class A, B, or C networks must be separated from
each other by a router. With Subnetting, devices in the same subnet cannot be
separated from each other by a router. Also, devices in different subnets must be
separated from each other by a router. Subnetting allows a network engineer to
configure network devices of a class B network for example, 150.1.0.0, such that
they can think that the first 3 octets of the addresses identify the network. Following
subnets can be created: all addresses that begin with 150.1.1, all addresses that
begin with 150.1.2, all addresses that begin with 150.1.3 and so on.

An IP subnet number is used to represent a subnet. The subnet number has the
same value in the first part of the number as all the host addresses, and Os in the last

part.
Available Available Availalble
Addressse: 254 Addresses: 254 Addresses: 254
Used: 3 Used: 4 U sed: 3
/,,/ - \ // - \

Hannah ‘\ / Jessie www.fredsco.com \

f 150.1.1.1 \ / 150.1.4.5 1501 33 \‘

‘« I~ [

\ et \
Mitchell Dea SMTP Server
150.1.1.2 150.1. Z 55 150 1.3.41
- -~ . -

Subnet 150,1.1.0 - Subnet150 1.2.0- Suhnet 150 1.3.0-
All Addresses Between All Addresses Between All Addresses Between
150.1.1.1 and 150.1.2.1 and 150.1.3.1 and
150.1.1 254 150.1.2.254 150.1.3.254

Figure 42.2: IP Subnetting
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This internetwork of three Ethernet LANs only uses a part of Class B network
150.1.0.0. The same internetwork without subnetting fully uses three B classes
(150.1.0.0, 150.2.0.0, and 150.3.0.0).

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6 Edition, 2013.

Topic 43: Network Address Translation (NAT)
This topic describes explain the concept of NAT.

Small office, home office (SOHO) subnets connect devices such as cameras,
computers, smartphones, game consoles. Every IP-capable device needs an IP
address. A SOHO needs a range of addresses that can be allocated by the ISP. With
32-bits, possible IP addresses are equal to 232 or 4 billion. If the subnet grew bigger, a
larger block of addresses would have to be allocated. But what if the ISP had already
allocated the contiguous portions of the SOHO network’s current address range?
Network address translation (NAT) is a simpler approach to address allocation. It is
defined in RFC 2663. It has found increasingly widespread use.

An Example

Assume a home network with 3 computers. A NAT-enabled router, residing in the
home has an interface that is part of the home network. All four interfaces in the
home network have the same subnet address of 10.0.0/24.

« rest of local network ————
Internet (e.g., home network) |
10.0.0/24 @ 10.0.0.1
10.0.0.4 ’7
¥ 0.0.0.2
"
138.76.29.7
10.0.0.3

Figure 43.1: Network Address Translation (NAT)

There can be hundreds of home networks, many using the same address space,
10.0.0.0/24. Devices within a given home network can send packets using
10.0.0.0/24 addressing. How is addressing handled when packets are sent to or
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received from the Internet? The NAT-enabled router does not look like a router to
the outside world. Instead, it behaves to the outside world as a single device with a
single IP address. All traffic leaving the home router for the Internet has a source IP
address of 138.76.29.7, and all traffic entering the home router must have a
destination address of 138.76.29.7 NAT-enabled router hides the details of the home
network from the outside world. If all datagrams arriving at the NAT router from the
Internet have the same destination IP address, then how does the router know the
internal host to which it should forward a given datagram?

NAT translation table
WAN side addr LAN side addn

138.76.29.7,5001 | 10.0.0.1, 3345
EETE) //-'

5: 10001, 3345

- D: 128.119.40.186, 80

\ T _ 100.0.1
1

>[5 13876297, 5001 | N
A 21 b: 128119.40.186, 80 :| \ 1{0,0,0.4 002
& 3
138.76.29.7 |: $:128.119.40.186, 80|
. D: 10.0.0.1, 3345 L
5: 128.119.40.186, 80| 7 3\.+
|j D: 138.76.29.7, 5001 [\ 2/

' 0.00.3

Figure 43.2: NAT-enabled router

Motivations:

Local network uses just one IP address as far as outside world is concerned: 1) range
of addresses not needed from ISP. 2) Addresses of devices in local network can
change without notifying outside world. 3) ISP can change without changing
addresses of devices in local network.

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6 Edition, 2013.

Topic 44: Dynamic Host Configuration Protocol (DHCP)
In this topic, we describe the Dynamic Host Configuration Protocol.

An organization obtains a block of IP addresses from an ISP. Then, it can assign
individual IP addresses to the host and router interfaces in its organization. A system
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administrator will typically manually configure the IP addresses into the router. Host
addresses can be configured manually or Dynamic Host Configuration Protocol.

1- Manual configuration: manually done
e Windows: control-panel->network-> configuration-> tcp/ip-> properties
e UNIX: /etc/rc.config

2- DHCP: allows a host to dynamically obtain its IP address from network server
when it joins network. Because a host gets connected automatically into a network,
it is “plug-and-play” protocol.

Motivating Examplel

Consider a student who carries a laptop from a dormitory room to a library to a
classroom. In each location, he connects to a new subnet and hence will need a new
IP address.

Motivating Example2

Consider a residential ISP that has 2,000 customers, but no more than 400 customers
are ever online at the same time. The ISP does not need 2,048 IP addresses. Only get
a block of 512 IP addresses. As the hosts join and leave, the DHCP server allocates an
arbitrary address from its current pool of available addresses. Each time a host
leaves, its address is returned to the pool.

DHCP is ideally suited to these situations, as there are many users coming and going,
and addresses are needed for only a limited amount of time. DHCP is a client-server
protocol. A client is typically a newly arriving host wanting to obtain network
configuration information, including an IP address for itself.

DHCP
223.1.1.0/24 server
v.{ 223.1.1.1 2&4,.1.2,1
e ! 3
=
..=‘Z223-1-1-2223114 ) arriving
e 223.1.29 ) DHCP
e/ ‘ client needs
| 223122 = address in
223.1.3.27 .
928113 3.1.3 —}w" this
223.1.2.0/24 network
223.1.3.1 | |223.1.3.2
S
.«’ =
223.1.3.0/24

Figure 44.1: Dynamic Host Configuration Protocol (DHCP)
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Working of DHCP:
For a newly arriving host, DHCP protocol is a four-step process.

1- DHCP server discovery: Host generates a UDP packet with destination port 67.
Broadcast to all nodes attached to subnet.

2- DHCP server offer: Server generates a message with proposed IP address for the
client, the network mask, and an IP address lease time.

3- DHCP Request: Client echoes back the configuration parameters.

4- DHCP ACK: Server confirms the requested parameters.

DHCP discover| src : 0.0.0.0, 68 —

dest.: 255.265.256.255,67 ) C

DHCP server: 223.1.2.5 |Yiaddr: 0.0.0.0 e
._F-____d______d_._ttanmﬂm_m;_ai&— arriving
DHCP offer | S7¢: 223.1.2.5, 67 client

dest: 265.265.256.255, 68
T |yiaddrr: 223.1.2.4
transaction ID: 654

DHCP request lifetime: 3600 secs

src: 0.0.0.0, 68
dest:: 255.255.255.255, 67
yiaddrr: 223.1.2.4

transaction ID: 6566

DHCP ACK
src: 223.1.2.5, 67
dest: 255.255.255.255, 68
yiaddrr: 223.1.2.4

transaction ID: 655

Figure 44.2: Working of DHCP

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6" Edition, 2013.

Topic 45: Internet Control Message Protocol (ICMP)
In this topic, we explain the usage of ICMP.

There are three Major Components of Network Layer namely, IP protocol, routing
component, and a facility to report errors in IP datagrams called ICMP.

ICMP is used by hosts and routers to communicate network-layer info to each other.
Error messages: unreachable host, network, port, etc. Informational messages: echo
request/reply. ICMP is often considered part of IP, but architecturally lies above IP.
ICMP messages are carried in IP datagrams as IP payload. An ICMP message consists
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of type, code and first 8 bytes of IP datagram that caused the ICMP message to be
generated in the first place (sender can determine the datagram that caused the
error).

Code description

echo reply (ping)

dest. network unreachable
dest. host unreachable
dest. protocol unreachable
dest. port unreachable
dest. network unknown
dest. host unknown
source quench (congestion control)
echo request (ping)

route advertisement
router discovery

TTL expired

bad IP header

mmhmwwwwmog
[1°]

=
o

(=
[
COoO0O00O0ONOWNREOO

=
N

Many tools obtain information about the Internet by sending probes and waiting for
ICMP responses. For example, ping, traceroute etc.

Ping and ICMP

The ping program sends a datagram to a specified destination to test if it can be
reached. It then reports the results of the probe by declaring whether the
destination responds. The ping uses ICMP echo messages. When a user invokes it by
giving the IP address or hostname, ping sends datagram that contains an ICMP type
8 code 0 message (echo request) to the specified host. The destination host, seeing
an echo request, sends back a type 0 code 0 ICMP echo reply message.

Traceroute & ICMP

It allows us to trace a route from a host to any host in the world. It employs TTL
expired and a destination port unreachable ICMP messages. The source sends a
series of IP datagrams to the destination. Each carries a UDP segment with an
unlikely UDP port number.

ICMP message (type 11, code 0),
name and IP address

‘ calculate Round Trip Time (RTT)

Figured5.1 Traceroute & ICMP
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The Stopping Criterion creates an UDP segment eventually arrives at destination
host. Destination returns ICMP “destination port unreachable” ICMP (type 3, code 3)
message. When source gets this ICMP, it stops.

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6" Edition, 2013.

Topic 46: End-to-End: Processing IP Packet
In this topic, we describe fragmentation i.e. processing of IP packet along the end-to-
end route.

At the link-layer, an IP datagram is encapsulated within a link-layer frame. All link
layer protocols cannot carry network-layer packets of same size e.g. Ethernet frames
can carry up to 1500 bytes of data. The maximum amount of data a link-layer frame
can carry is called Maximum Transmission Unit (MTU). The MTU of the link-layer
protocol places a hard limit on the length of an IP datagram.

Problem

Each of the links along route between sender and destination use different link-layer
protocols with different MTUs. When a router is about to forward an IP packet, it
may find that its length is greater than MTU.

Solution

Fragment data in IP datagram into two or more smaller IP datagrams, and
encapsulate each of these smaller IP datagrams in a separate link-layer frame.

IP Reassembly & Fragmentation

Each of these smaller datagrams is referred to as a fragment. Fragments need to be
reassembled before they reach the transport layer at the destination. Both TCP and
UDP are expecting to receive complete, un-fragmented segments from the network
layer. Datagram reassembly is done in the end systems. Keep the network core
simple.
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fragmentation:
in: one large datagram
out: 3 smaller datagrams

Figure 46.1: IP Reassembly & Fragmentation

There are three fields in IP header. Identification: allows a destination host to
determine which datagram a newly arrived fragment belongs to. A sender
increments identification number for each datagram. MF: stands for more fragments
and is set for all fragments except the last one. Fragmentation offset: tells where in
the current datagram this fragment belongs.

. length[ID| MF |offset
Example: i it I fs I

Assume a datagram of

4000 (20 + 3980) bytes |One large datagram becomes
arrives at a router and several smaller datagrams
must be forwarded to a length|ID| MF [offset

link with MTU of 1500 1=1500}ex] =1 | =0

length[ID| MF [offset

theS L
1480 bytes in =1500 |=x | =1..}=185| _ |
data field T -
offset = length|ID| MF [offsef
1480/8 RS
~.. 1480 = 1020

bytes of data

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6" Edition, 2013.

Topic 47: A Link State Routing Algorithm
In this topic, we explain the working of a link state routing algorithm.

When an IP packet arrives to a router, the router indexes a forwarding table and
determines the link interface to which the packet is to be directed. Routing
algorithms, operating in network routers, exchange and compute the information
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that is used to configure these forwarding tables. The job of routing is to determine
good paths from senders to receivers, through the network of routers. A “good” path
is one that has the least cost, e.g. physical length of the link, link speed, or monetary
cost associated with it.

graph: G = (N,E)
N =setof routers={u,v,w, x, y, z }

E = set of links ={ (u,v), (u,x), (v,x), (v,w), (x,w), (x,y), (w,y), (w,z), (y,2) }

Cost of path (X, Xy, Xgpes Xp) = €{X3, %) + €{X,%3) + o0 + €(x,.4,%,)
*  many paths between u and z exist — how many? - 17

* Question: What's the least-cost path betweenuandz?

* Routing algorithm: finds a path between the source and

+ destination that has least cost.

Figure 47.1: A Link State Routing Algorithm

Link State routing algorithm uses global information such as network topology and
all link costs are known. Each node broadcasts identities and costs of its attached
links to all other nodes.

Pseudo-code:

1 Initialization:

N' = {u}
for all nodes v

if vadjacent tou

then D(v) = c(u,v)

else D(v) = o=
7 Loop
8 find wnotin N' such that D(w) is a minimum
9 addwtoN'
10 update D(v) for all v adjacenttow and not in N':
11 D(v) = min( D(v), D(w) + c(w,v) )
12 until all nodes inN'or N'=N

"B w N
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Notation

c(x,y): link cost from node x to y; = o= if not direct neighbors. D(v): current value of
cost of path from source to destination v. p(v): predecessor node along path from
source to v. N": subset of nodes

An Example:
Step N'__ D(v),p(v) D(w),p(w) D(x),p(x) D(y),p(y) D(z).p(z)
0 u 2,u _5u__1tu o o
1 ux«—— 2.0 4x 2x o
2 uxy—2,u 3y 4y
3 uxyve 3y 4y
T —— —
Suxyvwz —

Resulting shortest-path tree from u:

Resulting forwarding table in u:
destination | |ink

(u.v)

(u.x)

(u.x)

(u.x)

(u,x)

N £ < X <

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6 Edition, 2013.

Topic 48: Distance Vector Routing Algorithm
This topic explains the working of a distance vector routing algorithm.

Bellman-Ford Equation

If dx(y) := cost of least-cost path from x to y, then dx(y) = min {c(x,v) + dv(y) }, where
min is taken over all neighbors v of x.
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Bellman-Ford Example

Clearly, d,(z) = 5, d,(z) = 3, d, (z) = 3

B-F equation says:
d,(z) = min { c(u,v) + d(z), c(u,x) + d,(z),
c(u,w) +d,(z) }
=min{2+5,1+3,5+3} =4

Node that achieves minimum is next hop in shortest path. Thus, the solution to the
Bellman-Ford eq. provides the entries in a node’s forwarding table. Each node x
maintains the following routing information:

1-For each neighbor v, the cost c(x,v)

2-Node x’s distance vector Dx = [Dx(y): y € N ], where Dx(y) = an estimate of cost of
least-cost path from itself to y.

3- The distance vectors of each of its neighbors. i.e., Dv = [Dv(y): y € N ] for each
neighbor v of x

Basic idea:

From time-to-time, each node sends a copy of its distance vector to each of its
neighbors. When a node x receives a new distance vector from any of its neighbors
v, it saves V's distance vector, and then uses the Bellman-Ford equation to update its
own distance vector as follows. If x’s distance vector has changed as a result of this
update step, x will then send its updated distance vector to each of its neighbors,
which can in turn update their own distance vectors. The estimate Dx(y) converges
to the actual least cost dx(y).

An Example:

5
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- 1
oo oo oo \ .'0 _ H
VN t D,(z) = min{c(x,y) +
ode y table | \//
Y stto | X/ D,(2), c{x,2) + D,(2)}

\ = min{2+1, 7+0} =3

x|
Er[2012 Y/ Dyy) = minfcbuy) + Dyiy), clxz) + D,(y)}
P =min{2+0, 7+1} = 2

— » time

The DV algorithm continues until no update messages are sent.

node x table
cost to
Xy z

cost to
Xy z
02 3
201
310
cost to
Xy z
02 3

Topic 49: Working of Default Gateway Router
In this topic, we explain the working of a default gateway router.

Let’s assume that Hannah wants to access the webpage www.example.com residing
on a webserver. The internetwork consists of three different IP networks, each with

one IP network number.

L Destination IP Address: 130.4.3.3
Source IP Address: 8.1,1.1

Hannah www.examyle.cum
-------------- . 130433

Network 199.1,1.0 Network 130.4.0.0

Network 8.0.0.0

Step1-Send Step2- Send Step3- Send
PackettoR1 Packet to R2 Packet to Server

Figure 49.1: Working of Default Gateway Router
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After IP software of Hannah's PC has built the IP packet that needs to be sent to the
server, it needs to know where to send the packet first. To send the packet to R1,
Hannah needs to know R1's IP address of the router interface that's connected to
the same Ethernet as Hannah. R1 is termed as Hannah's default router/gateway. A
PC's default router is simply the router to which that PC sends packets when the
destination is in another network or subnet.

Destination 130.4.3.3 isina
differnt IP network- I'll

send this packet to my degault
gateway (8.1.1.250)

www.example.com
130433
/~ 811250 ﬁ

LDestlna‘utm IP Address: 130.4.3.3

Source IP Address: 8.1.1.1

Figure 49.2: Software of Hannah's PC has built the IP

Routers typically have one IP address per physical interface. Routers have lots of
interfaces of many different types, which are labeled with a name and a number,
such as Ethernetl.

Topic 50: Address Resolution Protocol

In this topic, we explain how IP packets get encapsulated in Ethernet frames and
how ARP works. Let’s assume that Hannah’s PC is connected to an internetwork that
uses three different IP networks, each with one IP network number. She accesses
www.example.com from a webserver.

v Towa] —>

Y
w Lnestinatiun IP Address: 130.4.3.3

Source IP Address: 8.1.1.1
Hannah www.example.com

CARR LeermrT e <. 130433

Network 8.0.0.0 Network 199.1,1.0 Network 130.4.0.0

Step 1-Send Step2-Send Step3-Send
Packet to R1 Packet to R2 Packet to Server

Figure 50.1: Address Resolution Protocol
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Two issues need attention. 1 - Hannah can't send an IP packet over an Ethernet, but
she can send an Ethernet frame over an Ethernet. 2- The destination address field of
IP header holds IP address of the destination web server. There is no place for
"default gateway IP address" in the header. Hannah must have some other means to
ensure that R1 receives the packet. Solution of issue 1: Encapsulation. Hannah
encapsulates the IP packet in an Ethernet frame for transmission over the LAN.
Ethernet places IP packet between a header and trailer. The Ethernet header
contains source and destination Ethernet address fields. The trailer contains a frame
check sequence field (FCS) to determine whether errors occurred during
transmission.

www.example.com
— Ethemet Add Ethernet Add 13“33
PEiind=s R >
=
14
Packet
Ethernet Header Ethernet Trailer
Destination Source
0200.3333.3333 | 0200.1111.1111
AN
~
Ethernet Frame
Figure 50.2: Solution of issue 1
Source IP Address: 8.1.1.1
+—Destma1|on P Address: 130.4.3.3
Hannah Web Server

8111 | Ethemet | IPHeader | TCPHeader | HTTPGET(default) |Ethemet |— 130433
IQI «— | Ethemet | IPHeader | TCPHeader |HTTPOK | data:homehtml | themet | :I

Destination IP Address: 8.1.1.1
Source [P Address: 130.4.3.3

Figure 50.3: Solution of issue 1

Solution of issue 2: To deliver the packet to R1, Hannah includes R1's Ethernet
address as the destination in the frame.
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ljust got a frame whose

Hmmm...0200.3333.3333 destination MACis my
Frame is off port E2 - forward MAC address - it's for me!
Destination MAC: the frame!
0200.3333.3333
—

Ethernet Address

B2 0200.3333.3333

Hannah Switch Address Table
Address: Interface
0200.1111.1111 E1
0200.3333.3333 E2

Figure 50.4: Solution of issue 2

Hannah learns the IP address of default router manually or via Dynamic Host

Configuration Protocol (DHCP). To learn MAC address of R1, Hannah uses address
resolution protocol (ARP).

Default Router;
8.1.1.250
‘ 8.1.1.1 o 8.1.1.250 192,168.1.5
Ly = W Ethernet 1 Ethernet 2
Hannah
Known by Hannahl.: Known by R1:
Interface |PAddress  MACAddress Interface. IPAddress  MACAddress
My NIC: 8111 0200.1111.1111 | | Ethernet1  8.1.1.250  0200.3333.3333
Default Router  8.1.1.250 ?

Figure 50.5 Dynamic Host Configuration Protocol (DHCP)

Hannah generates an ARP broadcast "Hey, if this is your IP address, tell me your

Ethernet MAC address." Everyone on the LAN gets ARP broadcast as switch forwards
LAN broadcasts to all devices in network.

Send ARP broadcast,
hoping to find 8.1.1.250's This ARP broadcast is
MAC address. looking for 8.1.1.250 -
Hmmm... Broadcast, that’s me!
flood out all other ports.

This ARP broadcast is L‘ ‘m

looking for someone ({_.
else- I'llignore it. Mitchell
8.1.1.2

Known by R1:

Interface  IP Address MACAddress
Ethernet1 8.1.1.250 0200.3333.3333
Ethernet2 192.168.1.5 0200.4444.4444

Figure 50.6: Ethernet MAC Address
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Topic 51: Router’s Routing Logic and Table
This topic describes the router’s routing logic and contents of IP routing table.

Let’s assume that Hannah’s PC is connected to an internetwork that uses three
different IP networks, each with one IP network number. She accesses
www.example.com from a webserver.

—
L Destination IP Address: 130.4.3.3
Source IP Address: 8.1.1.1

Hannah www.exam;le.com
N .- 130.4.3.3

Network 130.4.0.0

Step 1-Send Step2-Send Step3-Send
Packet toR1 Packet toR2 Packet to Server

Figure 51.1: Router’s Routing Logic and Table

As R1 receives the packet, it needs to forward it to R2 next. This process can be
broken down into 3 steps: 1. De-capsulation. 2. Decide where to forward the packet
next. 3. Encapsulation.

Hannah www.example.com
8.1.11 130433

[Ethemet | IPPacket [ Ethemet |—

A
T— Destination IP Address: 130.4.3.3
Source IP Address: 8.1.1.1
Source MAC Address: 0200.1111.1111(Hannah)

Destination MAC Address: 0200.3333.3333 (R1 Ethernet1)

1. De-capsulation: Check the incoming frame's FCS. If there are errors, discard it.
Otherwise, remove header and trailer, leaving the original IP packet whose source
and destination addresses are 8.1.1.1 and 130.4.3.3

2. Decide where to forward the packet next: A router makes a decision about where
to forward the packet next by looking at the destination IP address of the IP packet.
For routing to work well, the router needs to know how to reach the various IP
networks and subnets in the internetwork. This info is contained in a routing table.
RIP and OSPF are examples of routing protocols.
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R1 Routing Table
Destination  Interface Next-Hop
Network Router
8.0.0.0 E1 N/A
199.1.1.0 E2 N/A
130400 E2 199.1.1.2
\
\ |
\ www.example.com
;I:n?glh 77777 ) . R 130433
|I%;§ " ﬁﬂ 3"“”@ 3 5
Ly =
Network 8.0,0.0 Network 199.1,1.0 Network 130.4.0.0

[Data | ——
L Destination P Address: 130.43.3

Source IP Address: 8.1.1.1
3. Encapsulation: At this point, R1 has an IP packet sitting in memory. To send the IP
packet out on E2,R1 needs to encapsulate it in a frame. In the newly created
Ethernet frame: source address is MAC address of my E2 interface. Destination
address is the MAC address of R2. If not known, use ARP to find R2's MAC address —
put it in a cache for future use.

Ethernet1 -
Ethernet2 — 199.1.1.2 f —
)] ‘ ARP broadcast looking for 199.1.1.2. |—>
<—| ARP reply from R2
Ethernet }—»

h T
Source and destination IP addresses unchanged!

www.example.com
130.4.?.3

)

=

(3)[ Ethemet

A 4

IP Packet

Source MAC Address: 0200.5555.5555 (R1 Ethernet2)
Destination MAC Address: 0200.4444,4444 (R2 Ethernet1)

Figure 51.2: Encapsulation

Logic of Final Router: R2 has the same logic as that of R1 except R2's routing table
differs from R1's: R2 does not need to send the packet to another router, but it
should instead send the packet directly to the web server.

R1Routing Table R2 Routing Table

Destination  Interface  Next-Hop Destination Interface  Next-Hop

Network Router Network Router

8000 Fl N/A 8.0.0.0 F 199.1.12

19100 R N/A 19110 B N/A

130400 R 199.1.1.2 130400 R N/A
www.example.com

- 130433

Network 199.1.1.0

Network8.0.0.0

Network 130.4.0.0

From R2 to web server: Create a new Ethernet frame. Own Ethernet address on the
outgoing interface as source MAC. Use ARP to learn web server’s MAC and use it as
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destination. Finally, the web server has the frame and extracts the packet. The
routing of the packet is complete!

Topic 52: Routing with Subnets
This topic explains how a router’s routing logic works with subnets.

Let’s assume an internetwork of a single Class B IP network 150.1.0.0. This IP
network is subdivided into three subnets namely, 150.1.1.0, 150.1.2.0, and
150.1.3.0. All hosts in a given IP subnet have the same value in the first 3 octets of
their IP addresses. Next, we look at the routing tables.

R1Routing Table R2 Routing Table
Destination  Interface  Next-Hop Destination  Interface  Next-Hop
Network Router Network Router
150.1.1.0 E1 N/A 150.1.1.0 El 150.1.2.1
150.1.2.0 E2 N/A 150.1.2.0 E N/A
150.1.3.0 E2 150.1.2.2 150.1.3.0 E2 N/A
www.example.cnm
,,,,, Lemmrnmeee 150133
E 150.1.1 zsu 1501 21 -
|l 3 Z 3_
Default TTTemmesotTT o TTmmemeen T T o
Gatewat Subnet 150.1.1.0 Subnet 150.1.2.0 Subnet 150.1.3.0
150.1.1.250  First: 150.1.1.1 First: 150.1.2.1 First: 150.1.3.1
Last: 150.1.1.254 Last: 150.1.2.254 Last: 150.1.3.254

Figure 52.1: Routing with Subnets

When Hannah sends a packet to the web server, destination address is 150.1.3.3.
Hannah's logic works like it did without subnettting. Hannah's default gateway is
R1. Hannah sends an ARP broadcast for IP address 150.1.1.250. R1 replies and
Hannah sends a frame to R1 with the IP packet inside the Ethernet frame. R1
receives the frame, and if it is error free, it extracts the IP packet. R1 uses destination
address and finds an entry for it in its IP routing table. R1 forwards packet out on its
E2 interface to R2 next. Finally, when R2 receives the frame, it does the usual error
check and extracts the IP packet. R2 finds an entry for destination IP address. R2 can
forward the packet directly to the web server. Whether or not an internetwork uses
subnetting, the basic routing logic remains the same. If Hannah sends a packet to
someone who's on the same subnet, she can send it directly to the destination
without involving default router.
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I need to send a packet
to 150.1.1.2... that’s on 0.1.1.0
my subnet! I'll send it 111
directly to that address! Last: 150.1.1.254

Hannah
m 150.1.2.1 150.1.1.250
| l e Ethernet1

hd

i_lﬂ

Mitchell
150.1.1.2

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6" Edition, 2013.

Topic 53: Router Hardware Architecture
In this topic, we explain the router hardware components.

There are two key router functions: run routing algorithms (RIP, OSPF) and,
forwarding datagrams from incoming links to appropriate outgoing links. A Generic
router architecture is shown next.

forwarding tables computed, routing,
pushed to input ports management
- routing control plane
processor (software)
— — forwarding data
—i —
— i ] — plane
(hardware)
o N L]
. high-seed °
° switching °
o fabric o
—y 1 1) 1 .,
—I_I_1 LI_I—
router input ports router output ports

Figure 53.1: Router Hardware Architecture
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Input Ports

Input ports perform physical & data link layer functions of an incoming physical link

at a router. They determine output port to which an arriving packet will be

forwarded via the switching fabric.

line

termination

link

layer
protocol
(receive)

i

lookup,
forwardin
switch
{1 fabric

queueing

physical layer:
bit-level reception

data link layer:

decentralized switching:

given datagram dest., lookup output port
using forwarding table in input port

memory

goal: complgte input port processing at

line speed

queuing: if datagrams arrive faster than
forwarding rate into switch fabric

Figure 53.2: Input Ports

Switching fabrics

Switching fabrics transfer packet from input buffer to appropriate output buffer.

Rate at which packets can be transferred from inputs to outputs is called switching

rate. The three types are shown next.

=== === ===

memory

bus

B &5

=

— =
==t ===k ===

I
crossbar E %

Figure 53.3: Switching fabrics

=5
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Output port

Output Port

switch
fabric

datagram
buffer

queueing

FHRRERRR
i

link
layer
protocol
(send)

line

termination

* buffering required when datagrams arrive from

fabric faster than the transmission rate

* scheduling discipline chooses among queued
datagrams for transmission

Figure 53.4: Output port

Where does queuing occur?

Packet queues can form at both input and output ports. The location and extent of
queuing will depend on the traffic load, speed of switching fabric and line speed. As
these queues grow large, router’s buffer space will eventually be exhausted and

packet loss will occur when no memory is available to store arriving packets.

Suppose switch speed is N times faster than speed of line. Even then output

buffering will still occur when multiple inputs send to same output. This scenario is

shown next.

T o———— L
switch
’

fabric,

at t, packets more

l:;j 0

from input to output

vk

3 4

\

I
Ny
switch X —E)—~
fabric # \
A
I X

one packet time later

Figure 53.5: Packet queues

The Head-of-the-Line (HOL) blocking at Input Port is shown next.
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switch
fabri(} /

switch /
fabrig”

output port contention: one packet time later:

:
Sk
B

S

only one red datagram can be green packet
transferred. experiences HOL
lower red packet is blocked blocking

Figure 53.6: The Head-of-the-Line (HOL) blocking at Input Port

Topic 54: Routing to Nearby Places

In this topic, we explain how a router learns routing table for networks/subnets that
are directly connected to it.

At a given time, a router knows which of its physical interfaces are up and working. It
knows the IP addresses used on each interface. Also, it knows about IP networks or
subnets that are connected to its interfaces. The router can add a route to the
subnet in its routing table.

Configuring a Router When you buy a brand new router, a network engineer
connects to the router and tells the router which IP addresses to use. For each
interface, use an IP Address and Subnet mask to figure out the range of valid IP
addresses in each subnet.

Hannah
150.1.1.1

[ 150.1.1.250 150.1.2.1 /==
i| ; — Ethernet1 Elhernet!E
I

Use 150,1,1,250 as your Ethernet1 IP address,
It's attached to subnet 150.1.1.0, with a valid IP
address range of 150.1.1.1-150.1.1.254.

Also, use 150.1.2.1as {uur Ethernet2 IP address.
It’s attached to subnet 150,1.2.0, with a valid IP
address range of 150.1.2.1-150.1.2.254

Figure 54.1 Configuring a Router

After R1’s interfaces are up, it knows about subnets: the subnet numbers, the
outgoing interface it should use to forward packets to them. There is no need to
send packets to another router for them. In our previous example, R1's Ethernetl
interface is connected directly to the same subnet as Hannah. As a result, R1 simply
adds a route for each directly connected subnet to its routing table.
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R1 Routing Table

Destination Interface  Next-Hop Destination Interfae  Next-Hop

Subnets Router Subnets Router

150110  E N/A 150120 E NA

150120 R N/A 150130 R NA

Example.com
Hannah 150133

150.1.1.1 - 150.1.1.250 150,12,1. _ 1501.22 150.13.1 =
| ‘ - g T g B

Subnet 150.1.1.0 Subnet 150.1,2,0 Subnet 150.1.3.0

First: 150.1.1.1 First: 150.1.2.1 First: 150.1.3.1

3
Last: 150.1,1.254 Last:150,1.2.254 Last: 150.1.3.254
Figure 54.2: Configuring a Router

Routers always add routes for directly connected subnets and networks, as long as
the interface is both configured and working. Also, they should include other routes
in their routing tables. In previous example, R1 didn't have a route to subnet
150.1.3.0, so it could not forward a packet that was destined for IP address
150.1.3.3.

Static IP route: The network engineer can address this problem by configuring a
static route on R1 for subnet 150.1.3.0, with outgoing interface Ethernet2, and next-
hop router of 150.1.2.2.

R1 Routing Table

Destination  Interface Next-Hop

Subnets Router

150.1.1.0 El N/A

150.1.2.0 E2 N/A

150.1.3.0 B2 150.1.2.2
Hannah Example.com
150.1.11 150.1.3.3

150.1.1.250 150.1.2.1 150.1.2.2 150.1.3.1 — |

! = = =
| E H B2 £l 2]
L1
Hey R1 - add a route to subnet 150.1.3.0, with
next-hop IP address of 150.1.2.2, and outgoing
interface of Ethernet2,

A

Figure 54.3: Static IP route

Network topologies tend to change a lot. Static routes make it difficult to use all the
possible routes to the same part of the network when you have multiple possible
physical paths.

Topic 55: Dynamically Learning Routing Tables

This topic explains explain how routing table entries are learnt dynamically.

The most typical way a router learns all the rest of the routes in an internetwork,
beyond just its directly connected routes, is by using a routing protocol. Routing
Protocols define messages by which routers can exchange route information with
other routers. If all the routers participate, all routers should have routes for all
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subnets or networks. Let’s assume an internetwork that consists of two routers and
three subnets. Several steps that occur over time are:

1- Each router knows only its directly connected routes.

2- A router generates a routing protocol message (routing update) that contains
information about IP networks and subnets and send it to another router.

3- The receiving router: a) puts that interface into the route in which it received
the routing update. b) Also puts the IP address of the router that sent the
routing update as the next-hop router.

<) )

R1 Routing Table - Before Routing Update R2 Routing Table - Before Routing Update
Destination  Interface Next-Hop Destination  Interface Next-Hop
Subnets Router Subnets Router
150.1.1.0 E1 N/A 150.1.2.0 E1 N/A
150.1.2.0 E2 N/A 150.1.3.0 E2 N/A
150.1.1.0 E1 150.1.2.1

Example.com

Hannah Ll
150.1.1.1.- - 15“0\33
150.1.1.250 =i
m = ﬁumu 150121 150131 /,.7_ :
Suhne7t7175t7lr1 0 Sut;.;eﬁicﬁzo ) Su;biniet’ 150130
. 150120 | pouting
150.1.3.0 | Update

.\;,

3
R1’s Routing Table - After Routing Update R2 Routing Table - After Routing Update

Destination  Interface Next-Hop Destination  Interface Next-Hop
Subnets Router Subnets Router
150.1.1.0 E1 N/A 150.1.2.0 E1 N/A
150.1.2.0 E2 N/A 150.1.3.0 E2 N/A
150.1.3.0 E2 150.1.2.2 150.1.1.0 E1 150.1.2.1

Figure 55.1: Dynamically Learning Routing Tables

Next, we show R2 advertising its routes, with R1 learning a route to subnet
150.1.3.0.

) n
R1 Routing Table - Before Routing Update  R2 Routing Table - Before Routing Update

Destination  Interface Next-Hop Destination  Interface Next-Hop
Subnets Router Submets ~ Router
150110 B NA 150.12.0  E1 N/A
150.1.2.0 E2 N/A 150.1.3.0 E2 N/A
Example com
Hannah 150.1.3.3
150.1.1.1 150.1.1.250
| F— "' 150.1.2.1 SR 150..22 150.1.3.1 =
| o - |
1
Subnet 150.1. 1 0 Subnet 150.1.2.0 Subnet 150.1.3.0
i 150.1.1.0
Update 150.1.2.0

Interface

Destination Interface Destination Next-Hop

Subnets Subnets Router
150.1.1.0 E1 150.1.2.0 E1 N/A
150.1.2.0 E2 150.1.3.0 E2 N/A

150.1.1.0 E1 150.1.2.1

Figure 55.2: Dynamically Learning Routing Tables
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Topic 56: How to Pick the Best Route

In this topic, we describe how the best route gets selected.

Routing protocols not only help routers learn routes, but they also help routers learn
the best routes to a destination when there is more than one way to get there. Let’s

assume an internetwork consisting of three routers. R1 can send packets to subnet
150.1.3.0 through R2 or through R3.

Example.com
150.1.3.3

Figure 56.1: How the best route gets selected

Routing protocols define a number called a metric that's associated with each route
in a routing update. That number represents how good or how bad that route is.
When a router receives multiple routing updates, it might learn of multiple ways to
reach a subnet. By looking at the metrics, the router can pick the best route.

| can reach subnet
150.1.3.0 through R2 and
R3, but R2s route hasa
lower metric!

Hannah
150.1.1.1

150.1.2.0 1

150.1.3.0 4
E2

Subnet 150.1.1.0 Subnet 150.1.3.0

[mize ]
[svran | 1)

R1’s Routing Table - After Routing Update
‘4) | Destination Interface Next-Hop

Subnets Router
150.1.1.0 E1 N/A
150.1.2.0 E2 N/A
150.1.3.0 E2 150.1.2.2

Figure 56.2: The router can pick the best route

Imagine that someone turns off the power on the Ethernet switch between R1 and
R2. That route would then fail and be unavailable. The routing protocol on R1 would
remove the route from the routing table. At the same time, R1's routing protocol
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would notice that another route exists the one through R3 and add that route to the
routing table.

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6 Edition, 2013.

Topic 57: Interior & Exterior Routing Protocols
In this topic, we explain the need for interior and exterior routing protocols.

Hierarchical Routing

Considering network to be flat, taking all routers to be identical and running one
single routing protocol is not realistic. At least two reasons:

1-Scale: with hundreds of millions destinations can’t store all destinations in routing
tables. Similarly, routing table exchange would swamp links.

2-Administritative Autonomy: internet is a network of networks. Each network
admin may want to control routing in its own network

Autonomous System (AS): Organize routers into regions. An AS is under the same
administrative control. For example, operated by the same ISP or belonging to same
company network. All routers within the same AS run the same routing protocol
(intra-AS or interior routing protocol) and have information about each other.
Routers in different AS can run different intra-AS routing protocols. To connect ASes
to each other, one or more of the routers in an AS will have to be responsible for
forwarding packets to destinations outside the AS — Gateway routers.

AS3
AS2

AS1

routers 1b, 1c, 2a, and 3a
are gateway routers

If a router in AS1 receives an IP packet destined outside of AS1, then it uses an inter-
AS (exterior) routing algorithm 1- to learn which destinations are reachable through
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AS2, which through AS3, and 2- propagate this information to all routers in AS1. This
is shown next.

Forwarding table configured by both
intra- and inter-AS routing algorithm

A hN
AS3
AS2

AS1

Inlra AS Inter-AS
Routmg Routing
algcnth a\gomh

intra-AS sets entries
for internal dests

inter-AS & intra-AS sets
entries for external dests

Well-known IP routing protocols are listed next.

IP Routing Protocols

Routing Public or Interior or
Protocol Proprietary? Exterior?
Routing Information  Public Interior
Protocol (RIP)

Interior Gateway Proprietary Interior
Routing Protocol

(IGRP)

Open Shortest Path ~ Public Interior
First (OSPF)

Enhanced IGRP Proprietary Interior
(EIGRP)

Border Gateway Public Exterior

Protocol (BGP)

Topic 58: Introduction to Domain Name System
In this topic, we explain why a domain name system (DNS) is required.

People have many identifiers. For example, name, passport#, NTN#, NIC#. One
identifier cannot be used everywhere. Can Hassan Hamid be used to recognize a tax
payer? Similarly, Internet hosts have many identifiers. A “hostname”, e.g.,
www.yahoo.com is human friendly but difficult for routers to process variable length
alphanumeric characters. IP address (32 bit) is router friendly. If you need to call
someone and you know the person's name but not the phone number, you can just
look up the information in the phone book. It's simple and easy provided the info is
present in the book. TCP/IP hosts can have the equivalent of a phone book in a file.
The local host file contains a list of TCP/IP host computer names and their
corresponding IP addresses. Assume Hannah types http://www.example.com in a
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browser. Hannah's PC can send an IP packet to the web server, if its IP address is
known. Look local host file (www.example.com, 150.1.3.3).

Hannah
150.1.1.1
RO, ﬁ Example.com
| I 1 50.1 1303
http://www.example.com
;Destinatiun IP Address: 150.1.3.3
L Source IP Address: 150.1.1.1 —1

Lottt ie] >

www.example.com 150.1.3.3

Figure 58.1: Domain name system (DNS)

©

A local host file cannot list the names and IP addresses of every server on the planet.
If the pair changes, conveying this updated info to everyone is cumbersome. TCP/IP
uses a domain name system (DNS) instead of local host file. DNS defines how to
discover which names correspond to which IP address. DNS also defines the
structure and format of TCP/IP host and names.

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6" Edition, 2013.

Topic 59: Domain Name System (DNS) Servers
In this topic, we explain the need for different domain name system (DNS) servers.

DNS is an application-layer protocol that allows hosts to query the database and to
resolve names (name, address). It is employed by other application-layer protocols
such as HTTP, SMTP, and FTP.

Problems with centralized DNS

Single point of failure: If the DNS server crashes, so does the entire Internet. Traffic
volume: a single server would have to handle all DNS queries. Distant centralized
database: a single server cannot be “close to” all the querying clients —significant
delays. Maintenance: a centralized database would have to be updated frequently
for every new host. In order to deal with the issue of scale, the DNS uses a large
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number of servers, organized in a hierarchical fashion and distributed around the
world.

Distributed, Hierarchical Database

Root DNS Servers

T

com DNS servers org DNS servers edu DNS servers
yahoo 5 m ahzon com pbs.org polyedu  umass.edu
) ’ DNS servers DNS DNS servers
DNS servers DNS servers Servers
| Level 2: Top Level Domain (TLD) ‘ ‘ Level 3: Authoritative DNS servers

Interaction of Servers: an approximation

Let’s assume a client wants IP address for www.amazon.com. 1- The client queries a
root server to find com DNS server. 2- The client queries com DNS server (TLD) to get
amazon.com DNS server. 3-client queries amazon.com DNS server (Authoritative) to
get IP address for www.amazon.com.

Root Name Servers: in the Internet there are 13 root servers. Top-level Domain
(TLD) Servers are responsible for com, org, net, edu, gov, and all top-level country
domains, e.g.: uk, fr, ca, jp. Authoritative Servers: organizations with publicly
accessible hosts (e.g. web servers) must provide publicly accessible DNS records that
map the names of those hosts to IP addresses. Local DNS Servers do not strictly
belong to hierarchy. Each ISP has one server which is also called “default name
server”. When host makes DNS query, query is sent to its local DNS server.

DNS name root DNS server

resolution example E
2
3 TLD DNS server

<+ host at cis.poly.edu
wants IP address for
gaia.cs.umass.edu -4

t1
local DNS serve
dns.pol)l.edu

6
1 E
./
4 authoritative DNS server
B dns.cs.umass.edu
requesting ﬁost

cis.poly.edu EV

gaia.cs.umass.edu
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DNS Caching: once (any) name server learns mapping, it caches mapping.

Topic 60: Working of Domain Name System
In this topic, we explain working of domain name system (DNS) inside and outside
company.

DNS defines how to figure out names and IP addresses for the entire Internet, as well
as inside a single site at a single company.

Inside the Company: Let’s assume that Hannah’s PC is inside the example.com
corporation's enterprise network. She wants to view http://www.example.com.

Hannah Exmple.com Enterprise Network

O] www.example.com
150.1.3.3

IP_| Data

Destination IP Address: 150.1.3.3
Source IP Address: 150.1.1.1

DNS Server
150.1.3.4

DNS Server Configration

‘www.example.com 150.1.3.3

@

Figure 60.1: Working of Domain Name System

For DNS to work well inside a company, someone must be responsible for supporting
it. That work includes updating and changing the list of names and IP addresses.

Outside the Company: Let's assume that Hannah wants to access the
http://www.fredsco.com website, which is located in Fredsco enterprise network.

H. WWW. com
150.1.1.1 150.1.3.3 www.fredsco.com
s 199.1.1.2

Fredsco

Example Corp.

|E 1 only know names that end in E
ks “example.com” - Sorry! | | —
Example.com
DNS Server f)ﬁg ;‘enrver
150.1.3.4 199.1.1.3
DNS Server Configration DNS Server Configration

www.example.com 150.1.3.3 www.fredsco.com 199.1.1.2

Figure 60.2: Fredsco enterprise network
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The DNS servers must work together as shown next.

Hannah www.fredsco.com

150.1.1.1 199.1.1.2
@ D Name Refer To:

_1; *.example.com 150.1.3.4

: *fredsco.com 188.1.1.3
TR TN
.. — N, = — s,
- g R
( ™ | 1
/ i L o =

Example COFD Internat " [ Fredsco l
g % /
\ ’!:’5 S 1 oA
’_/'@/ Gt DNS Server “~_— N 4
. il B A e

Example.com = “Fredsco.com
ONS Server ® DNS Server
150.1.3.4 199.1.1.3
NS Server Configuration_ DNS Server Configuration
WWW.Bxample.com 1 50 1.3.3 www.lredsco.com 199.1.1.2
All Else .1 All Else 1111

Figure 60.3: The DNS servers

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6 Edition, 2013.

Topic 61: DNS Resource Records
This topic describes the use of domain name system (DNS) Resource Records.

The domain name service (DNS) is a directory service, which translates hostnames
into IP addresses. It is a distributed database implemented in a hierarchy of many
DNS servers. The DNS distributed database is stored on servers in the form of
resource records (RRs):

DINS Resource Record Format:

RR format: (name, value, type, TTL)‘

Time to live (TTL) — after this time a resource
record becomes invalid

The meaning of name and value depend on
type
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The type field is defined as:

Type=A Type=CNAME
®* name is hostname = wvalue is canonical name for the alias

* value is IP address hostname Nams.

= querying hosts learn the canonical

= (relayl.bar.foo.com,
name

145.37.93.126, A)
= (foo.com, relayl.bar.foo.com, CNAME)

Type=NS
= name is domain Type=MX
= wvalue is hostname of = value is the canonical name of
authoritative name server a mail server associated with an
that knows how to obtain alias name
IP addresses for hosts in = (foo.com, mail.bar.foo.com, MX)
this domain

= (foo.com, dns.foo.com, NS)

Inserting resource records into DNS

Let’s assume that Alice just created a new startup company “Network Utopia”. She
wants to register domain name networkuptopia.com.

1- She needs to contact a registrar (A registrar accredited by Internet Corporation for
Assigned Names and Numbers (ICANN) verifies the uniqueness of the domain name,
enters it into the database and collects a small fee for its services.)

2- She needs to provide registrar with names and IP addresses of her primary and
secondary authoritative name servers.

3-Registrar inserts two RRs (NS and A) into the TLD com server:
* (networkutopia.com, dnsl.networkutopia.com, NS)
* (dnsl.networkutopia.com, 212.212.212.1, A)

4 -She also has to make sure that Type A record for web server
www.networkuptopia.com and Type MX record for her mail server
mail.networkutopia.com are entered into her authoritative DNS servers.

Now suppose Bob views www.networkutopia.com. His host will first send a DNS
query to his local DNS server, which will then contact a TLD com server. This TLD com
server contains the NS and A RRs listed above and sends a reply back to Bob’s local
DNS server. This local DNS server then sends a query to 212.212.212.1, asking the
type A record. This record provides the IP address, say 212.212.71.4, to Bob’s host
and now browser can initiate a TCP connection.
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Topic 62: Introduction to Wide Area Network
In this topic, we describe what a wide area network (WAN) is.

A wide-area network (WAN) defines a type of a network, or part of a network, in
which the devices are relatively far apart. A WAN is a network, or part of a network,
for which the cabling must pass outside the property of one company. The distance
might only be a few miles, or it might be thousands of miles! We next show a WAN.

o~ Y \/\\\ s’/ P ) gkl Y \“\\
5 ' \ /J | Headquarters
/ Fred's A ‘f ( Office LAN-
( LAN- — OHIO

W - N
( Georgia v (
\wJ .

Approximately 500 Miles

Figure 62.1: Wide Area Network

You can run an Ethernet cross-over cable between two devices and the two devices
can communicate with Ethernet. That works well, but can we use it for longer
distances? If two routers in two cities need to forward packets to each other, they
need some sort of physical medium over which to send the packets.

R1 Serial Interface R2 Serial Interface
Transmit N . Transmit

4 »

<
Receive Receive
Atlanta 450 Miles

(incinnati

v

<

When R1 sends out an electrical signal over the cable, R2 needs to receive that same
signal on the wires that it expects to receive data. Likewise, R1 needs to receive what
R2 transmits. Because the physical interfaces on the routers use the same pins to
transmit, the cable connects the twisted pair used for transmitting by R1 over to R2's
receive pins, and vice versa. In short, all that the two routers need is a cable between
them, with transmit and receive pairs of wires, so that they can send and receive
anytime they want.

In the previous example, there are two problems stop you from using Ethernet:

e 1-You are not legally allowed to run a cable between Atlanta and Cincinnati.
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e 2-Those who can run the cable namely, the telephone companies (telcos) do
not lease or sell 450-mile Ethernet cross-over cables.

Topic 63: Different Aspects of WAN Link
In this topic, we describe different aspects of a WAN Link.

To connect two routers located let’s say at Atlanta and Cincinnati (450 miles), a
telephone company (telco) should offer:

1- A service between two routers that acts like a cable with four wires (two pairs) in
it.

2- When a router sends on one pair, that pair is crossed to the other pair before it
gets to the other end cable. That way, when one router sends on one pair, the other
router receives on the other pair.

3- Your routers use a serial interface because the service requires to physically
encode data a little differently than on an Ethernet.

Result is that two routers can send and receive data to and from each other.
Essentially, a telco can lease you a 4-wire cable, or 4-wire circuit, between two
points. Telcos have already run cables between almost every town and city. Telcos
have offices, called central offices (COs), almost everywhere. In addition, telcos have
the right-of-way, which is the legal right to dig up roads and put cabling in the
ground.

Phone Company
Customer Office Central Office in
Building: Atlanta Atlanta
Telco Switch
Ground Level
4-Wire Cable
(Underground)

Figure 63.1: Aspects of WAN Link

Switches in the CO are called telco switches, phone switches, or WAN switches. Telco
needs to ensure path between Atlanta and Cincinnati:

1- A cable from office building in Cincinnati where other router sits and telco CO in
Cincinnati.
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2- Electrical signals between Atlanta CO and Cincinnati CO.

Customer Office
Building: Atlanta

Customer Office
Building: Cincinnati

3

T Atlanta (0 Cinncinati (0

4-Wire Cable 4 ere Cable
from C0 to Advanced Technology from C0to
Route That Passes Bits Back in Route

Each Direction

Topic 64: A Cross-over Cable versus Leased Circuit
In this topic, we describe differences between a cross-over cable and a leased circuit.

If you install an Ethernet cross-over cable between two routers by plugging the cable
into Ethernet interface on the routers, the two routers can forward Ethernet frames
to each other. Ethernet can support transmission speeds of 10 Mbps, 100 Mbps,
1000 Mbps (1 gigabit/second), and even 10 Gbps. If you install a WAN link between
two routers, a telco creates something similar to a cross-over cable with some
differences. With WAN links, many different transmission speeds are supported.
Typically, WAN links use speeds that are multiples of 64 Kbps. For example, a telco
offers a service called T1 line or T1 circuit whose speed is 1.5 Mbps, which is 24 times
64 Kbps. A telco can also offer links in multiples of 1.544 Mbps. You can also order
even higher speeds that generally come in multiples of 51.84 Mbps.

Key points about speed of WAN links

Many different speeds are possible. You specify the speed when you order the
leased line. You need to configure the routers to use the right speed.

How to control the WAN link speed

Serial links run at different speeds, and must be preconfigured. The channel service
unit/data service unit (CSU/DSU) of a serial interface controls the speed. The
CSU/DSU functions can be done with an external device or as a function of the serial
interface card on the router. If you use a CSU/DSU that sits outside the router, you
must configure the speed on that external device. If CSU/DSU is built into the router,
you must configure the speed of the WAN link on the router.
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Serial ‘with Internal CSU/DSU
Cables from Telco CO; RJ-45 Connectors J
[ Te Ico 1

Customer Office Customer Office
Building: Atlanta Building: Cincinnati

Serial ‘with Internal CSU/DSU
Cables from Telco CO; RJ-45 Connectors

l

Customerﬂfﬁce Customer Office
Building: Atlanta Building: Cincinnati

A WAN Link Installation Plan
1. Contract with the phone company to provide a leased line at a certain speed.

2. Install a router at each site, near where the telco will run its cable.

3. Install an external CSU/DSU near the routers at each site, if you didn't buy routers
with internal CSU/DSUs.

4. Configure the CSU/DSUs with the correct speed.

5. After the phone company runs the cables, install the cables into the CSU/DSU
(external) or serial interface of the router (internal CSU/DSU) at each site.

Topic 65: Routers and WANS
This topic describes how WANs and Routers work together.

Routers use WAN links when they need to forward IP packets to a subnet at a
remote site. End user devices at a company's office site use an Ethernet NIC and
never directly connect to a WAN link. To send traffic to an IP host at another site,
end user devices send the data to router. The router forwards the IP packet to
another router at the other site, which then forwards the packet to the other IP host.
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R1 Routing Table R Routing Table

Destination Interface Next-Hop Destination  Interface Next-Hop
Subnets Router Subnets Router
150.1.1.0 B NA 150.1.1.0 ST 150.1.0.1
150.1.2.0 0 NA 150.1.2.0 51 NA
150.1.3.0 S0 1501.22 150.1.3.0 B2 NA
Example.com
Hannah .- P P 150”3
Im 0.1.1.250 B g i1
Default R e .-
Gateway ubnet 150,1.1.0 Subnet 150.1.3.0
15011250 Atlanta (incinnati

Figure 65.1: WANs and Routers work together
WAN data link framing

Let’s assume that Hannah sends a packet to the www.example.com web server at IP
address 150.1.3.3. The IP packet arrives to her default gateway namely R1. As R1
receives the Ethernet frame, it checks to see whether errors occurred. If no errors
occurred, R1 extracts the IP destination address 150.1.3.3 and find a match in his
routing table.

R1 Routing Table

Destination Interface Next-Hop

Subnets Router

150.1.1.0 ] N/A

150.1.2.0 S0 N/A

150.1.3.0 S0 150.1.2.2

Example.com
Hannah .- LT e ""~-1.5.0‘1‘3'3
15011250, 1501 p ‘ F

=8
W= - - .
Default e s
Gateway Subnet 150.1.1.0 Subnet 150.1.2.0 Subnet 150.1.3.0
150.1.1.250 Atlanta Cincinnati

T—I)estination IP Address: 150.13.3
Source [P Address: 150.1.1.1

Figure 65.2: WAN data link framing

R1 needs to encapsulate the IP packet inside a data link layer frame. Two popular
data link layer protocols for point-to-point WAN links are high-level data link control
(HDLC) and Point-to-Point Protocol (PPP).
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Example.com
150.13.3

| HOLC | IPPadet |HOLC [—
Source and Destination IP Addresses Unchanged!
1- Byte Address Field - Doesn't Matter!

Figure 65.3: High-level data link control (HDLC) and Point-to-Point Protocol (PPP)

R1 needs to encapsulate the IP packet inside a data link layer frame. Two popular
data link layer protocols for point-to-point WAN links are high-level data link control
(HDLC) and Point-to-Point Protocol (PPP).

WAN data link addressing

Inside the HDLC and PPP header, there's only one address field, and it is 1 byte long.
When R1 sends anything on this point-to-point WAN link, the only device that could
possibly get the data is R2. So, although the address field exists, it doesn't really
matter.

Differences bet. HDLC and PPP: HDLC was defined by the ITU in the 1970s. PPP was
defined in RFC 1661 during the 1990s. PPP has more advanced features. Cisco uses a
nonstandard version of HDLC. Cisco also conforms to the standard for PPP.

Topic 66: Frame Relay
In this topic, we explain the basics of Frame Relay.

Frame Relay is a wide area network (WAN) technology that uses one physical WAN
link connected to each site, while allowing each site to send data to each other site.
When you want to build a network to connect multiple remote sites, you can use a
lot of serial links. Frame Relay requires less work, less new hardware and is more
cost-effective solution compared to leased lines. A Frame Relay network acts like a
big WAN switch, with routers connecting to it. To send data to another router, the
sending router just needs to send a frame with the right address in it.

To make Frame Relay work, each router needs a physical cable between itself and a
device called a Frame Relay switch. A Frame Relay switch is the equipment that
understands Frame Relay and can forward traffic based on Frame Relay protocols.
The telco uses Frame Relay switches in its local central offices (COs) that together
switches the data to the correct sites. When a router physically connects to a Frame
Relay switch, it is connecting to a Frame Relay service. The company that sells Frame
Relay services is called a Frame Relay service provider. Often, a Frame Relay service
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provider is also a telco. In most cases, that company works with other telcos to
create the Frame Relay network.

Serial Interfaces on Routers

Cables from Telco (0

Relay
Network

(Su/su (SU/su

Atlanta Office Alanta (0 (incinnati (0 (incinnati Office
Frame Relay Switches

Figure 66.1: Physical Parts of Frame Relay

Although the cabling and channel service unit/data service units (CSU/DSU) are the
same as with a leased line, the telco does something different in the CO: It connects
the cable to a Frame Relay switch. The provider's collective set of Frame Relay
switches, along with the other equipment between them, form that provider's
Frame Relay network. Frame Relay is a set of protocol specifications, all matching the
functions of OSI Layer 2; data-link layer.

Topic 67: Frame Relay Switching
This topic explains the working of Frame Relay switching to multiple remote sites.

When a telco sells you a Frame Relay service, it forwards Frame Relay frames sent by
one router to another router. Before a router can send a packet, it must add the
correct data link header and trailer to the packet. Each Frame Relay header contains
a single address field called a data-link connection identifier (DLCI). It is a 10-bit
number, usually written as a decimal number between 0 and 1023. Each Frame Relay
switch forwards the frame, based on the DLCI, through the network, until it gets to
the router on the other side. Frame Relay switches must be configured to know
where to forward frames with particular DLCIs in their headers. They cannot learn
addresses automatically.
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Figure 67.1: Cabling with Internal and External CSU/DSUs
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To see the real advantage of Frame Relay over leased lines, let’s look at an example
with three Frame Relay sites. We further assume router R1 (Atlanta) wants to send
data to both R2 (Cincinnati) and R3 (Boston). With Frame Relay, a router can use its
single physical access link to forward traffic to multiple remote routers. This is shown

next.

Atlanta

Site

Atlanta
Atlanta

For frames entering this one physical
interface, send DLCI 102 frames to
Cincinnati, and DLCI 103 to Boston.

Documentaion from the Telco

Frame Relay
Network

DLCI103

Use ToReach
o This Site
102 (incinnati
103 Boston

Cincinnati

Boston

Figure 67.2: Three Leased Lines to Connect Three Routers

Topic 68: Virtual Circuits

In this topic, we explain the concept of virtual circuits.

Let’s assume that there are three sites using Frame Relay network and frames are
going from one site (R1) to the other two sites (R2 and R3).
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Atlanta 102 Cincinnati
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Figure 68.1: Frame Relay Switching to Multiple Remote Sites

In Frame Relay lingo, the ability for R1 to send data to R2 over the Frame Relay
network is called a virtual circuit (VC). A VCis like a leased circuit, in that exactly two
devices can send and receive data using it. It is called virtual to contrast it with a
physical leased circuit. As a VC is typically predefined to always be there, VCs are
often called permanent virtual circuits (PVCs). It is shown next.

Virtual Circuit

Figure 68.2: Frame Relay PVC Concepts

The service provider preconfigures all the required details of a PVC. Configuring the
switches to forward frames with DLCI 102 to Cincinnati and frames with DLCI 103 to
Boston. In the previous network, there is no PVC between R2 and R3. The choice of
which sites need to have a PVC depends on where the network engineers think that
traffic needs to flow in the network. When routers use Frame Relay, and there is a
PVC between each pair of routers, the PVCs are in a full mesh. When not all routers
have a PVC, it's called a partial mesh. A full mesh is shown next.
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Figure 68.3: Frame Relay Full Mesh

Topic 69: Point-to-Point WANs & Frame Relay

In this topic, we compare point-to-point WANs and Frame Relay.

Frame Relay is considered to be faster, cheaper, and better than using leased lines
for a WAN. Point-to-point WANs tend to require more hardware than does the
equivalent network built with Frame Relay. Let’s consider what the telco does to

create three leased circuits. A router requires two serial interfaces and two separate
channel service/data service units (CSU/DSU). The telco has to install two cables
between the local CO and the office building in Atlanta where R1 resides.

(incinnati C0

Atlanta Office Mianta(0 ./

Boston (0

(incinnati Office

Boston Office

Figure 69.1: Three Leased Lines to Connect Three Routers

Next, we show the equivalent Frame Relay network for the three sites. One cable
from each router is needed to the telco, one serial interface, and one CSU/DSU at

each router.
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Figure 69.2: Typical Frame Relay Network with Three Sites

What happens when the company grows to 10 sites or 100 sites and employs point-
to-point WANS? For each point-to-point line, R1 will need a separate physical serial
interface and a separate CSU/DSU. This requires a lot of extra money for router and
CSU/DSU hardware. The telco has to run many more cables and more cost.

Topic 70: Routing over PVCs
This topic explains routing over permanent virtual circuits (PVCs).

Assume an internetwork that uses three routers at three sites. Each has an access
link to a local CO, and there is no PVC between R2 and R3, making the network a
partial mesh of PVCs. The Frame Relay provider (the telco) tells the customer to
configure R1 so that it uses data-link connection identifier (DLCI) 102 to send frames
to R2, and DLCI 103 to send frames to R3.

Atlanta Serialo, Cincinnati

Subnet 150.1.2.0 Example.com

150.1.3.3

50122 SR E =
@9 = |

Subnet 150.1.3.0

Hannah

e

Default
Gateway
150.1.1.250

Subnet 150.1.1.0

Subnet 150.1.4.0
Boston 150.1.4.1

Documentation from the Telco

Destination Interface  Next-Hop Site Use To Reach
Subnets Router DLCI This Site
150.1.1.0 FE1 N/A Atlanta 102 Cincinnati
150.1.2.0 SO N/A Atlanta 103 Boston
150.1.3.0 SO 150.1.2.2

150.1.40 SO 150.1.2.3

Figure 70.1: Routing over PVCs
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Now assume Hannah opens a browser to connect to the www.example.com. After
using DNS to discover that www.example.com's IP address is 150.1.3.3, Hannah
sends a packet to 150.1.3.3. Because 150.1.3.3 is in a different subnet, Hannah's PC
sends the packet to her default gateway namely, R1. When R1 receives the Ethernet
frame, it checks to see if errors occurred. If no error, then R1 performs Frame Relay
encapsulation. Frame Relay header holds the 10-bit-long DLCI field that identifies the
PVC. The trailer has a frame check sequence (FCS).

Atlanta Serialo, Subnot 150.1.2.0 Cincinnati Examplecom
150.1.2.1 ens3
Hannah 6 M
Subnet 150.1.3.0 L” =

Lﬂ " Subnet150.1.1.0
Default

Gatewa
150.1.1.y250 [ FR_[IPPacket| FR |~

% Source and Destination IP Addresses Unchanged!! 150.23 Subnet 150.1.4.0 - Brlan
10-Bits DLCI - Value 102 Boston 150.1.4.1
R1 Routing Table Documentation from the Telco
Destination Interface  Next-Hop Site Use To Reach
Subnets Router DLCI This Site
150.1.1.0 E1 N/A Atlanta 102 Cincinnati
150.1.20 SO N/A Atlanta 103 Boston
150.1.3.0 SO 150.1.2.2
150.1.4.0 SO 150.1.2.3

Figure 70.2: Forwarding an IP Packet over a Frame Relay PVC

When R1 looks at his routing table for subnet 150.1.3.0, it lists next-hop router of
150.1.2.2, which is R2's IP address, and outgoing interface SO. It does not list which
DLCI to use to get to 150.1.2.2. As soon as the PVC starts working, R2 announces its
IP address to R1, using the VC between the two routers. R1 also announces its IP
address to R2, using that same VC. In this way, both routers learn the other router's
IP address that is used on that VC. The message used to announce the IP address and
DLCl is called an Inverse ARP message.

Topic 71: The Internet: A Large IP Network
This topic explains why connecting to the Internet provides a path for IP packets to
be sent almost anywhere.

A company cannot run a cable between two far-away buildings for legal and practical
reasons. A telco already has the ability to let you connect to its network physically,
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and then deliver the data over its network. With WAN links, the telco allows two
sites to communicate. With Frame Relay, many sites can communicate, but they all
must use the same Frame Relay service from the same telco. The company can
connect to the Internet with a WAN link or Frame Relay. With that one physical
connection, that company gains access to a huge number of people who also have
access to the Internet. Next, we show an example depicting reaching the world
through one connection to the Internet.

Fredsco
Cutomer

Modern
DSL, Cable

Figure 71.1: Reaching the World through One Connection to the Internet

An Internet service provider (ISP) creates an IP network over which IP packets can be
forwarded, similar to the way a telco creates a network over which bits (for WAN
links) and Frame Relay frames (for Frame Relay) can be forwarded. Some ISPs are
also telcos. The Internet consists of three major components:

* The IP networks that ISPs create.
* The enterprise IP networks that attach to one or more ISPs.

* The individuals who connect their computers to ISPs.

Generic Name  Physical Description of
WAN Type of Provider Connectivity Service
WAN link Telco 4-wire cable Telco forwards
(leased line) from customer bits between
to telco CO at two sites
each site
Frame Relay Frame Relay 4-wire cable Provider
service from customer forwards
provider to telco CO at frames, based
each site on DLCI
Internet Internet service Either WAN link ISP routes IP
provider or Frame Relay packetsto any
bet.customer  IP hoston the
and ISP Internet

Table 71.1: Comparisons of WAN Links, Frame Relay and the Internet
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Topic 72: Using a Phone Line for Data

In this topic, we describe how a modem can be used to transmit data from home.

A telephone includes a microphone, which converts sound waves into an analog
electrical signal. It is carried by a local loop (phone line between a house and a telco
CO). The telco can send the electrical signal between one phone and another. On the
receiving side, the phone converts the electrical signal back to sound waves using a
speaker. The characteristics of the analog signal are:

* Frequency: the number of times a signal repeats itself, from peak to peak, in
one second.

* Amplitude: how strong the signal is.

Voltage

m
1 \-/Time

Wavelength “ 1 Second

3 Wavelengths in Second = 3 Hz Frequency

Figure 72.1: Analog Electrical Signal: Frequency and Amplitude

The sounds that your voice makes happen to be a continuously changing sound
wave, so analog electrical signals that continuously change work well for voice.
Modems allow two computers to send and receive a serial stream of bits over an
analog phone circuit, with no physical changes required on the local loop between a
residence and the telco CO. As the telephone switch in the CO expects to send and
receive analog voice signals over the local loop, modems simply send an analog
signal to the PSTN and expect to receive an analog signal from the PSTN. Instead of
voice, a modem converts a string of binary digits on a computer into a representative
analog electrical signal.
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Figure 72.2: Comparing a Phone to a Modem

Modems encode a binary 0 or 1 onto the analog signal by varying frequency or

amplitude.

Changing these characteristics of the analog signal is referred to

modulation. Basic Operation of Modems over PSTN are shown next.

as

To send 0101, I'll send
30 Hz, then 10 Hz, then
30 Hz, and then 10 Hz
ISP1 again! PC2
e Telephone |
Circuit .
PC with
— Modem
o R e
Jds .1s .1s .1s
0 1 0 1

Figure 72.3: Basic Operation of Modems over PSTN

In previous example, frequency changes every .1 seconds, PC can send 10 bits/sec. If
a modems sends at 9600 bps, the receiving modem needs to sample the incoming
analog signal every 1/9600 of a second. The details of modem relate to OSI Layer 1,

the physical layer.

Topic 73: Digital Subscriber Line (DSL)

In this topic, we describe the usage of DSL for Internet.

Modems use the phone line to make what the telco thinks is a voice call, so you
cannot make another call while you are surfing the Internet. Another big negative is
the speed. Digital subscriber line (DSL) is an alternative technology for sending and
receiving data to and from an ISP, using the same old phone line, but running at
much faster speeds. Also, you can make phones calls and surf (send IP packets) at
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the same time. But it is a little more expensive. DSL allows the same old analog voice
signal to be sent over the line by a phone. At the same time, DSL allows a separate
digital signal to go over the same phone line. The telephone generates analog signals
ranging from 0 to 4000 Hz. Most speech ranges from 300 to 3300 Hz. The digital DSL
signal uses frequencies higher than 4000 Hz — do not interfere with speech/hearing.
DSL uses the same local loop wiring that is already installed between the CO and
your house, but now the CO connects the local loop wiring to a device called a DSL
access multiplexer (DSLAM). The DSLAM splits out the digital signal and analog signal
from the local loop. The DSLAM gives the analog voice signal to a telephone switch
while forwards the data traffic to a router.

IP Networks
Owned by ISP

Ethernet ISJjgilal
ignals>

4000 H Local Loop DSLAM
DSL

Router/ i
Analog Voice|

Modem Split to Voic:
Switch

e Jﬂm T
Analog Voice, w\

Andy's 0 - 4000 Hz PSTN

Analog S/

phone Voice Switch w/PCM e

Andy's House Mayberry CO

Figure 73.1: DSL Connection from the Home

Some DSL variants allow the local loop to be much longer than some other DSL
variants, whereas others only allow for a shorter local loop. For a shorter local loop,
transmission rates are much higher — design tradeoff. The speed at which data goes
from the Internet to the home is faster than the other direction a feature called
asymmetric transmission rates. More bandwidth is needed for downloading.

Figures and Material used for this topic have been adapted from
Kurose and Ross’s book with the title “Computer Networking: A Top-
down Approach”, 6" Edition, 2013.

Topic 74: Sending Data without a Phone Line
In this topic, we describe how TV cable networks can be used for the Internet.

Cable Internet access makes use of the cable television company’s existing cable
television infrastructure. A residence obtains cable Internet access from the same
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company that provides its cable television. A cable head end broad casts television
channels.

Cable Network Architecture: Overview

data, TV transmitted at different TVpica"\/ 500 to 5,000 homes

frequencies over shared cable
distribution network

=]
cable headend
cable distribution

network (simplified)

Figure 74.1: A hybrid fiber-coaxial access network

Fiber optics connects the cable head end to neighborhood-level junctions, from
which traditional coaxial cable is then used to reach individual houses. This is called
Hybrid fiber coax (HFC) and is shown next in detail.

/—_—__—_\
Set-Top Box Home Environment

v
Cable PC
Modem wisatTE
Coax Coax | D ||
L " 10 Mbps Ethemet  Eis
Splitter y g =

e N
corirs /| e Lijm

home

cable distribution
network (simplified)

Figure 74.2: A hybrid fiber-coaxial access network

Frequency division multiplexing: different channels transmitted in different
frequency bands.
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Figure 74.3: A typical home network

Topic 75: Introduction to AAA Security Model
In this topic, we list and describe the three components of the AAA security model.

AAA stands for authentication, authorization, and accounting. The AAA model refers
to three areas of security. All three relate to issues regarding an individual device or
user. Before you can use most servers, you need to have the right to use that server.
A username and a password are required. Authentication is a five-step process.

e 1. Fred requests a web page.
e 2.The web server replies, asking for a username, password.
e 3. Fred types in and sends his username, password to server.

e 4. The web server checks its list of usernames and verifies that the password
is correct.

e 5. If the username and password are correct, the web page returns the
contents of the web page.
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The working of basic authentication process is shown next:

@ My list of users includes “Fred”,
with password “bOWIing". He's OK!

Fredsco
Enterprise
Network

Figure 75.1: Basic Authentication Using a Username and Password

Username, password can be listed on a server called authentication server.

Application servers query authentication server. Kerberos protocol runs between

application and authentication servers. This is shown next.

@ My list of users includes “Fred”,
with password “bOWIing". He's OK!

Authentication
Server =
Y- (Kerberos protocol flows)
FTP | E-Mail| O
= — Web

=]

Fredsco
Enterprise
Network

(Protocol flows
buit-in to
application
protocol)

i~

" Fred

Figure 75.2: Basic Authentication Using a Username and Password

The second "A" in AAA is for Authorization. It refers to the process of figuring out

what a particular user is allowed to do.
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Figure 75.3: Fred Can't See Others' Payroll Information

The last "A" in AAA is accounting. The same servers that perform authentication and
authorization services can keep a record of each request to authenticate or
authorize a user. Accounting allows to record and report when users type the wrong
password. Several consecutive attempts to connect to a server with an invalid
password each time signals someone is trying to guess Fred's password. Accounting
features can record individual attempts, generate reports, and notify personnel if
too many invalid attempts happen in a short timeframe.

Topic 76: Password Authentication Protocol
In this topic, we describe the working of password authentication protocol (PAP).

Unlike those people who are attached to a LAN in a physically secure office building,
people who use modems or DSL to connect to the Internet from home have to go
through an additional authentication step. ISPs authenticate users before they can
even use the network. This helps ISPs to determine whether a customer has paid his
bill or not. Password Authentication Protocol (PAP) and Challenge Handshake
Authentication Protocol (CHAP) are used by ISPs. Both are part of Point-to-Point
Protocol (PPP) — a data link protocol. Let’s assume that Fred dials an ISP with a
modem, PAP is used between himself and the ISP router. The following sequence is
used:

1-Fred uses PAP to send a username, password.

2-The router sends a request to an authentication server using RADIUS protocol
messages.

3-The authentication server checks the username, password.
4-The authentication server confirms that Fred is authentic using RADIUS.

5-The router uses PAP to confirm that Fred is allowed to use the Internet.
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@ My list of users includes “Fred”
with password “bOWIing”. He’'s OK!

AAA Server I

(RADIUS)

Isp
Network

(PAP)

“Fred

Figure 76.1: Basics of PAP

TACACS+ is a popular proprietary protocol that Cisco developed before RADIUS
existed and can be used in place of RADIUS. Also, CHAP can be used instead of PAP.
PAP sends the username and password in clear-text. Anyone with the right tools can
actually read your username and password. To protect against password theft, CHAP
does not send the password as clear-text. Process of CHAP starts as soon as a
modem calls a phone number at the ISP or DSL modem is powered on. CHAP uses six
steps to authenticate user.

1- Router generates a random number and sends it in a CHAP message to the PC.

2-PC runs a math function with the random number and the password typed by the
user as input.

3-The PC sends the results of the function called a message digest back to the router.

4-The router sends the username, the random number, and the message digest to
the AAA server.

5a-The AAA server uses the same math that the client used in Step 2, with the same
random number, plus the password associated with that username in the AAA user
database.

5b- The result is another message digest.

5c-If the message digest calculated by the AAA server matches the one calculated by
the PC, the password that the user typed must be the right one.

6. The AAA server tells the router that the user is authentic; the router tells the PC,
and life goes on.

The password was never passed through a network connection during this
procedure. This is shown next.
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Figure 76.2: Hashing Passwords to Create a Message Digest

Topic 77: Virtual Private Network (VPN)
This topic explains benefits of using a virtual private network (VPN).

Encryption allows a computer to apply a mathematical formula to data, sending the
results of the mathematical function over the network. The data just looks like a
bunch of random bits. The computer receiving the data can then re-create the
original data by decrypting the data. To decrypt the data, you need a secret
password called an encryption key. These days, it is common for users to encrypt
data before sending it over the Internet. Instead calling it encryption; it is called a
virtual private network (VPN). The packets go across the Internet, it is still a physical
public network. VPNs create a private network, but they do so logically, or virtually.

Let’s assume Barney works for a company. The enterprise network at Barney's
company is a private network, with all the components inside privately controlled
office space. The Internet is public. For Barney to use the VPN, he must encrypt the
packet as he creates it. To do this, Barney needs to have VPN software installed on
his computer. He also needs to know the encryption key to use. A VPN device inside
the corporate network is called a VPN concentrator, which decrypts packets received
from Barney and others. This is shown next.

Web Server

LOEY
P ® \

= ..
Concentrator e

New IP Header| Encrypted Original Packet \

Internet

(4) Decrypt [ New IP Header Encrypted Original Packet

G)‘ Encrypt
Destination IP Address: t

| IP Header Data

1 VPN C tor [/ Barney
Destination IP Address: IP Header | Data =
Web Server 1 Destination IP Add

Web Server

Figure 77.1: Encrypting IP Packets for a VPN
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Topic 78: Enterprise Network and the Internet

In this topic, we list the traffic that should and shouldn't be allowed between an
enterprise network and the Internet. When you connect an enterprise network to
the Internet, one of the first things you must decide about is what you want to allow
to pass to and from the Internet, and what you don't. Assume an enterprise network
‘Internal IP Network’. There is an internal web server that has stuff only appropriate
for employees who work for Fredsco. The external web server is meant for external
users, but internal clients will also want to browse that web server.

www.example.com

mail.fredsco.com

INT Mail EXT

£ = | www.fredsco.com —~/ -

| ISP
ﬁ/ gy ' \ 0
4 Internal IP Network ?ﬂ /;"-(': 3

|
— ”/

|

“CZ mail.isp1.net

int.fredsco.com I

Figure 78.1: An Enterprise Network Connecting to the Internet

To secure Fredsco's network, two things have to be kept in mind: Between which
two hosts do packets need to flow? Which host begins that communication? To
secure Fredsco's network, two things have to be kept in mind: Between which two

hosts do packets need to flow? Which host begins that communication? Typical types
of traffic allowed are shown next.

www.example.com

mail.fredsco.com : I
INT Mail EXT /_..
int.fredsco.com I ] I ' Iwww.fredsco.con}f_ -~
P
7 C3

mail.isp1.net

Figure 78.2: Typical Types of Traffic Between an Enterprise and the Internet
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The bad guys on the Internet who are trying to get into Fredsco’s network should be
prevented. Traffic that is typically not allowed is shown next.
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Figure 78.3: Traffic That's Typically Not Allowed

Topic 79: Firewalls, Demilitarized Zone, IDS
In this topic, we describe the use of firewalls, demilitarized zone (DMZ) and intrusion
detection systems (IDS).

A network engineer configures the firewall with a set of rules that tells it what's legal
and what isn't. Then the firewall allows some packets to pass through it and discards
others to enforce the rules. The firewall needs to be in the path that is used for
forwarding packets to and from the Internet. Cisco’s firewall product is called a PIX
firewall.

www.example.com
mail.fredsco.com -
INT M_all EXT ~
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Figure 79.1: Putting Up a Wall Between the Dangerous Folks and Your Network
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As a firewall watches the traffic entering the network, it knows the nature of the
traffic that is allowed to flow through it. Also, it recognizes when a host is initiating a
new flow. A host who is initiating a new flow can be recognized by looking at: The
first TCP segment used to create a TCP connection SYN flag bit =1, and source IP
address of the packet.

www.fredsco.com Internet Client
1.1.1.1 9.9.9.9

. SYN, DESTPORT = 80 ‘
i - ™

- SYN, ACK, SRCPORT=80
EXT > Q3

ACK, DESTPORT = 80

<
<

Figure 79.2: TCP Connections and Well-Known Ports

The scenario depicting the allowance of the TCP Connection is shown next.

mail.fredsco.com 1.1.1.1

Iﬂ' Mail EXT
.com| | ﬂ4|
__Firewall |

frad

int.fr

Internal IP Network)
— e D

New TCP Connection,
HTTP (80) to 1.1.1.1
hat's allowed!

Firewall Configuration
- Allow TCP to be INITIATED from INSIDE to OUTSIDE
- DISALLOW TCP from OUTSIDE to INSIDE, EXCEPT:

- To port 80, destination IP address

1.1.1.
- To port 25, destination IP address 1.1.1

Figure 79.3: Allowing the TCP Connection from Figure 79.2

The firewall uses a similar logic to stop packets that should not be allowed. This is
shown next.
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- To port 25, destination IP address 1

Figure 79.4: Disallowing a TCP Connection to an Inside Web Server

Firewalls are like routers. They forward packets based on destination IP address.
They have at least two physical interfaces. They can have more than two interfaces.
Outside interface connects to Internet. Inside interface connects to internal network.

A third interface connected to a LAN called a demilitarized zone (DMZ), somewhere
bet inside & outside interfaces. With a DMZ, Internet-accessible servers can be
placed on a different LAN. A stronger firewall rule: No TCP connections can be

initiated from outside to the inside. The only flows allowed are for servers in the
DMZ.

Inside

1.1.1.2
mail.fredsco.com 1.1.1.1

IN Mai

= Iwww.fredsco.com

| Internal -\
IP Network Flrewall
k_q_ﬂ____ T

Allow INSIDE host to INITIATE to OUTSIDE or DMZ
- Allow OUTSIDE to INITIATE to DMZ Servers, but ONL
to port 80, destination IP address 1.1.1.1
to port 25(SMTP), destination IP address 1.1.1.2
-NEVER allow OUTSIDE to INITIATE to INSIDE

Figure 79.5: A Safe but Potentially Risky Place: The DMZ
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Intrusion detection systems (IDSs): watch packets that a firewall allows through.
They look for things in the packets to determine if someone is cheating firewall and
do bad things to servers in network. Some IDS devices sit in the network, watching
packets that pass over a LAN and are called network-based IDSs. Those IDS softwares
that sit on the servers are called host-based IDSs. A network-based IDS is shown
next.

Firewall passed this traffic.
Look for trgnds that may be| mail fredsco.com  Www.fredsco.com
a systematic attack! Mail EXT www.example.com

g W

Ce—g

Firewall | c3

mail.isp1.net

Figure 79.6: Watching for Patterns with a Network-Based IDS
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Handouts for Part 2 (Topics 80 to 120) CS206:
Introduction to Network Design and Analysis

Figures and Material used for this topic have been adapted from
“Wireshark User’s Guide”, U. Lamping, R. Sharpe, and E. Warnicke,
2014, https://www.wireshark.org/docs/wsug_html/.

Topic 80: Introduction to Wireshark
This topic provides introduction to Wireshark.

Wireshark is a network packet analyzer which captures network packets and displays
that packet data as detailed as possible. Wireshark is a free open source software
program available at www.wireshark.org. G. Combs is the original creator of Ethereal

(Wireshark's development name prior to May 2006). As an open source project, it's
source code is open.

Intended Purposes: When run on a host connected to a wired or wireless network,
Wireshark captures and decodes the network frames. People use it to learn network
protocol internals. Network administrators use it to troubleshoot network problems.
Network security engineers use it to examine security problems. Developers use it to
debug protocol implementations.

Wireshark’s Features

1- Available for UNIX and Windows.
2- Capture live packet data.
3- Display packets with very detailed protocol information.
4- Filter packets on many criteria.
5- Save packet data captured.
Wireshark’s Installation

Get Wireshark installer from: www.wireshark.org/download.html and execute it.
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http://www.wireshark.org/

- Wireshark 1.12.3 (64-bit) Setup = =

Welcome to the Wireshark 1.12_.3
(64-bit) Setup Wizard

This wizard will guide you through the installation of
Wireshark.,

Before starting the installation, make sure Wireshark is not
running.

Click 'Next' to continue.

Figure 80.1: Wireshark’s Installation wizard
Installation Components
e Wireshark - The network protocol analyzer.

e TShark - A command-line network protocol analyzer.

* Plugins & Extensions- Extras for the Wireshark and TShark dissection

engines.
* Tools - Additional command line tools to work with capture files

e User’s Guide

- Wireshark 1.12.3 (64-bit) Setup = =

1 Choose Components
i Choose which features of Wireshark 1.12.3 (54-bit) you want to install.
|
i The following compenents are available for installation.
q
|
|

Select components to install:

Tshark

Plugins / Extensions
Tools
i...[¥] User's Guide

Description
Space reguired: 105.5MB

< Back Mext = Cancel

Figure 80.2: choose components
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Choose Components
Choose which features of Wireshark 1.12.3 (64-bit) you want to install.

.| Wireshark 1.12.3 (64-bit) Setup = =

The following components are available for installation.

Tshark
Plugins [ Extensions

Select components to install:

User's Guide

Description

Space required: 105.5MB Position your mouse over a component ko see ks
description.

wireshark Installer {tm)
< Back Mext = Cancel

Installing WinPcap:

network traffic.

Figure 80.3: choose components

- Wireshark 1.12.3 (64-bit) Setup

Install WinPcap?
WinPcap is required to capture live network data. Should WinPcap be installed? ‘

Currently installed WinPcap version
winPcap is currently nok installed

Install
Install WinPcap 4. 1.3
{Use Add/Remove Programs first to uninstall any undetected old WinPcap versions)

what is WinPcap?

wWireshark Installer (b

< Back Install Cancel

Figure 80.4: Installing WinPcap

With WinPcap installed you would be able to capture live
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Wireshark 1.12.3 (64-bit) Setup

Completing the Wireshark 1.12.3
(64-bit) Setup Wizard

Wireshark 1.12.3 (64-bit) has been installed on your
computer.

Click Finish to dose this wizard.

[ run wireshark 1.12.3 (54-bit)

[] show MNews

Figure 80.5: Installing WinPcap

The main window is shown next.

il test.cap b B L:J[E]

File Edit WView Go Capture Analyze Statistics ¥ Tools [nternals I;le.b

S e e e BXSE  XF92ahF 2 Df QLAC 0| MM

Filter: v | Expressi
No. Time Source Destination Prot: ength Info
1 0.000000 192.168.0.2 Broadcast ARP 42 Gratuitous ARP for 192.168.0.2 (F
2 0.299139 192.168.0.1 192.168.0.2 NBNS 92 Name guery NBSTAT *“<00><00><00><(
4 1.02565% 192.168.0.2 224.0.0.22 IGMP 54 v3 membership Report / Join groug
51.044366 192.168.0.2 192.168.0.1 DNS 110 standard query SRv _ldap._tcp.nbg
6 1.048652 192.168.0.2 239.255.255.250 SsSQR 175 M-SEARCH * HTTR/1.1
7 1.050784 192.168.0.2 192.168.0.1 DNY 86 standard query SOA nbl0061d.ww004
8 1.055053 192.168.0.1 192.168.0.2 SSCPS 337 HTTP/1.1 200 OK
9 1.082038 192.168.0.2 192.168.0.255 NBNS 110 Registration NB NBLOO61D<00>
10 1.111945 192.168.0.2 192.168.0.1 DN 87 standard query A proxyconf.ww004.
11 1.226156 192.168.0.2 192.168.0.1 TCP 62 ncu-2 > http [SYN] Seq=0 win=6424
12 1.227282 192.168.0.1 192.168.0.2 TCP 60 http > ncu-2 [SYN, ACK] Seq=0 Acky

>

+ Frame 11: 62 bytes on wire (496 bits), 62 bytes captured (496 bits)
# Ethernet II, Src: 192.168.0.2 (00:0b:5d:20:¢d:02), Dst: Netgear_2d:75:9a (00:09:5b:2d:75:9a)
+ Internet Protocol, Src: 192.168.0.2 (192.168.0.2), DsT: 192.168.0.1 (192.168.0.1)
- Transmission Control Protocol, Src Port: ncu-2 (3196), Dst Port: http (80), Seq: 0, Len: O

Source port: ncu-2 (3196)

pestination port: http (80)

[Stream index: 5]

Sequence number: 0 (relative sequence number)

Header length: 28 bytes

+ Flags: 0x02 (SyYN)

window size value: 64240 hd
0000 00 09 5b 2d 75 9a 00 Ob 5d 20 cd 02 08 00 45 00
0010 00 30 18 48 40 00 80 06 61 2c cO a8 00 02 cO a8

0020 00 Q1 Qc 7< 00 50 3¢ 36 95 f8 00 00 00 00 70 02
0030 fa fOo 27 e0 00 00 02 04 05 b4 01 01 04 02

@  File: "C:ftest.cap” 14 KB 00:00:02 Packets: 120 Displayed: 120 Marked: 0 Load time: 0:00.000 8

Figure 80.6: The Main window

Area 1 shows the Title bar — trace file name. Area 2 represents Main menu —
standard menu. Area 3 is the Main toolbar — provides quick access to frequently
used items from menu. Area 4 depicts Display filter area — reduce amount of traffic
you see. Area 5 shows Packet List pane — summary of frames. Area 6 is the Packet
Details pane — dissected frames. 7. Packet Bytes pane — hex/ASCII details. Area 8
represents Status Bar — access to the Expert, annotations, packet counts, and
profiles.
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Figures and Material used for Part2 (from Topics 81 to 172) have been
adapted from “Troubleshooting with Wireshark: Locate the Source of
Performance Problems”, 2014, by L. Chappell.

Topic 81: Five Common Network Problems
This topic discusses 5 common Network problems.

TCP Connection Refused by Server

A service is not running on a server or perhaps a firewall is preventing the
connection. TCP connection refusals may also be due to a closed port. Possible
Symptoms: Client's SYN followed by Reset (RST)/ACK. Client SYN followed by an
ICMP Destination Unreachable/Port Unreachable response from a host-based
firewall.

Connection Blocked by a Host-Based or Network Firewall

Ideally, hosts would not even attempt to communicate with firewalled resources.
Such an attempt could be due to a misconfiguration, malware, malicious user, or
other issue. Possible Symptoms: No response to a SYN packet, RST/ACK response to
a SYN packet.

Slow Application at Server

The good news is that the server did not refuse to provide a desired service. The bad
news is that the server is slow. This may be due to: 1- lack of processing power at
the server, 2-a poorly behaving application, or 3-even, in a multi-tiered architecture,
a slow upstream server that actually provides the data. Possible Symptoms: TCP-
based app: Large delay between the server ACK to a client request and the response
data. UDP-based app: Large delay between a request and the response data.

Slow Load of Remote Content

Many networks are designed in a multi-tiered fashion. For example, consider a client
that sends a request to Server 1. That server may need to obtain information from
Servers 2 through 9 before answering the client. We need to capture this multi-
tiered traffic to determine which server is actually responding slowly. Possible
Symptoms: TCP-based app: Large delay between the server ACK to a client request
and the response data. UDP-based app: Large delay between a request and the
response data.
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Topic 82: Next 5 Common Network Problems
This topic describes next 5 common Network problems.

Server Application Fault

The server is up and running, but not responding to requests. The server responds to
a SYN with a SYN/ACK, but when the client makes a request, no response is received.
When the TCP Retransmission Time Out is reached, client retransmits request. If no
ACK is received, it continues to retransmit request using an exponential backoff time
until it finally gives up and sends a TCP Reset. Possible Symptoms: Retransmissions.

Content Redirection

Upon arriving at a store to buy something, we might be told that the store does not
have the item in the stock; please go to another store to get it. If an application
supports redirection (such as HTTP) and the target knows where the information
actually resides, it may send you a redirection response. Possible Symptoms: In HTTP
communications, response codes 300-399. A sudden “name resolution process” and
traffic to another host.

TCP Receive Buffer Full

When advertised TCP receive buffer value drops to zero, data transfer will stop. A
low Window Size value can also cause data flow to stop. The only recovery is a
Window Update. Possible Symptoms: Unusually high TCP delay before a Window
Update and resumption of data flow.

TCP Send Buffer Full:

A limited send buffer space can negatively impact network performance even if
network can handle a high data transfer rate and the receiver has plenty of buffer
space. Possible Symptoms: High TCP delay for no apparent reason.

Altered TCP Attributes along a Path

Routers and other interconnecting devices can bring havoc on a network if they
change the attributes of a TCP connection as they forward the traffic. Possible
Symptoms: Low TCP calculated window size and significant delays before Window
Update packets.
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Topic 83: Next 6 Common Network Problems
In this topic, we provide description of next 6 Common Network Problems.

Mismatched TCP Parameters across a Proxy Device

Connection parameters on one side of a proxy device do not match the connection
parameters offered in connection on other side of proxy device. Possible Symptoms:
Delays in data forwarded through proxy (proxy queuing).

Routing Loops

Routing loops occur when a packet is routed back onto a network over and over
again. Possible Symptoms: Identical packets listed but no TCP Retransmission
indications (they are not identical packets—their TTL value decrements).

Weak Signal (WLAN)

If a wireless signal degrades substantially, it may not be interpreted properly when
captured. Possible Symptoms: Low Signal Strength value.

Asymmetric Routing

This is a situation when traffic flowing from Host A to Host B flows along a different
path than the traffic flowing from Host B to Host A. This can be a problem, if there
are devices that must see every packet in order to function. For example, network
path must be symmetrical from a client to a proxy host. An IDS box must see every
packet. Possible Symptoms: ACKed segment that was not captured.

Packet Loss

Typically, this occurs at an interconnecting device such as a switch, a router, a NAT
device, or a network firewall. If the number of packets dropped is small and the
recovery process is quick, the packet loss may go unnoticed. If many sequential
packets are lost, however, users will likely feel the impact and complain. Possible
Symptoms: Fast Retransmission. Duplicate ACKs.

High Path Latency

A single low speed (high delay) link along a path or the delay between geographically
disbursed peers can inject a level of path latency that affects performance. Possible
Symptoms: Large delays between the outbound SYN and the inbound SYN/ACK of a
TCP handshake.
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Topic 84: Next 4 Common Network Problems
This topic discusses Next 4 Common Network Problems.

Lousy Routing Path:

When construction occurs in a major city, traffic is a nightmare as drivers are
rerouted along less efficient and less direct routes. This is also true of network
traffic. If a target is 10 blocks away and yet for some reason the packets must travel
through 17 routers to get there, performance may be unacceptable. Possible
Symptoms: Large delays between the outbound SYN and the inbound SYN/ACK of a
TCP handshake.

Bandwidth Throttling

Transmitting data along a bandwidth throttling link is like driving a car during rush
hour. You move along bumper-to-bumper at speeds below your lowest speedometer
indications.

Delayed ACK

It is defined in RFC 1122 as a method to "increase efficiency in both the Internet and
the hosts by sending fewer than one ACK segment per data segment received." This
delay can cause issues for the host that is sending data if it times out waiting for an
ACK or it cannot send another data packet until an ACK is received. Possible
Symptoms: 200ms delay before ACK packets.

Queued Packets (Overloaded Router)

TCP peers and UDP-based applications may detect sudden queue delays and think
packets have been lost. This may be caused by an overloaded router or perhaps
prioritization at a router (e.g., video streaming first, email traffic last). Possible
Symptoms: Decrease in throughput followed by equal increase in throughput.

Topic 85: Next 5 Common Network Problems
This topic studies Next 5 Common Network Problems.

Route Redirections

When a host sends packets to one local router when another local router exists with
a preferred path, a route redirection may take place. The receiving router may
respond with an ICMP packet that includes IP address of the recommended router.
Rare - we see only one router on the local network. Possible Symptoms: ICMP Type 5
packets with either Code 0 (Redirect for Host) or Code 1 (Redirect for Network)
indicate route redirection is taking place.

145



Broadcast or Multicast Storms

Broadcasts are typically not forwarded so you should be capturing on and dealing
with hosts on a single network. Multicasts can be forwarded through an
internetwork therefore they can cause a greater problem if something goes wrong
and they storm the network. Possible Symptoms: High rate of packets addressed to
the all nets broadcast (255.255.255.255). High rate of packets addressed to a
multicast address (224-239.x.x.x).

Switch Loop

Older switches that have not been restarted or rechecked every once in a while may
begin to malfunction. If there is a loop—network will become overwhelmed with
looped packets. Possible Symptoms: High rate of identical packets.

Virus/Malware on Network Hosts

When a compromised host begins performing port scans on other network hosts or
it begins broadcasting discovery packets, the overhead may be felt. Possible
Symptoms: Local broadcasts. Unusual internal targets (such as a local client trying to
connect to the Accounting server).

Network Name Resolution

This is imperative to connecting to a target. A user may receive an application error
such as "Server not found" as in the case of a DNS Name Error when browsing.
Possible Symptoms: No response to a name query. An error response to a name
guery (such as a DNS Name Error or Server Error).

Topic 86: Next 8 Common Network Problems
This topic studies Next 8 Common Network Problems.

Network Address Resolution

Incorrect subnet addressing can cause a client to send packets that are destined to a
local device to a router. Possible Symptoms: ARP Requests are sent for remote
targets. Traffic destined to local hosts are sent to the router.

Hardware Address Resolution

This allows obtaining MAC address of a local target or local router. Network address
resolution problems may cause a host to think local devices are remote (or vice
versa). Possible Symptoms: No response to an ARP query for a local host. No
response to an ARP query for a local router.
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No Support for Selective ACK

When packet loss is detected by a receiving TCP host that supports SACK, that host
can acknowledge data received after the missing packet(s). Without SACK, the first
packet lost and every subsequent data packet will be retransmitted even when those
subsequent packets were received successfully. Possible Symptoms: No SACK Option
in the TCP header of a SYN packet. No SACK Option in the TCP header of a SYN/ACK
packet when there was a SACK Option in the TCP header of a SYN packet.

No Support for Window Scaling

Window Scaling is used to increase the advertised TCP receive buffer size past the
65,535-byte limit caused by the 2-byte Window Size field. During the TCP handshake,
peers indicate that they support Window Scaling and provide a Window Scale Shift
Count. Reduces the delays caused by a low window or Zero Window condition.
Possible Symptoms: No Window Scaling Option in TCP header of a SYN packet. No
Window Scaling Option in TCP header of a SYN/ACK packet when there was a
Window Scaling Option in TCP header of a SYN packet.

Client Misconfiguration

A misconfigured client may have the wrong DNS address, the wrong router address,
incorrect port numbers defined in a services file, or other problems. Possible
Symptoms: The client sends traffic to the wrong target. The client receives service
refusals or no answer. Numerous other symptoms may appear depending on the
misconfiguration.

Low Packet Size/Low MTU Size

Amount of data that can be carried in a frame is limited by MTU, MSS, or even an
inefficient application. Performance pains when sending large files. Possible
Symptoms: The MSS value defined in the TCP SYN or SYN/ACK packet is illogically
small.

TCP Port Number Reuse

Port numbers can be reused without any problem if previous TCP connection is
terminated. Otherwise, the new connection is refused. Possible Symptoms: TCP RST
sent in response to a SYN packet to a server port that is known to be open.

Slow Application

Slow applications can be due to poor or bloated coding, internal errors, or even man-
made timers defining the application's performance speed. Possible Symptoms:
Large delay in the application response time value.
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Topic 87: A Four-Part Analysis Methodology

In this topic, we explain an analysis technique for the troubleshooting of networks.

A Network Analyst’s Perspective includes Task 1: Define the problem, Task 2: Collect
system, application and path information, Task 3: Capture and analyze packet flows,
and Task 4: Consider tools.

Define the Problem

A common complaint from network users: "The network is slow". This is a vague
description. Need more information from the user. Q1. What type of traffic will you
be looking for? A file upload, file download, login, email send/receive or something
else? Q2. What server target were you communicating with? Q3. What are the
symptoms? Q4. Did you receive any error message? Q5. Is this happening all the
time?

Collect System, Application and Path Information

Obtain as much system, network and infrastructure information as possible. Ask the
customer about their configuration. Q1. What operating system is running on the
client/server? Q2. What application (and version) is running? Q3. Describe the
network path that the traffic must traverse.

Capture and Analyze Packet Flows

Capture Location Tips: Capture as close as possible to the complaining host so that
you can observe the traffic from that host's perspective, examine the roundtrip time
to the target(s) etc. Capture Tool Tips: Prefer using a tap or dedicated capture device
rather than spanning a switch port for the capture process. Analysis Process Tips:

III

Know what is "normal”. Remove unrelated traffic from view. Focus on traffic related

to the complaining user's machine etc.
Consider Other Tools

Once you have hit a Wireshark limitation, you may need to work with another tool. If
size of trace files becomes larger than 100 MB, Wireshark becomes too slow.

Topic 88: Using a Troubleshooting Checklist
This topic describes the usage of a Troubleshooting Checklist.

Captured traffic is saved in a trace file. When you open a trace file, use a basic
troubleshooting checklist. The order in which you go through the checklist may
change depending on the troubleshooting issue.

Verify Trace File Integrity and Basic Communications
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Look for ACKed Unseen Segment. Verify traffic from the complaining user's machine
is visible. Verify resolution process completion such as DNS/ARP.

Focus on Complaining User’s Traffic
Filter out unrelated traffic. Export related traffic to a separate trace file.
Detect and Prioritize Delays

Sort and identify high delta times. Measure path latency (Round Trip Time) using
delta times in TCP handshake. This can be achieved by measuring delta from TCP SYN
to SYN/ACK. Measure server response time. This can be obtained by measuring from
request to response.

Look for Throughput Issues

Click on low throughput points to jump to problem spots in the trace file. Look at
traffic characteristics at low throughput points.

Check Miscellaneous Traffic Characteristics

Check packet sizes during file transfer. Check for ICMP messages. Check for IP
fragmentation.

TCP-Based Application: Determine TCP Connection Issues/Capabilities

Look for unsuccessful TCP handshakes. Examine the TCP handshake Options area,
e.g. MSS, SACK.

UDP-Based Application: Identify Communication Issues
Look for unsuccessful requests.
Spot Application Errors

Filter for application error response codes.
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Trace Files used in Topics from 89 to 172 are available at
http://www.wiresharkbook.com/troubleshooting.html.

Topic 89: Wireshark Lab 1

This topic describes how to create a Troubleshooting Profile in Wireshark.

Until you create a new profile, you are working in Wireshark's Default profile. The
profile you are working in is shown in the right side column of the Status Bar. This is
shown next.

NS\ it ’M\/ww_\

c0 a8 .l.4@./. u...v...
) RN . T %)

F Profile: Default
—

&
% 2 T TR oS E.
€
A8

Figure 89.1: Create Your Troubleshooting Profile

You can create profiles to customize Wireshark with buttons, colors, and more. You
can create separate profiles for different needs. For example, you may want to make
a VolP profile, a WLAN profile, and a general troubleshooting profile. You can quickly
switch between profiles depending on your needs.

Step1: Right-click the Profile column on the Status Bar.
Step2: In the Configuration Profile window, select New.

Step3: Click the arrow in the Create from area, expand the Global section and select
Classic. This profile uses the most vibrant colors.

Step4: Enter Troubleshooting Book Profile in the Profile Name area. Click OK.

M Create New Profile l =l ﬁ

Create frem:  Classic ﬂ

Profile name: | Troubleshooting Book Profile

oK J | Cancel ‘

L A

Figure 89.2: Troubleshooting Book Profile
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As soon as you create your new profile, the Wireshark Status Bar indicates that you
are working in the Troubleshooting Book Profile, as shown next.

P Ve A
/

W

Profile: Troubleshooting Book Profile |

Figure 89.3: Wireshark Status Bar indicates the Troubleshooting Book Profile

You will be able to add capabilities and customization to this new profile. Wireshark
also allows download/import a predefined profile for immediate use.

Topic 90: Wireshark Lab 2

This topic discusses how to enhance the Packet List Pane Columns in Wireshark.

By default, the Packet List pane contains: No. (number), Time, Source, Destination,
Protocol, Length, and Info columns. This is shown next.

Mo.  Time Source Destination Protocel Length Info
1 0.000000000 24.6.173.220 96.17.148.114 TCP 66 523
2 0.017118000 96.17.148.114 24&6. 173.220 TCP 66 80-
3 0.017290000 24.6.173.220 96.17.148.114 TCP 54 523

Figure 90.1: Enhance the Packet List Pane Columns

You can add columns to display additional information about packets to speed up
your analysis process.

Step 1: Open tr-httpdelta.pcapng. This trace file contains traffic to/from a user's
machine that is checking for Windows updates as well as virus detection updates.

Step 2: Packets 1-3 are TCP handshake packets. Packet 4 is an HTTP GET request for
a file called minitri.flg. Packet 5 is an ACK for GET request. Packet 6 is the HTTP 200
OK. This is shown next.
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10.000000000 24.6.173.220 96.17.148.114 TCP 66 52382+80 [SYN] Seq=(
20.017118000 96.17.148.114 24.6.173.220 TCP 66 80+52382 [SYN, ACK]

30.017290000 24.6.173.220 96.17.148.114 TCP 54 52382-80 [ACK] Seg=1
4 0.0181860 24.6,173.220  96.17.148.114 HTTP 343 GET /minitri.f1g HTT
5 0.036422000 96.17.148,114 24,6.173.220 TCP 60 8052382 [ACK] Seg=1
6 0.037222000 96.17.148.114 24.6.173.220 HTTP 317 HTTP/1.1 200 OK (T€

Figure 90.2: Enhance the Packet List Pane Columns

Select Packet 6 in the Packet List pane and then, in the Packet Details pane, expand
the Hypertext Transfer Protocol.

Frame 6: 317 bytes on wire (2536 bits), 317 b A L2020 s n in

+ 1

« Ethernet II, src: Cadant_31:bb:cl (00:0L:5c:3 Packet Details Pane f

« Internet Protocol Version 4, Src: 96.17.148.1] .
« Transmission Control Pretocol, Src Port: http . 2)

- Hypertext Transfer Protocol
-HTTP/1.1 200 OK\r\n
« [Expert Info (Chat/Sequence): HTTP/1.1 200 ok\r\n]
Request Version: HTTP/1.1
Status Code: 200
Response Phrase: OK
Server: Apache\r\n
ETag: "7215ee9c7d9dc229d2921a40e899ec5f:1197576108"\r\n
Last-Modified: Fri, 29 Jul 2005 20:24:32 GMT\r\n
Accept-Ranges: bytes\r\n

s Content-Length: 1\r\n X B :
content-Type: text/plain\r\n Click the [+l to expand sections or

Date: Thu, 19 Jul 2012 18:34:45 GMT\r\n right-click on a line and select
Connection: keep-alive\r\n Expand Subtrees
\rin

[HTTP response 1/2]

[Time since request: 0.019036000 seconds]
Request in frame: 4

Next request in frame: 7
Next response in frame: 15

Figure 90.3: Add and Use a Custom Column to Locate HTTP Delays

Step 3: Scroll to the bottom of the HTTP section and right-click on the [Time since
request: 0.019036000seconds] line. Select Apply as Column.

ate: Thu, 19 Jul 2012 18:34:45 QuT\r\n

Connection: keep-alive\r\n
\ri\n

[HTTP response | Right Click |
[Time since reques. i 11003A00N corond<] ‘

[Request in frame: 4 EpendSubess
[Next request in frq = FpandAl

Next response in f
oLine-based text datfe]l oo . coumn ‘
i 4 b

»

@‘? Time since the reques.. Pa., P MV SRS
X Prepare a Filter J
Colorize with Filter '

iﬂlﬁTE? Stream p

Step 4: Wireshark places the new Time since Request column to the left of the Info
column. Right-click on this new column heading and select Edit Column Details.
Enter HTTP Delta in the Title area. Click OK.
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’~ ™
M Wireshark: Edit Column Details IL&J

Titlee |HTTP Delta
Fieldtype: Custom izl

Field name:  http.time

Occurrence: 0

(o [ e |

Step 5: Click twice on your new HTTP Delta column header to sort the column data
from high to low. Wireshark indicates there is a 2.807332 second delay before one of
the HTTP 200 OK responses (Packet 49).

SRy |

Click twice on the column
headerto sort from high to low

M - htpdchapapng
Fe Bt You Go Cptoe frabge ol Teephony Toos ptemals Hep
GRS A= AR TR & 0 = oo g S

e To] Epesion.. e

No.  Time Source Destmation Protocol  Length  HTTP Deta ~ nfp .
210.115.74.202 24.6.173. 220 ) 2.807332000 wr1P/1.1 200 B
83 0.823550 26,115./4,207 4.6,1/3. 200 HITP 43 0.9)8153000 WTP/1.1 200 ¢
15 0.000003 96.17.148.114 24.6.173.220 HWTTP 147 0.037208000 WrTP/L.1 2001
105 0.000003 96.17.148.114 24.6.173.220 wWre 90  0.033879000 Wrie/1.1 2001
6 0.000800 96.17.148.114 24.6.173.220 wWrp 317 0.019036000 wWrip/1.1 2001
9 0.000860 96.17.148.114 24.6.173.220 wWrtp 317 0.016734000 wWrTP/1.1 2001
61 0.000778 96.17.148.115 24.6.173.220 wWrrp 317 0.015392000 wrTP/1.1 2001

03 plim15

Step 6: Right-click on your HTTP Delta column heading and select Hide Column. You
can restore this hidden column at any time. Right-click on any column header, select
Displayed Columns and select column to restore.

Topic 91: Wireshark Lab 3

In this topic, we learn how to change the Time Column settings in Wireshark.

Packets are time stamped at the moment they are captured. By default, Wireshark
sets the Time column to Seconds Since Beginning of Capture. In addition, the
resolution is set to nanoseconds regardless of whether the packet timestamps
contain that level of precision.

Step 1: Open tr-australia.pcapng. This trace file contains a web browsing session
and was captured at the client. We want to change the Time column setting so we
can quickly measure the delta time between displayed packets.

Step 2: This trace file begins with a DNS query and response. TCP connection
establishment begins in Packet 3. Select View | Time Display Format | Seconds
since Previous Displayed Packet.
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Step 3: To change the precision, select View | Time Display Format | Milliseconds:
0.123. Now, look at the time from the SYN (Packet 3) to the SYN/ACK (Packet 4). It
appears the round trip time is 192 (ms).

>
M tr-australia.pcapng f

File Edit View Go Capture Analyze Statistics Telephoni Tools Internals Help
COANI BEXT Aee9TL Qean #EBB%
Filter: ] Bepression..  Clear Apply Save

Time Source Destination Protocol Length Info
0.000 192.168.1.72 192.168.1.254

0.302 192.168.1.254 192.168.1.72

0.001 192.168.1.72 101.234.75.20 9872 > http [SYN] Seg=
0.192-301.234.75.20 192.168.1.72 http > 9872 [SYN, ACK
0.00UMU 101.234.75.20 9872 > http [ACK] Seg=
0.000 GET / HTTP/1.1

0.108 |  The round trip time to the HTTP [TCP segment of a rea

No

W oo N Oh W B R

0.002 serveris just over 190 ms [TCP segment of a rea:

0.000 “rorrrovrrrro—TIrTUUTTTT [TCP segment of a reasd
10 0.005 192.168.1.72 101.234.75.20 9872 > http [ACK] Seg=
11 0.000 101.234.75.20 192.168.1.72 [TCP segment of a reasg

Figure 91.1: Set the Time Column to Detect Path Latency

Topic 92: Wireshark Lab 4

This topic describes how to apply a filter on a host, subnet or conversation in
Wireshark. When you capture traffic at the server or inside the network
infrastructure: your trace file may contain conversations between many hosts on the
network. Are you interested in the traffic between a specific client and server? If yes,
you can apply a display filter based on a host address, a subnet address or a
conversation.

Step 1: Open tr-cnn.pcapng.

Step 2: This trace file contains numerous conversations. Let’s extract conversations
between the local client and cnn.com servers. We begin with looking at the name
resolution information that Wireshark extracted from the trace file. Select Statistics
| Show Address Resolution.

A Address Resolution

# Hosts information in wireshark
#
# Host data gathered from C:\Users\Trace-Subset2\tr-cnn. pcapng

50.31,185.44  t1,visualrevenue, con|
74,217,148 alldcs. outbrain. com
g 04.55 M= a®hlag7 31352885, us-west-2, elb. amazonaws. com
224,32

57165,

3 -334788911, us-east-1. e1h. amazonaws. com
63,140, 43710 122,207, net
157.166.249.13  cnnintl-56m. gs1b. vgtf. net
157.166.249.11  cnn-56m. gs1b. vgtf. net
63.140.35.160  cnn.122.207.net

Figure 92.1: Extract and Save a Single Conversation
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Servers in cnn.com domain all begin with 157.166. Click OK to close the Address
Resolution window.

Step 3: In the display filter area, enter ip.addr==157.166.0.0/16. Click Apply. The
Status Bar indicates that 360 packets match the filter. This lists all conversations to
and from the cnn.com servers.

Step 4: Select File | Export Specified Packets. The Displayed radio button is selected
by default, as shown next. Name your file tr-cnntraffic.pcapng. Click Save.

W : tr-reusedports.peapng 12013105 .’M:;ﬁé‘l;tapme...

™ tr.carvemeenanes nrannn 1M Wirschark ranbuns

Bz name ironntrafhc peapng
Saveastpe: | Wreshaiy/...-poapng ("peapng,” peapng gu.“rkar; niargr)
Packst Fangs

@ Al pachels
Selected packat

E.o
1

Ronge: | 0

Step 5: We can also use right-click method to apply a display filter to a single
conversation. Let’s do this on Packet 3 in the Packet List pane. Select Conversation
Filter | TCP. 55 packets appear.

Step 6: Select File | Export Specified Packets. Name your file tr-cnnconv1.pcapng.
Click Save.

Step 7: Click the Clear button to remove your display filter. Avoiding unrelated traffic
and potential distractions makes analysis easier. Therefore, save the traffic from an
interesting conversation to a separate trace file.

Topic 93: Wireshark Lab 5
This topic describes how to apply a filter using port number in Wireshark.

There are two ways to define a display filter on an application in a trace file—you can
filter based on the application name (if known to Wireshark), or the port number in
use.

Step 1: Open tr-twohosts.pcapng. Let’s look at the FTP data transfer connection
established by 192.168.1.119.
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Step 2: Enter ip.addr==192.168.1.119 in the display filter area and click Apply. This
filters all traffic to and from 192.168.1.119. Look for response to the PASV command
(Packet 3,959). Expand FTP section in the Packet Details pane to see port no. that

the server will be listening on for the FTP data channel (port 39,757).

Filter: | ip.addr==192.168.1.119

v | Expression... Clear

Apply Save

No. Time Source Destination Protocol Length Info

2732 0.000 192.168.1.119 200.236.31.1 TCP 66 50743+21 [SYN] Seq=0 Win=8192 Len=0 M5
2975 0.224 200.236.31.1 192.168.1.119 TCP 66 21+50743 [SYN, ACK] seq=0 Ack=1 win=26:
2976 0.000 192.168.1.119 200.236.31.1 TCP 54 50743-21 [AcK] Seq=1 Ack=1 win=65336 Li
3221 0.220 200.236.31.1 192.168.1.119 FTP 366 Response: 220--------—-—- welcome to Pur

3222 0.000 192.168.1.119 200.236.31.1 FTP
3463 0.217 200.236.31.1 192.168.1.119 TCP
3464 0.002 200.236.31.1 192.168.1.119 FTP
3465 0.000 192.168.1.119 200.236.31.1 FTP
3713 0.218 200.236.31.1 192.168.1.119 FTP
3714 0.000 192.168.1.1190 200.236.31.1 FTP
3959 0.217 200.236.31.1 192.168.1.119 FTP

R T e

70 Request: USER anonymous

54 21-50743 [ACK] Seq=313 Ack=17 win=2688
84 Response: 230 Anonymous user logged in
62 Request: TYPE I

84 Response: 200 TYPE is now 8-bit binary
60 Request: PASV

103 Response: 227 Entering Passive Mode (2i

££ CATA4 ATCT Frml Fam A Lde 0107 §an A

o Frame 3959: 103 bytes on wire (824 bits), 103 bytes captured (824 bits) on interface 0

Ethernet II, src: Cisco-L1_d9:94:c0 (00:1d:7e:d9:94:c0), Dst: IntelCor_06:e2:8f (4c:80:93:C
Internet pProtocol Version 4, Src: 200.236.31.1 (200.236.31.1), Dst: 192.168.1.119 (192.168.
® Transmission Control Protocol, Src port: 21 (21), Dst Port: 50743 (50743), Seq: 373, Ack: 2
= File Transfer protocol (FTP)
= 227 Entering Passive Mode (200,236,31,1,155,77)\r\n
Response code: Entering Passive Mode (227)
Response arg: Entering Passive Mode (200,236,31,1,155,77)
Passive IP address: 200.236.31.1 (200.236.31.1)
Passive port: 39757

Port for the FTP file
transfer from server

Figure 93.1: Filter Traffic Based on a Port Number

Step 3: Replace your address display filter with tcp.port==39757. Click Apply. The

Status Bar indicates that 28,020 packets match this filter. Next, we contrast this with

a display filter based on an application name.

Step 4: Replace your TCP port filter with ftp-data and click Apply. Now you won’t see

the TCP handshake, ACKs, or the connection teardown packets.

Ml tr-tachastspeapng [
e R e e Capte  Anabine - Qs Telphony
CedmE EEXE Nes g

This application name filter does not display any TCP
connection establishment, management or tear down traffic

Fiter: | ftp-data

Time Sournce Destination FProtocol  Inte

MNe.

22 1.666742000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 429 bytes
39  11.026613000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 215 bytes
57  18.775188000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes

80  39.235186000 200,236,31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
81  39.236447000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
82  39.236457000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
83  39.236463000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
85 39.237499000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes
86  39.237502000 200.236.31.1 192.168.1.72 FTP-DFTP Data: 1460 bytes

88 39.238822?0 200.236.31& }22.158.1,?2 FTP-DFTP %tn: 1460 bytes
ElS

Step 5: Click the Clear button to remove your display filter.
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Topic 94: Wireshark Lab 6

In this topic, we apply a filter using a field value in Wireshark.

We often need to identify packets that contain a specific field or a specific field
value. For example, the display filter http.request.method can be used to view all
HTTP client request packets using http.request.method field. dns.flags.rcode > 0 is
used to identify DNS error responses with code greater than 0. If you have a packet
that contains the field name in which you are interested, you can right-click on the
field and select Apply as Filter.

Step 1: Open tr-winsize.pcapng, HTTP clients send commands such as GET and POST
in the HTTP Request Method field. Let’s display all such packets.

Step 2: Right-click on the Hypertext Transfer Protocol section in the Packet Details
pane in Packet 4 and select Expand Subtrees. When you click on the Request
Method: GET line, the Status Bar provides the name of this field—
http.request.method.

Step 3: Type http.request.method in the display filter area and click Apply. One
packet matches the filter. We can use this filter to determine how many HTTP
requests were sent to a server. For example, ip.addr==10.1.1.1 &&
http.request.method would display all HTTP requests to or from 10.1.1.1. 1f 10.1.1.1
is a client, you would only see HTTP requests sent from this host.

Step 4: Click the Clear button to remove the display filter.

Topic 95: Wireshark Lab 7
This topic describes how to locate Buffer Problems using the Calculated Window Size
Field in Wireshark.

Every TCP packet sent by a host contains that host's available receive buffer space in
the Window Size field. If Window Scaling is in use, this field value is multiplied by a
scaling factor. When the advertised buffer space becomes equal to zero, the host
cannot accept any more data—a Zero Window condition. Even a low Window Size
value can stop a TCP peer from transmitting data.

Step 1: Open tr-winsize.pcapng.

Step 2: Expand any TCP header in the Packet Details pane. Right-click on the
Calculated window size field and select Prepare a Filter | Selected.
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Step 3: Change the display filter value to tcp.window_size < 1000 and click Apply.
This displays Packet 374 in which the client is advertising a 536-byte receive buffer.
What will happen if the TCP peer has more than 536 bytes of data queued to
transmit? This low Window size value will stop data transmission. Next, we look at
this phenomenon.

Fide  Edit !lm_ﬁt; Capture y?lyn_ Statistics Telephony Jools [ntemals Help
co AN BERRR Aer9 T OE aqaD #8% %
Fiter | tepawindowsize < 1000 [o] Bpresion-.  Clesr  Appy Sove

No. Time Source Dectination Protocol  Length Info

374 0.000 10.0.52.164 204.152.184.117cP 54 and-lm > http [ACK] Seq=44

<
Ml trewinsize.poapng

+ Frame 374: 54 bytes on wire (432 bits), 54 bytes captured (432 bits) on g
# Ethernet II, Src: Sony_f4:3a:09 (08:00:46:f4:3a:09), Dst: 3Com_c9:51:b6
¢ Internet Protocol Version 4, Src: 10.0.52.164 (10.0.52.164), Dst: 204.15
Transmission Control Protocol, src Port: and-1m (2646), Dst Port: http
Source port: and-Im (2646)

Destination port: http (B0)
[5tream index: 0]
Sequence number: 444 (relative sequence number)
Acknowledgment number: 330888 (relative ack number) R
Header 1 th: 20 e

_ ?:gsf 0:3%0 : ( AEK)hyt ¥ This low window size will be the cause of
window size value: 134 the data transfer stopping if the TCP peer
[Calculated window size: 536] has more than 536 bytes queued to send

[Window size scaling factor: 4]
© Checlaum_glxffde [validatjon ¢j

d]

Figure 95.1: Filter on the Calculated Window Size Field to Locate Buffer Problems

Step 4: Click Clear to remove your filter. In this trace file, we next view the delay that
occurs before the Window Update packet (Packet 375).

M t-winsize papng
| Ble Edt View Go Coptore fmahe p e
| @ @ & W 2| Notice the delay immediately following the

LAQD WRRE H

Ften 536-byte Window Size value indication A

No.  Time Destmation Protocal  Info d
300 L.0JD BL.10%.L0% AU.VU.DL.L04% nr LILr seygmerc
369 1.853 4.52.164 204.152.184.134 TP and-Im > http!
370 1.854 1.152.184.134 10.0.52.164 TCP  [TCP segment
371 1.855 04.152.184.134 10.0.52.164 TP [TCP segment
372 1.855 10.0.52.164 204.152.184.134 TP and-1m > htt]
373 1.856 204.152.184.134 10.0.52.164 TCP  [TCP segment

374 2.049 10.0.52.164 204,152,184,134  TCP
375 4.802 10.0.52.164 204,152.184,134
376 4.803 10.0.52.164 204.152.184.134
377 4,984 204,15
378 4.984

3 5

Hinting of a Window Size problem, the
delay precedes a Window Update

Essentially, the server could not transmit the full-sized packet because the client only
had 536 bytes of buffer space available. The server had to wait until the client's
buffer size increased.
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Topic 96: Wireshark Lab 8

In this topic, we discuss how to filter OUT “Normal” Traffic to focus on anomalies in
Wireshark.

To filter out traffic based on an application name, simply precede the application
display filter name with an exclamation sign (!). For example, to remove ARP from
view, use larp. There are two methods you can use to exclude traffic based on a field
value. One method uses the ! or not operator with == or eq. The other uses the !=or
ne operator.

Examples

e lip.addr==10.10.10.10

e http.request.method !="GET"
When to Use ! and == and When to Use !=

Use the first method when you filter on a field name that matches two fields such as
ip.addr, tcp.port, or udp.port. Use the second method when you refer to a field
name that only matches one field such as dns.flags.rcode or tcp.dstport.

Correct Display Filter
e lip.addr==10.1.1.1
e dns.flags.rcode!=0
Incorrect Display Filter
* ip.addr!=10.1.1.1
e ldns.flags.rcode==

This lab removes a set of applications and protocols from view to determine what
other traffic is seen on this network.

Step 1: Open tr-general.pcapng.

Step 2: In the display filter area, type !tcp && !arp and click Apply. There are 40
packets that match this filter.

Step 3: To remove DNS and DHCP from view, expand the filter by adding && !dns
&& !bootp. Eight packets are displayed.

The displayed packets indicate that there are two hosts running Dropbox on the
network and are sending packets to the broadcast address (255.255.255.255).
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Topic 97: Wireshark Lab 9

This topic presents how to Create Filter Expression Buttons in Wireshark.

Filter Expression buttons are based on display filters. These buttons can be created
and used to quickly apply display filters to your traffic to identify common network
problems. Let’s create a button to quickly identify TCP handshake packets that do
not offer Selective Acknowledgment (SACK) or Window Scaling functionality. To do
this, we need to combine an inclusion filter for the SYN bit set to 1 with an exclusion
filter for the SACK and Window Scaling options.

Step 1: Open tr-smbjoindomain.pcapng.

Step 2: Packet 11 is the first SYN packet in the trace file. Right-click on the TCP
header of this packet and select Expand Subtrees. Let’s first build the filter and then
turn the filter into a filter expression button. Right-click on SYN: Set line and select
Prepare a Filter | Selected. Wireshark places first part of filter in the display filter
area.

Filter: | tcp.flags.syn == W

Figure 97.1: Create a Button to Detect Missing TCP Functionality

Step 3: Scroll down to the TCP Options area. Click on the TCP SACK Permitted
Option: True line. This displays tcp.options.sack_perm in the Status Bar area.
Expand the filter by typing && !tcp.options.sack_perm so that TCP handshake
packets that do not contain this value can be observed.

Filter: | tcpflags.syn == 1 && ltcp.options.sack_perm W

Step 4: Now add || ! tcp.options.wscale.multiplier and put parentheses around the
options, as shown next.

Filter  tepflags.syn==1 && (itcp.optionssack_perm || ! tcp.options.wscale.multiplier) | j

Step 5: Click the Save button and name your new button TCP-HS and click OK
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‘ Wireshark: Save Filter IEM

-Save Filter as...

tepflags.syn==1 &4& (itcp.options.sack_perm || ! tcp.options.wscale.multiplier) | |:FCP-HS |

tep Lo [ g ]

Step 6: Click your new TCP-HS button. There are 38 packets that match the TCP-HS
button filter. The connections established by these packets will not support all the
desired TCP functions.

i
M tr-smbjoindomain.pcapng
File Edit View Go Capture Analyre Statistics Telephony Tools Intemals Help

coamg B2 A¢90T L2 EFQaaan $BM% B

Filter: is.syn::l &8 [!tcp.opﬁons.sack_permil!tcp.optiunswscale.multipfm)BExprss'lon... Clear Apply  Save TCP-HS

No. Time Source Destination Protocol Length Info

11 0.000 192.168.0.88 192.168.0.99 TCP 62 sgi-storman

= Click on your new TCP-HS button to detect
i the 38 SYN or SYN/ACK packets that are

missing the Window Scaling function

If you need to edit, reorder or delete Filter Expression buttons, select Edit |
Preferences | Filter Expressions.

Topic 98: Wireshark Lab 10

This topic discusses how to launch and navigate through the Expert Infos. in
Wireshark.

Wireshark's Expert Infos can help you quickly detect network problems as well as
obtain basic information about network communications and view/jump to packet
comments.
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Step 1: Open tr-twohosts.pcapng.

Step 2: Click the Expert Infos button in the bottom left corner of the Status Bar. This
will open the Expert Infos window.

@|_”'|7 File: "C\Us... | Packets: 37422 . Displayed: 37427 (100.0%) - Load time: 0:00.750

Figure 98.1: Use Expert Infos to Identify Network Problems

The Expert Infos window is divided into six tabs: Errors: Checksum errors, dissector
failures. Warnings: Potential problems detected. Notes: Symptoms of problems;
typically recovery processes. Chats: TCP connection overhead (handshake, Window
updates, disconnects). Details: Summary of Errors, Warnings, Notes and Chats.
Packet Comments: List of all packet comments in trace file.

Step 3: If IPv4 checksum validation is disabled, there are no Expert Infos Errors in this
trace file. Otherwise, you will see 6,767 IPv4 Bad Checksum Errors. To disable IPv4
checksum validation, toggle back to Wireshark, rightclick on the Internet Protocol
Version 4 line in the Packet Details Pane, select Protocol Preferences and toggle off
the Validate IPv4 checksum if possible. Click the Warnings tab of Expert Infos
window. Click on a packet to jump to that location in the trace file.

M Wresharkc 4489 Expert Infos ==
6o 09 Warings:2 473 |Notes: 91 3619 | Chas: 15 197) | Detas: 489 [ acket Comment:0 | |
Group 4 Protocal 4 Summary {Count 4 »
# Sequence TCP Previous segment not captured (common at capture start) 456 ‘
B Sequence TCP Out-Of-Order segment 1718

Packet: 62
Packet: 63
Packet: 37810

1
1
1
- ok {Expandasectjon and click on a packet J i
1
1

e e to jump to that location in the trace file
Packet: E

Packet: 38419

Step 4: Click the Notes tab. As you scroll the list, you will see 589 Duplicate ACKs
sent by receiver to recover a missing packet. This can be caused by a very high
latency path or a brief connection outage.
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M Wiesbarkc 499 Expet s LolE

Erors:0.0) | Wamings 2 73) Netes: 51 3819) | Chats15,197) | et 483 | Packet Comments 0

Group 1 Protocel 4 Summary 4 Count LI

& Sequence TCP Duplicate ACK (#582) 1

9 Sequence TCP Duplicate ACK (£58%) 1

¥ Sequence TCP Duplicate ACK (2584) 1

St Dgicate A (5353 Atone pointin the trace filethe | !

B o TCE Duplicate ACK(E5E6) | raceiver asked more than 500 times | !

¥ Sequence TCP Duplicate ACK (#587) h[{hﬁmissing paeltet 1

7 Sequence TCP Duphicate ACK {#588) 1

% Sequence TCP Duplicate ACK (589} 1

i Sequence TCP Fast retransmission (suspected) 5
Help Close

Step 5: Click Close to shut

down the Expert Infos window.

Topic 99: Wireshark Lab 11
This topic describes how to change the Dissector Behavior in Wireshark.

Some of Wireshark's

predefined preference settings are not ideal for

troubleshooting. For example, the Allow subdissector to reassemble TCP streams

preference setting.

Step 1: Open tr-youtubebad.pcapng.

u tr-youtubebad.pcapng =
—E\Ta_g-dll !;ew Go Capture -Analyza §h£ist|cs Tdepi’mnx iou\s Internals  Help
Cdmy BEXE Aev2aT L G Qaf ePm% 8
Filter: 3 Expression...  Clear Apply Save

No.  Time Source Destination Protocol Length Info
1 0.000 24.4.7.217 208.117.232.102 TcP 66 56770 > http [SYN] Se
2 0.029 208.117.232.102 24.4.7.217 TCP 66 http > 56770 [SYN, AQ
3 0.000 24.4.7.217 208.117.232.102 TcP 54 56770 > http [ACK] Sé
4 : 24.4.7.217 208.117.232.102 HTTP 1323 GET /videoplayback?sp
5 : 208.117.232.102 24.4.7.217 TCP 60 http > 56770 [ACK] Seé
6 0.276 208.117.232.102 24.4.7.217 TCP segment of a rea
7 0.000 208.117.232.102 24.4.7.217 [TcP segment of a reg
g gggg ggg If the TCP reassembly setting is enabled, HTTP Hgg ::g:::z g; : ::
10 0.000 208| response packets that contain data are marked as [TcP segment of a rea
11 0.000 208| Partofareassembled PDU-the 200 OKis shownon | rrep segment of a re
12 0.000 208 the last packet of the downloaded element [TCP segment of a

: 208 . IT7 237107 288 7. 217 TP segment of a re

208.117.232.102 24.4.7.217 TCP segment of a ré

Figure 99.1: Change the
HTTP Response Times

am

TCP Dissector Reassembly Setting to Properly Measure

Response Code in the Info column for Packet 6 cannot be seen because the Allow
subdissector to reassemble TCP streams preference setting is enabled.

Step 2: In the Packet Detail pane of Packet 4, right-click the Hypertext Transfer

Protocol heading and sele

ct Expand Subtrees. A hyperlink to the response packet is
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located at the bottom of the HTTP section. Double-click the hyperlink to jump to
Packet 29,259.

- Hypertext Transfer Protocol
- [truncated] GET /videoplayback?sparams=id%2Cexpire%2Cip%2Cipbitsk2ci
[[truncated] Expert Info (Chat/Sequence): GET /videoplayback?sparams
[Message [truncated]: GET /videoplayback?sparams=id%2Cexpire%2Cip%
[severity level: chat]
[Group: Sequence]
Request Method: GET
Request URI [truncated]: /videoplayback?sparams=id%2Cexpire%2Cip%2Ci
Request Version: HTTP/1.1
Host: v16.lscache8.c.youtube.com\r\n
User-Agent: Mozilla/5.0 (windows; U; windows NT 6.1; en-us; rv:1.9.2.1
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,%*/%;q=0
Accept-Language: en-us,en;q=0.5\r\n
Accept-Encoding: gzip,deflate\r\n
Accept-Charset: IS0-8859-1,utf-8;9=0.7,%;9=0.7\r\n
Keep-Alive: 115\r\n
Connection: keep-alive\r\n
[truncated] Cookie: VISITOR_INFOl_LIVE=xU-BqDEfmck; use_hitbox=72c46f
\r\n
[Full request URI [truncated]: http://vl6.lscache8.c.youtube.com/vide
[HTTP request 1/1]

Response in frame: 29259]
Use the hyperlink to quickly jump to
the response packet

Step 3: Scroll to the bottom of the HTTP header in Packet 29,259. The Time Since
Request (http.time) field indicates the HTTP response time was over 276 seconds.

Hypertext Transfer Protocol
< HTTP/1.1 200 oK\r\n
- [Expert Info (cChat/sequence): HTTP/1.1 200 ok\r\n]
[Message: HTTP/1.1 200 okK\r\n]
[severity level: chat]
[Group: Sequence]
Request Version: HTTP/1.1
status Code: 200
rResponse Phrase: OK
Last-Modified: Sun, 13 Mar 2011 19:41:25 GMT\r\n
Content-Type: video/x-flvirin
Date: Mon, 14 Mar 2011 03:42:42 GMT\r\n
Expires: Mon, 14 Mar 2011 03:42:42 GMT\r\n
Cache-Control: private, max-age=22338\r\n
Accept-Ranges: bytes\r\n

7 Content-Length: 31095594\r\n This indicates the HTTP
[content length: 31095594] response time is over 276
Connection: close\r\n seconds - that is not correct - the

X-content-Type-Options: nosniff| YTTPresponseis in Packet 6
server: gvs 1.0\r\n

\rin
[HTTP response 1/1] /lﬁp’

Time since request: 276.738716000 seconds

Request in frame: 4]

This is not correct. The HTTP response time is measured from the HTTP request
packet to the HTTP response packet that contains the 200 OK response.

Step 4: To find the actual HTTP response time, in the Packet Details pane of any
packet, right-click the TCP header, select Protocol Preferences and toggle off the
Allow subdissector to reassemble TCP streams preference setting.
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Step 5: Now click the Go to First Packet button. Notice we see that Packet 6 actually
contains the 200 OK response. Examine the HTTP response time value in Packet 6. It
is just over 300 ms.

Topic 100: Wireshark Lab 12
This topic provides a way to find the top talkers in Wireshark.

We can use the Conversations window to determine the most active conversation
based on hardware address, network address, or even the port numbers in use.

Step 1: Open tr-general.pcapng.

Step 2: Select Statistics | Conversations. The tabs indicate the number of each type
of conversation seen in the trace file.

| A Conversations; lr-general poapny =8 n
| BF = I
{Ethemet: & | Fibre Channed| FUUI | e 30 1k | 1P| | e | v | S11 | TR 3% | Token Hing | UDR: 18 s | weany
Ethemet Conversations
Address & 1 Addrecs B 4 Packets 4 Bytes 4 Packets A=B 4 Bytes A~ 4 Packets A-B 4 Bytes 4B 4 RefStant 4 Duration 4 bpsA=B 4 bpsd-B 4
Tie2hd Hewlett-_aTbfad 1004 423541 561 MM 41 TITI1 000000000 463651 596704 1A
T 7 20 o 0 2 N

Broadeast

ok sl 1620

Broadeast 114
Broadeast 9 6% 9 1650

al Rroadad 1 a2 11 682

E ] Mame resciubon [ Limit to desplay hites

Hdp Copy oflow Stream braph A B braph A+ B Close

T — T I —— ————

Figure 100.1: Find the Most Active Conversation (Byte Count)

Step 3: We are interested in the most active TCP conversation (in bytes) in this trace
file. Click the TCP tab and then click the Bytes column heading twice to sort from
high to low. The most active conversation is between 192.168.1.72 on port 32313
and 192.87.106.229 on port 80 (listed as http).

Step 4: Right-click on this top conversation and select Apply as Filter | Selected A <-
>B. Wireshark applies the filter and displays the 123 packets of this conversation.
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I 3
Ml Corversations: tr-generalpeapng |ﬂﬂ[
mmm:a| Fitre Channet | £001 | N:mi | 1px | oxra | | SCTP| TCP: 56 | Token Ring up: 18| g | WLAN |
TCP Conversations I
Address A 4 Pont B 4 PortB 4 Packets 4 Bytes = Packets A~E 4 Bytes A—B 4 Packets A-B 4 BytesA-B 4
(B 20 ket 2 ol (% L
192168172 32, & Apply as Filter L Selected ¢ A=B 74096 |©
192168172 32318 Prepare a Filter * Not Selected > A-B 40857
192168172 32206 Find Packet + = a0 Sebected * A=B M
1921681.72 32303 Colorize Conversation r . of Selected L A e Any 146597
192168172 32208 Lol Lo T e 80 NGt Selected » A= Any 10657
192168172 381 2343181210 hitps 19 .. of not Selected » A — Any 7905
192168172 3315 102111131 http BT 9 Aw=B 845
192.168.1.72 32289 199.59.14892  https % 67N 11 41 Any—B 2516
192168172 32291 65254 46.200  http 16 5460 0 26 Any =B 2783
192168172 32309 143127102125 hitp 4 7 11n 316
192168172 38X 1923524450 fip 41 426 18 1233 2 ELC RS
, i
¥ Name resolution Limit to display filter
Hlp || Comy | [ FollowStream | [ GraphA-B | [ GrophB-A | [ Glose |

J

Step 5: When you are done, click Clear to remove your display filter, toggle back to
the Conversations window and click Close.

Topic 101: Wireshark Lab 13
This topic provides how to build a basic 10 graph in Wireshark.

The basic |0 Graph can be used to view throughput levels for all traffic in a trace file,
or plot a subset of traffic (based on display filters). The 10 Graph can help you
prioritize your troubleshooting tasks.

Step 1: Open tr-winsize.pcapng. This trace file contains a single TCP conversation. An
HTTP client is downloading a large file from a web server.

Step 2: Select Statistics | 10 Graph. By default, Wireshark displays the packets per
second rate (packet per tick with a default tick rate of one second).

M Wireshark 10 Graphs: tr-winsize.pcapng B
1000
We have two distinct throughput problems
during this file download process
500
=TT 0
Os 20s
mnr
Graphs X Axis
Color IrFil!el; Style: Line B [¥] Smooth | | Tick interval: 1 sec E
lGraphZ Color [Fjilel; Style: Line B @] Smooth Pl phe k- Z B
@ E S E| @S - [ View as time of day
raj Iter: e | Line moot!
B £ &4 ! ) Y Axis
salor oy | ine E| 7| Smooth || ynie:  [Packets/Tick | =]
Graph 5| Caolor Style: Line E| ¥ Smooth | Scale: Auto E]

Smooth: Mo filter

[ bep || copy | [ sve || gose |

Figure 101.1: Quickly Spot a Throughput Problem in an 10 Graph
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Let’s investigate both of them.

Step 3: Click on the first drop in throughput in the graph. Wireshark jumps to that

point in the trace file so we can investigate the problem furthe

r.

M tr-winsize peapng

i

File Edit View Go Capture Analyze Statistics Telephonz Tools |Internals Help

o4 HTTP 1230 C
64 HTTP 1514 C
84.134 TCP 54 a
—164 HTTP 1514 C
134 TCP 54 al
] H0L2 204.152.184.134 FepE o
376 0.000921 10.0.52. 164 204.152.184.134 TCP 54 [
377 0.180846 204.152.184.134 10.0.52.164 HTTP 1514 C
378 0.000292 10.0.52.164 204.152.184.134 TCP 54 ai

0.000703 204.152.184. 0.0,52.164 1518w

370 0.000869
371 0.001347
372 0.000013
373 0.001043
0.193043

There is a significant delay at
the first drop in throughput

4

codms EEXR aeveTL B aaan §BBR% B
Filter: B&pmsinn.u Clear  Appty  Save TCP-HS

o, ~ Time Source Destination Protocol  Length Info

U UL UUUULT LU UedLeauT CUT.LsL AUTI LT ST wna ~ g Len

ontinuation or no
ontinuation or no
nd-Tm > http [ACK
ontinuation or no
nd-Tm > http [ACK
TCP Window Update’
TCP Window Update
ontinuation or nog
nd-Tm > http [ACK
ontinuation or

If your Time column is set to Seconds Since Previous Displayed Packet (View | Time
Display Format), you will see a delay of over 2.75 seconds in the trace file. Packet
375 is marked as a TCP Window Update packet. This indicates that the delay may
have something to do with the Window Size value advertised by the client

(10.0.52.164).

Step 4: Go to the 10 Graph. Click on the second problem point in the graph. From
Wireshark’s window, we can see what is happening at this point in the file download

process.

M tr-winsize peapng —

File Edit View Go Capture Analyze Statistics Telephony we are in p30ket |055

COAME BERXE Qe

recovery atthe

second problem point in the 10 Graph

Filter: Exp
No. + Time Source Destination Protoco t

Apply  Save TCP-
h Info

66100.001117 204.152.184.134 10.0.52.164

4 Continuation of

6120.000824 204.152.184.134 10.0.52.164 HTTP 1230 Continuation g

6614 0.001496 204.152.184.134 10.0.52.164 HTTP 1514 Continuation

66160.001033 204.152.184.134 10.0.52.164 HTTP 1514 Continuation

The client appears to be in the middle of a packet loss recovery process.

Step 5: Go to the IO Graph and click Close.
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Topic 102: Wireshark Lab 14

This topic discusses the addition of a coloring rule in Wireshark.

Coloring rules can be used to quickly identify packets in the Packet List pane. Let’s
build a coloring rule to highlight DNS errors.

Step 1: Open tr-chappellu.pcapng.

Step 2: Type dns in the display filter area to capture all DNS traffic and then click
Apply. Forty-three packets will match your filter. The client asks two DNS servers
(75.75.75.75 and 75.75.76.76) to resolve www.chappellU.com nine times before
receiving an answer (Packet 12).

Ml tr-<happeliu.peapng \

Ble Edit View Go Capture Analze Statistics Ta\ephon! Tools Internals Help
CEAEEIERRES AEsaT L RAGN FEB % @

Filter. | dns EiExpresi\onm Clear Apply Save

No.  Time Source Destination Protocol Info

0.251 24.6.173.220 75.75.75.75 DNS Standard query 0x5451 A www.chappellu.

2

3 1.252 24.6.173.220 75.75.76.76 DNS Standard query 0x5451 A www.chappellu.con
4 1,253 24.6.173.220 75.75.75.75 DNs, Standard query Ox5451 A www.chappellu.con
5
6
8

2.252 24.6.173.220 75.75.76.76 standard query 0x5451 A www.chappellu. com
Aepdipd P A ) PR s standard query 0x5451 A www.chappellu. com
4.252 24.6.173.2 Standard query 0x5451 A www.chappellu.com
9 4.252 4.6.173.2 Standard query 0x5451 A www.chappellu.com
10 8.253 24.6.173.2] Standard query 0x5451 A www.chappellu.com
11 8.253 24.6.173.220 75.75.76.76 DNS sStandard query 0x5451 A www.chappellu.com
12 8.298 75.75.75.75 24.6.173.220 DNs ,Standard query response 0x5451 A 198.66.23
24 8.449 24.6.173.§ The response finlly Standard query Oxclbe A www.google-analyti

25 8.465 75.75.73, i Standard query response Oxclbe CNAME www-

Figure 102.1: Build a Coloring Rule to Highlight DNS Errors

These are all repeated
DNS requests

Step 3: Right-click on the Domain Name System (query) section in the Packet Details
window of Packet 12. Select Expand Subtrees. When the Reply Code field inside the
Flags section contains a 0, the DNS response was successful. If it contains any other
value, the response indicates there is as DNS error.

Step 4: Right-click on the Reply Code field and select Colorize with Filter | New
Coloring Rule.

Step 5: Enter DNS Errors as the name of your new coloring rule. Change the String value to
dns.flags.rcode > 0.
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Expand All

© Frame 12: 93 bytes on wire (744 bits) " >its) on interfa
« Ethernet II, Src: Cadant_31:bb:cl (0(  AeplyssColumn wlett-_a7:bf:a3
» Internet Protocol Version 4, Src: 75.  ApplyssFite v5t: 24.6.173.220
+ User Datagram Protocol, Src Port: don ,~* *  (54R17)
- Domain Name System (response) , *| & Color
IRequest In: 101 Foblow VDR Sam - e
[Time: 0.044976000 seconds] N e
Transaction ID: 0x5451 = e E":‘";
F'lfgs: 0x8180 Standard query respon (T o ) (:I:rﬁ
[000 6.0 1111 1111 < opeode: Star® wemsecina
. . = Authoritatiy @ FierFieldReference E:::‘r:

Protocol Help

Truncated: M - :
H le...
Recursion ay # Decodeds.. S New oloing ke
Z: reserved | ¥ DisblePmtocol..
o R

¢ portion was no

. = Non-aut

Questions: 1
Answer RRs: 1

Authority RRs: 0
Additional RRs: 0

v Queries
 Answers

Step 6: Click the Background Color button and type orange in the Color Name field.
When you tab away from the Color Name field, Wireshark changes the word
"orange" to the hex value #FFA500. Then, Wireshark shows the new color in the
color preview area. Click OK to close the background color window and click OK to

close the Edit Color Filter window.

M Wireshark: Choose Background color for “name” %
, Hue: E T Red: 255 [
ey o Saturation: (100 Green: 165 =

Value: 100 - Blue: a

Color name: | #FFAS500 \

Wireshark converts color
names to hex values

Color preview area Lo [ comee |

Your new coloring rule appears at the top of the list of color filters. Packets are

processed in order through this list. Now, DNS errors will appear with an orange

background.
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T =
Ml Wireshark: Coloring Rules - Profile: Troubleshooting Bogk Profile (ol C e |

Edit Filter Order

New coloring rules are
placed at the top of the list

Import
Epont smb || nbss [| nbs || nbipx || ipxsap | netbios

HTTP hitp [ tcp.port == 80
Clear || | PX ipxl spx

Help | e Apply Cancel

Step 7: Click OK to close the Coloring Rules window.

Step 8: With dns filter still in place, scroll through the packets to see if you notice the
two DNS errors in the trace file. Packets 83 & 84 appear with orange.

[ ‘ tr-chappellupeapng 1}

File Edit View Go Capture Analyze Statitics Te\ephnr{ Tools Intemals Help
OOANE BAXRE Q60T aQam ¥Bf% g

filter | dns EIExpmsmnm Clear ~— Apply Save

No.  Time Source Destination Protocal  Info
79 8.829 75.75.75.75 24.6.173.220 ONs Standard query response Oxell8 CNAME cf-ssl
80 8.830 24.6.173.220 75.75.75.75 ONS Standard query Oxfd77 AAAA www.nitroreader.co
81 8.838 75.75.75.75 24.6.173.220 DNS Standard query response Oxeddd Aasa 2001:486
82 8.860 24.6.173.220 75.75.75.75 ONs Standard query Oxfd77 AAA www.nitroreader,
83 8.869 75.75.75.75 24.6.173.220 ONs standard query response Oxfd77 server failure
84 8.873 75.75.75.75 24.6.173.220 ONS Standard query response Oxfd77 Server failure
162 28.664 24.6.173.220 75.75.75.75 ONS Standard query Oxa%h6 A wvuzit.com
164 29,665 24.6.173.220 75.75.76.76 ONS Standard query Oxadhé A wvuzit.com
1165 29.665 173.220 75.75,28.75. DNS. Staadar a9 7]

Step 9: Expand the Frame section in the Packet Details pane of Packet 83. You will
see your Coloring Rule Name and Coloring Rule String listed in this area.

Topic 103: Capture Options for a Switched Network

This topic explains tips on choosing a capture location for a switched network.

These days, almost all network clients are connected to the network through a
switch. Four types of packets are forwarded by a switch. Broadcast multicast, traffic
to your hardware address and traffic to an unknown hardware address.

Because of this, when you connect a system running Wireshark directly to a switch
port, you cannot listen to other users' traffic. In order to capture the traffic between
the client and the upstream switch (and ultimately a remote host), you need to
either
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(a) Install Wireshark or another capture tool on the user's machine,

(b) Make the switch send a copy of the traffic down your analyzer port, or
(c) Tap in and obtain a copy of the traffic between the client and the switch.
Install Wireshark on User's Machine: This is a great option—if you possible.

Switch Port Spanning: The next option to consider is to make the switch send a copy
of the traffic down to your analyzer port (aka "spanning"). Not all switches support
this feature. If there are corrupt frames traveling from the user's host, those corrupt
frames won't be forwarded down the spanned port by the switch. Furthermore,
avoid "oversubscribing" your switch port — spanning a level of traffic that cannot "fit"
down the pipe to your Wireshark system. Switch will drop excess packets and trace
file will be incomplete.

Use a Test Access Port ("Tap"): A tap is a simple device that copies all the traffic
flowing through it (including those corrupt packets) out to a monitor port.

Topic 104: Wireshark Lab 15
In this topic, we describe the Wireless Capture Options in Wireshark.

You are lucky if your native WLAN adapter can capture WLAN Management and
Control traffic. In Monitor Mode, you should be able to see traffic from any network
as well. To test the capture capabilities of your WLAN Native Adapter, follow the given
steps.

Step 1: Launch Wireshark and click the Interface List button on the Main Toolbar.
Step 2: Select the checkbox in front of your WLAN adapter and click Start.

Step 3: Go to a browser window and visit www.wireshark.org. Go to Wireshark and

examine the packets you have captured. If your native adapter is suitable for
network capture, you should see some WLAN management and Control traffic (such
as Beacon packets and Probe Request/Probe Response packets).
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http://www.wireshark.org/

» Frame 4599: 148 bytes on wire (1184 bits), 148 bytes captured (1184 bBits
# Radiotap Header v0, Length 20
= IEEE 802.11 Probe Request, -
Type/Subtype: Probe Request
; F{ame Con{gﬂ Field: 0x4000 Yot iaouls LN
000 0000 0000 0000 = Duration: 0 microsd Management Contrland Datarames
Receiver address: Broadcast (ff:ff:ff:.ff:ff:ff)
Destination address: Broadcast (ff.ff.ff.ff.ff.ff)
Transmitter address: Apple_98:26:c0 (60:fa:cd:98:26:c0)
source address: Apple_98:26:c0 (60:fa:cd:98:26:c0)
BSS Id: Broadcast (ff:ff:ff:ff:ff:ff)
Fragment number: 0
Sequence number: 478
¢ Frame check sequence: Ox09%e00bbe [correct]
« TEEE 802.11 wireless LAN management frame

U

Figure 104.1: Test Your WLAN Native Adapter Capture Capabilities

Also, when you look at the data packets you should see an 802.11 header on the
data packets. If your adapter strips off the 802.11 header, Wireshark will apply an
Ethernet header. In case, you do not see these traffic types or characteristics,
consider another solution for WLAN capture.

Visit: wiki.wireshark.org/CaptureSetup/WLAN for additional options for WLAN
capture.

Topic 105: Wireshark Lab 16
This topic provides how to capture to a File Set in High Traffic Rate Situations in
Wireshark.

Capturing to file sets is an important task when you are working in high traffic
situations. File sets are groups of trace files that are linked based on their file name.
In this lab exercise, we will use an autostop condition to only capture three files.

Step 1: Click the Capture Options button on the Main Toolbar.

Step 2: In the Capture Options window, set path and file name for your file set.
Enable Use Multiple Files. Set Next file every 1 Minute(s). Set Stop capture after 3
Files. Click Start.

Step 3: Open a browser and visit several web sites. Browse for at least 3 minutes and
go to Wireshark. Your capture process will automatically stop after 3 minutes. The
third file will be displayed.

Step 4: To move from one file to the next file in a file set, select File | File Set | List
Files, select a file in the list and Wireshark will load that file. You can quickly locate
specific packets in the file set by applying a display filter to one of the files and then
clicking subsequent files in the file list. The display filter will remain in place as you
open each file. When you are finished navigating through files, click Close on the File
Set window.
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Topic 106: Wireshark Lab 17
This topic describes how to create and apply a MAC address filter in Wireshark.

Capture filters can reduce the traffic that you need to examine. Here, we will create
and use a capture filter based on the MAC address. This will enable us to see all of
the traffic to or from our machine.

Step 1: Obtain the MAC address of your host using either ipconfig or ifconfig as
supported by your machine’s OS.

Step 2: Click the Capture Options button on the Main Toolbar.

Step 3: Enter ether host xx:xx:xx:xx:xx:xx (replacing the x indications with your MAC
address). Uncheck Use multiple files. Click Start. If you need this filter again, then
click the Capture Filter button. Click New and name your filter MyMac and click OK.

Step 4: Open a browser window and visit www.wireshark.org.
Step 5: Go to Wireshark and click the Stop Capture button on the Main Toolbar.

Step 6: Your trace file will contain the HTTP traffic from your browsing session to
www.wireshark.org.

Step7: Clear the display filter when you are finished.

Topic 107: Verify the Target Host Traffic

This topic describes how to verify the capture process in Wireshark.

The first step of any analysis process is to verify that the hosts are able to
communicate and you can see their traffic in the trace file. If hosts are not able to
communicate, there can be several reasons for this.

Check Your Capture Process: If you do not see any traffic, something may have gone
wrong during the capture process. A) Wireshark had a capture filter in place and the
complaining user's traffic did not match the capture filter. B) If you are using a tap,
the user's network cable isn't plugged into the tap. C) If you are spanning a switch
port, the switch is not spanning the traffic down your analyzer port.

Consider the TCP/IP Resolution Process: All applications must go through a basic
resolution process to build the packet to communicate with another host on a
TCP/IP network.

1. Port Resolution: The user specifies Port number in the URL, in the application
code.
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2. Name Resolution: Examine local cache to locate the information or send a name
resolution request on the network.

3. Location Resolution — Local or Remote: Compare target address to local host
subnet mask.

4. MAC Address Resolution — Local Target: Examine local cache to locate the target
MAC address or send an ARP Request.

5. Route Resolution: Examine local cache to locate the best route for target host.

6. MAC Address Resolution — Remote Target: Examine local cache to locate the
target MAC address or send an ARP Request.

Topic 108: Wireshark Lab 18
This topic describes how to identify name Resolution Problems in Wireshark.

If a client does not know the IP address of a target (either in cache or a local hosts
file), the client can send a DNS query to obtain this information. What if the client
does not know of a DNS server to ask, the client cannot send out a DNS query. The
resolution process ends there. If a client sends a DNS query and does not get a
response or receives an error in the DNS response, the client can't talk to the target.

Step 1: Open tr-nameresolution.pcapng.

Step 2: Type dns in the display filter area and click Apply. You can observe from the
Status Bar that 32 packets match this filter. From the Info column, you can see a
number of No Such Name responses indicating the name resolution process failed.
This can be due to DNS issues or user issues. In this trace file, the user typed the
wrong URL.

Step 3: Clear the display filter when you are finished.

Topic 109: Wireshark Lab 19
This topic describes how to identify local address Resolution Problem in Wireshark.

Before a client can send a packet to a local target or a local router, it must obtain the
MAC (Media Access Control) address of that local target or router. If the client does
not have the MAC address information in cache, the client sends out an Address
Resolution Protocol (ARP) request. If no response is received when trying to acquire
the local target's MAC address, the client is done. It cannot send out a packet to the
target.

Step 1: Open tr-localresolution.pcapng.
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Step 2: Scroll through this trace file. Look at the ARP requests sent to discover the
MAC address of 192.168.1.45. There are no responses.

M tr-localresclutior.peapng

—

File Edt View Go Captue Analyre Scatistics Te\ephonz Took Intemals Help YOUShDuld neVerhaVetO askfor
oo dmy BEXE NesaTLI[EE Q[ anythingtwiceonthenetork

Filter E Expression...  Clezr Apoly Save

No.  Time Source Destination Pratocol  Info

0.000 Hewlett-_a7:bf:a3 Broadcast ARP  Who has 192.168.1.457 Te
0.863 Hewlett-_a7:bf:a3 Broadcast ARP  Who has 192.168.1.45? Te
0.999 Hewlett-_a7:bf:a3 Broadcast ARP  Who has 192.168.1.457 Te
1.002 Hewlett-_a/:bf:aj Broadcast ARP  Who has 192.168.1.457 Te
0.997 Hewlett-_a7:bf:a3 Broadcast ARP  Who has 192.168.1.457 Tell 192.168.1.72
1.000 Hewlett-_a7:bf:a3 Broadcast Who has 192.168.1.457 Tell 192.168.1.72

He

17 192.168.1.72
11
11
11
11
11
1.001 Hewlett-_a7:bf:a3 Broadcast Who has 192.168.1.457 Tell 192.168.1.72
11
11
1
11
11

192.168.1.72
192.168.1.72
192.168.1.72

SO —1 o on B Lo b

0.998 Hewlett- Who has 192.168.1.457 Tell 192.168.1.72

1
1
]
1
9 1.000 Hewlett-| Ifthe clientcan'tresolvethe MAC |who has 192.168.1.457 Tell 192.168.1.72
} address for 1924881 45, it
1

cannot send a packet to it

10 1.00L Hewlett- Who has 192.168.1.457 Tell 192.168.1.72
Who has 192.168.1.457 Te
Who has 192.168.1.457 Te

11 0.998 Hewlett-
12 1.000 Hewlett-
LAl

.

192.168.1.72
192.168.1.72

Figure 109.1: Find Local Address Resolution Problems

Without resolving MAC address issue, 192.168.1.72 will not be able to communicate
with 192.168.1.45. Maybe 192.168.1.45 is not currently up. Maybe that is the wrong
IP address. We can't tell.

Topic 110: Wireshark Lab 20

In this topic, we describe the “No server Response to TCP Connection Request”
situation in Wireshark.

There are several reasons why a server may not respond to a TCP connection
attempt. The TCP handshake request packet (SYN) may not arrive at the server.
Maybe the SYN packet was lost. A firewall along the path dropped the SYN packet, or
a host-based firewall on the server blocked access to the port. Alternately, the
response (SYN/ACK) may not arrive at the client. The SYN/ACK packet was lost along
the path, or a firewall along the path blocked the SYN/ACK.

Step 1: Open tr-noserver.pcapng.

Step 2: Scroll through this trace file. This trace file contains only SYN packets from
192.168.1.72 to 192.168.1.66. None of the SYN packets have received SYN/ACK
responses. Expand the TCP header in Packet 1. Right-click on the [Stream index: 0]
line and select Apply as Column. Wireshark shows that there are 6 separate
connections (TCP Stream Index: 0-5).
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tr-noserver.pcapng (
Eile Edit View Go Capture Anslyre Statistics Telephony Tools [ntemals Help

codama EBX2 R+99T72EE QQan @8k 8

Filter (] Bpression..  ciesr g e TCP

do.  Time Source Destinabion Protocol  Stream ndex  Source Port  Info

1 0.000 192.168.1.72 192.168.1.66 TCP 0 5538 5538 > http

2 2.042 192.168.1.72 192.168.1.66 TCP 1 5537 5537 > htdf

11.327192.168.1.72 192.168.1.66
0.251 192.168.1.72 192.168.1.66
0.425 192.168.1.72 192.168.1.66 5541 5541 > http

15 11.580192.168.1.72 192.168.1.66 TCP

- . The client attempts numerous TCP
13 0,261 107.1] connections on different ports 3 5540 [TCP Retrar
3545 5345 > htty

Figure 110.1: No Response to TCP Connection Request

Step 3: Right-click on the TCP Source Port field in any packet and select Apply as
Column. This shows that the client has set up numerous ports for these connections.

Step 4: Some of these SYN packets match the HTTP coloring rule while others match
the Bad TCP coloring rule because the SYN packets are Retransmissions.

Topic 111: Wireshark Lab 21
This topic discusses how to analyze the “No Response to Service Request” situation
in Wireshark.

Step 1: Open tr-serverresponse.pcapng.

Step 2: Scroll through this trace file to get familiar with the traffic pattern. Use the
Stream Index column to differentiate the separate connections bet. 24.6.173.220
and 50.62.146.230. Right-click on Packet 1 in the Packet List pane and select
Conversation Filter | TCP.

|‘ tr-serverresponsepeapng
file Edit View Go Copiure Andlyze Safistics Telephony Tools [ot

GO4ANL BRERE Qe09F L

Filter:  (ip.addr eq 246173220 and ip.addr eq 5062146.230) and (tep.port eq

The HTTP portis open, but the server does not
send a response code - TCP is performing
properly - this is an application issue

Source Destination Protocel Stream index  Info

44043 > http [SYN]

. Time

1 0.000 24.6.173.220 50.62.146.230

2 0.035 50.62.146.230 24.6.173.220 http > 44043 [SWN
3 0.000 24.6.173.220 50.62.146.230 TCP 44043 > http [ACK/Seq=1565847%
4 0.000 24.6.173.220 50.62.146.230 HTTP GET / HTTP/L.1
5

b

1

)

TcP

7.631 24.6.173.220 50.62.146.230 TCP
1 0.075 50.62.146.230 24.6.173.220
21

0
0
0
0.036 50.62.146.230 24.6.173.220 TCP 0 http > 44043 [AcK] Seq=1588409
0 44043 > http [FIN, ACK] Seg=136}
TCP 0 http > 44043 [ACK] Seq=1588409
119.9924.6.173.220 50.62.146.230 TCP 0 44043 > http [RST, ACK] Seq=15C

Figure 111.1: No Response to Service Request
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The TCP handshake completes successfully in Packets 1-3. The client requests the
default file from the web site's root directory in Packet 4. Packet 5 contains
acknowledgment no. 288, which indicates that the server has received every
sequence no. up to 287, and it expects sequence no. 288 next. So, server received
the request. Packet 5 contains acknowledgment no. 288, which indicates that the
server has received every sequence no. up to 287, and it expects sequence no. 288
next. So, server received the request. The client's browser appears to time out and
sends a FIN/ACK after almost 8 seconds. The client begins an implied connection
termination. The server sends an ACK. We would expect the server to begin closing
its side of the connection, but it does not. The client waits almost 120 seconds
before sending a RST/ACK. TCP appears to be functioning properly in this trace file.
The symptoms indicate the application has failed at the server side.

Topic 112: Do not Focus on Acceptable Delays
This topic discusses the worth of normal delays.

You can safely ignore some delays in your trace files. For example, a delay before a
TCP RST packet would likely not be felt by the end user. Such acceptable delays
should not raise an alarm.

Delays before DNS Queries

A DNS query will be triggered when we enter a URL in a browser and then press
Enter. When we see an interesting link on a web page and we click on it. Open tr-
delays.pcapng.

You will find that the delay before Packet 29 is caused by an eventual time out of a
connection. Packet 32 is a DNS query and the delay before it is because the user did
not straightaway click on www.wireshark.org.

Delays before TCP FIN or Reset Packets

Delay introduced by an application, which sends TCP FIN/RST packets to close the
connection after waiting for specified time or some task is completed.

Delays before a Client Sends a Request to a Server

Filling out a form and pressing the Submit button, or clicking the next link on a web
page. In all such cases, an application requires user interaction.

Delays before Keep-Alive or Zero Window Probes
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Keep-Alives and Zero Window packets are sent during a Zero Window situation to
determine if more buffer space is available at the target. Hosts also send “Keep-
Alives” periodically to maintain a TCP connection.

Delays before TLS Encrypted Alert

An application sends a Transport Layer Security (TLS) Encrypted Alert to eventually
close an encrypted connection; we can't see the Close command.

Delays before a Periodic Set of Packets in a Connection that is Otherwise Idle

Applications can define their own keep alive packet types to keep the connection
active.

Topic 113: Watch for the Delays that DO Matter
This topic describes various delays that do matter for networks.

On your network, knowing what "normal" delay times are will help you identify
unusually high delay times. We next provide a list of delays that should be examined.

Delays before a Server Responds with a SYN/ACK

A client can use the time between the SYN and SYN/ACK in the TCP handshake to
determine the round trip time between the hosts. A large delay before the SYN/ACK
is an indication of a high round trip time between the hosts.

Delays before a Client Completes the 3-Way TCP Handshake

Time between SYN/ACK and client’s ACK to finish TCP handshake can be used by
server to determine the round trip time.

Delays before a Server Sends a Response

In a trace file, if you observe that a server quickly sent an ACK to a client's request,
but there is a long delay before server’s response, then this is not path latency issue.
We need to consider why a server might be slow. For example, let’s look at the case
given in tr-http-pcaprnet101.pcapng. The client's GET request (GET /home) in packet
18 followed by the server ACK takes 17 ms. We can see a delay of almost 1.8 seconds
before the requested data begins. The trace was taken at the client. The round trip
time between the hosts is acceptable, but the server response time is not.

Delays before the Next Packet in a Data Stream

There can be several reasons for delays that occur during a file download or file
upload process. The sender became busy with other processing. There can be a
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device along the path, which may be buffering the data for higher priority traffic.
Lack of receive buffer space at a receiver.

Delays before an ACK from a TCP peer

This situation arises when ACKs from a receiver get delayed because of the path
latency or delayed ACK function. Delayed ACK timers are often set at 200 ms.

Delays before a Window Update

A host must wait for a Window Update before sending a packet, if it finds that
Window Size advertised is too small to fit a full-sized data segment.

Topic 114: Wireshark Lab 22

In this topic, we discuss how to detect delays in UDP Conversations in Wireshark.

The User Datagram Protocol (UDP) is a connectionless transport layer protocol with
an 8-byte header. Unlike TCP, UDP has no sequencing or acknowledgement
capability. Delays between requests and responses are a measure for UDP-based
applications. UDP conversation statistics such as packet rate, bps rate etc. can be
obtained with Conversations Window.

Step 1: Open tr-voip-extensions.pcapng.
Step 2: Select Statistics | Conversation.

Step 3: Click the UDP tab. Uncheck the Name Resolution option, if you are
interested in seeing port numbers rather than port names.

Step 4: Click twice on the bps A —> B column heading. This will sort UDP
conversations based on traffic flowing from Address A/Port A to Address B/Port B. In
the list, Wireshark will view the conversation between 192.168.5.11/port 25426 and
192.158.5.10/port 8000 first.
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M Conversations: tr-voip-extension.pcapng ?

scTp] TC’

UDP @

Address A 4 Port A 4 AddressB 4 PortB 4 Packets 4 Bytes 4 Packets A—B 4 Byts
25426  192168.5.10 8000 575 117426 289

RSVP

‘ Ethernet: 2| Fibre Ehennﬁ‘.l FDDJ' 1Pvd: 2| P L| IF'}.l J'ILT,"-'l MNCP

192168510 192.168.5.11 5060 2. 193 2
192168511 25427  192.168.5.10 8001 5 542 5
192168510 5060 192.168.5.11 1073 12 6152 0
192168511 7818 192.168.5.10 5060 & 4123 0
192168.5.20 5060 192168.5.11 1033 3 2254 0
192168511 7818 192.168.5.20 5060 4 2471 0

] Name resolution  [] Limit to display filter

Ll Hep | | §°P¥ | {

Figure 114.1: Obtain UDP Conversation Statistics and Filter on a UDP Conversation

Step 5: This conversation is also the most active UDP conversation in terms of the
Bytes column value. Right—click on this conversation line and choose Apply as Filter |
Selected | A <—>B.

Step 6: Select File | Export Specified Packets and name your new file
udpconvl.pcapng. When you are done, clear the display filter and close the
Conversations window. Removal of unrelated traffic from view, allows Wireshark to
list down statistics related to that traffic set. This makes identification of
performance issues easier.

Topic 115: Wireshark Lab 23
This topic describes how to Add/Sort a Delta Time Column in Wireshark.

In Wireshark, the default Time column setting is Seconds Since Beginning of
Capture. It becomes easier to locate delays when a time column displays delta times.
We can locate the largest delays in a trace file by sorting the delta time column.

Step 1: Open tr-malaysianairlines.pcapng
Step 2: Expand the Frame section of any packet.

Step 3: Right-click on the “Time delta from previous captured frame” line and select
Apply as Column. This will create a frame.time_delta column.

Step 4: The new column appears to the left of the Info column. Click and drag it to
the right of the existing Time column.

Step 5: Rename the column by right-clicking on the column heading and selecting
Edit Column Details. Let’s change the Title to Delta. Click OK.
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Step 6: Click your new Delta column heading twice to sort from high to low. Go to
the first packet. You can see packets with the largest delays at the top of the list.

Ml tr-malaysanaiines poapng

1
| Fle £ Wew Go Copture Anabue Sulstics Telephony Tooks ntemals  Help Be careful notto gatdistractsd )
CRCEE W BERR AesaT i [EHEAQ by "normal" delays &

Filter, = | Bepresnicn..

Deshinghon Protocel

N Dielts * Souce Info

1296 3.703247000 66.235.138,19  192,168.1.72 TCP http > 18204 [RsT,
1285 3.613323000 50.116.194.21 192.168.1.72 TCP http > 18195 [FIN,
594 2.904176000 63.234.226.59 192.168.1.72 HTTP HTTP/1.1 302 Moved
1283 0.524120000 192.168.1.72 192.168.1.254 ©ONS sStandard query 0x10,
2 0.492624000 192.168.1.254  192.168.1.72 DNs Standard query res
598 0.421065000 63.234.226.59  192.168.1.72 HWTTP HTTP/1.1 200 oK (t
1281 0.366142000 192.168.1.254  192.168.1.72 DNS Standard query res
(11 0.199064000 63.234.226.59  192.168.1.72 HTTP HTTP/1.1 200 OK (&
a wd

A AARARAAAA A% %4 mms Pa ELCRET- R T B T L TEE I V. C s

Frame 1296: 60 bytes on wire (480 bits), 60 bytes captured (480 bits) on
Interface id: 0

Figure 115.1: Add/Sort a Delta Time Column

In this trace file, delays such as delays before DNS queries, TCP RST packets, or TCP

|II

FIN packets are “normal”. We do not care about them. Focus on delays before DNS

and HTTP responses.

Topic 116: Wireshark Lab 24
This topic describes how to add/sort a delta displayed time column in Wireshark.

Delays between displayed packets can be identified by using a delta displayed time
column. Let’s create such a time column to show the delta times of DNS traffic only.

Step 1: Open tr-malaysianairlines.pcapng.
Step 2: Click the Preferences button on the Main Toolbar and then select Columns.

Step 3: Click the Add button. In the drop-down “Field Type” list, select Delta time
displayed. Click on the column name and update the name to Delta Displayed.
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Ml Wireshark Preferences - Profile: Troubleshooting Book Profile - completed

= User Interface
[The first list entry will be displayed as the leftmost cd
Displayed Title Field type
@ No. Number
Time Time (format as specified)

Custom (frame time_delta)
Delta Displayed Delta ime displayed

Source address
Destination address
Protocol

acket length (bytes)

Figure 116.1: Add/Sort a Delta Displayed Time Column

Step 4: Click and drag your Delta Displayed column above the “Source” column. Click
OK. If desired, right click on your newly created column heading to set left
alignment.

Step 5: Now apply a filter for DNS traffic. For this purpose, enter dns in the display
filter area. Click Apply.

Step 6: Clicking twice on your new Delta Displayed column will sort from high to low.
Let’s not focus on delays before DNS queries, and care about delays before DNS
query responses.

| {r-malaysianairiines.pcapng  [Wireshark 1.123 (v1.12.3-0-gbb3e%0 from mas
lile Ldit View Go Caplure Analyze Sintistics T:Icp!mn]_r Tooks Intemals 1l
COANMAIBEXR Q69T LB AQADANRX R
Filter | dns v bpression.. Cleer  Lpcly  Sae TOPHS
Ho. Delta Delta Displayed * Source Destinaticn Length  Protocol  Info
942 0.0002584.294 192.168.1.72 192.168.1.25 688 DNS  Standard guery 0x2f26 A 232
17 0.0010810.614 102.168.1.72 192.168.1.25 76DNS Standard query Oxf2dc A s3.

1283 0.5241200.524 192.168.1.72 192.168.1.25 78DN5  Standard query 0x10c7 A win
20.4926240.492 192.168.1.254 192.168.1.72 Standard query response (x8a

1229 0.0078310.3% 192.168.1.72 192.168.1.25 76DNS  Standard query 0x533F A wwm
1281 0.3661420. 366 107.168.1.254 102.168.1.72 2220NS  Standard query response Oxbl
365 0.0202050.359 102.168.1.72 192.168.1.25 B3DNS  Standard query Oxflch A mal
410 0.0014790. 306 192.168.1.72 192.168.1.25 B890Ns  Standard query Oxdbcl A d3e
1139 0.0012880. 256 192.168.1./2 192.108.1.25 B8DNS  Standard query UxYc3b A mal
1757 0.0178620.73% 107 168.1.754 197.168.1.77 104 nNs  Standard query response (whe
147 0 nAnnan 118 107 1A% 1 72 107 1A% 1 28 A% nuc Ctandard muams (v1RAT A 720

We find that two packets (Packet 2 and Packet 1,281) are really very slow. Cause for
Delays: If a local DNS server does not have these names in its cache, it needs to
perform recursive queries to obtain the data.
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Topic 117: Wireshark Lab 25
In this topic, we describe how to plot UDP Delays in Wireshark.

Using Wireshark’s Advanced 10 Graph with a filter and a reference to the maximum
frame.time_delta_displayed value, we can have a pictorial idea about the delays in a
trace file.

Step 1: Open tr-queuing.pcapng.
Step 2: Select Statistics | 10 Graph.
Step 3: In the Y Axis Unit area, select Advanced...

Step 4: As this trace file contains less than 2 seconds of traffic. Select 0.01 sec, in the
X Axis Tick Interval area.

Step 5: Select the MAX(*) Graph 1 Calc option and enter
frame.time_delta_displayed in the Calc area.

Step 6: Click the Graph 1 button to plot the results. If your trace file contains both
UDP and TCP-based traffics and you want to plot UDP delays, then enter udp in the
Graph 1 filter area before you click the Graph 1 button.

M Wiceshark 10 Graphs: tr-queuing peapng [S=5EE Q
|jlf}ms
|
l F| |
| A
I W\\ll I ;
M ‘ |
(il |
ERESS T SIS | 1| R~ PSP ||
T T T T T T T T T i IR LA AL L B T j
000s 0205 0405 0605 080s 1005 120 14s 160s 1805
Graphs
ﬁ e — -
Graph 1 Color Fiter Calc MAX() | rame time et cisplayed Jiyle: Line +| 9 Smocth )
Graph 2| Color Fitr Calc SUM() Te] Stye Line | =] 7] Smocth PREBpETRE > (¥
R = = View as time of day
Graph3| (- | Filter Calc: SUMIY) v Style: Line v| 7 Smooth o
Graphd | Color |Fiter Cales SUM() lz] Styes Line || [¥] Smooth (@ =Tt _
Graph 5 |Filter: Cale: SUM() v Style: Line '| 7| Smocth | Scale™ |Auto -
Smooth: No fifter
Help Copy Sove | Close

There is a sudden increase in the delta time at approx. 1.2 seconds of the trace file.
On clicking these points, Wireshark jumps to that point in the trace file and enables
to do additional analysis.

Topic 118: Wireshark Lab 26

This topic describes how to obtain TCP conversation statistics in Wireshark.

Transmission Control Protocol (TCP) is a connection-oriented protocol. TCP is a
stream based communication. Each separate TCP conversation is numbered by
Wireshark with a TCP Stream Index (tcp.stream) value starting with 0. Let’s find the
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most active TCP conversation. If you have a large trace file, you can apply a filter
from within Conversations window.

Step 1: Open tr-chappellu.pcapng.
Step 2: Select Statistics | Conversations and click the TCP tab.

Step 3: Click twice on the Bytes column to sort from high to low.

e
‘ Conversations: tr-chappellu.pcapng

| Ethemet:1 | Fibre Channel | FoDI| 1Pwt: 7] 1pvs | x| 74 | mice | Rove | scrp| TP 23 | 148

Address A 4 PortA 4 AddressB 4 PortB 4 Packets 4 Bytes
246173220 35642 207171187117 http

* Packets A—B 1 E

246173220 35643 207171187117 http 122 119 496
246173220 35641 207171187117 http 85 85 381
246173220 35644 207.171187.117 http 56 54 884
246173220 35640 207171187.117 http 54 49 399
246173220 35629 184.73.250.227 http 66 26 339
246173220 35623 69.59.180.202 http 22 12078
246173220 35627 141101125193 http 14 9402

Name resolution  [] Limit to display filter

[ Help ] [ Copy }

\ N,

Figure 118.1: Obtain TCP Conversation Statistics

Step 4: Right-click on the top entry and select Apply as Filter | Selected | A <—> B.
Wireshark creates a filter based on the source/destination address and
source/destination port fields.

TCP Conversetions
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A8 1 Bytes A-B { PacketsA=B ¢ BtesA~B 4 RelStat ¢ Duration ¢ bps A= ¢ bpsA-f {

L 6 1200 A0 15U 190365 OSB3
B30 W 16 NATROIN0 LI 7R3 LIS
oo ¥ 0% 61312%0 1275 152087 11534

]
[ ¥ Bl
]

2|
AT 1247 M R
B 1% ¥ 4l

SMGEH0 110 01 MBI

184



4

tr-chappellu.pcapng [Wireshark 1.12.3 (v1.12.3-0-gbb3e%a0 from master-1.12)]

File Edit View Go Capture Analyze Statistics Telephon! Tools Internals  Help

¢ %972 EE

Filter:

ipaddr==24.6.173.220 && tep.port==33642 &8 ip.addr==207.171.187." v | Expfression..

Clear

Mo, Time
216 32.

822

TCP Delta

0.000000000

Source Destination

24.6.173.220  207.171.187.117

Apply Save

Length  Protocol

QRO WE®% @

TCP Dealy

Stream index  Info

20 35642-80 [SYN] Seq=0

220 32.

857

0.034746000

207.171.187.117 24.6.173.220

66 TCP

20 80+35642 [SYN, ACK] S¢

221 32.857 0.000197000 24.6.173.220  207.171.187.117 54 TCP 20 35642-80 [ACK] Seq=1 /
222 32.858 0.001048000 24.6.173.220  207.171.187.117 479 HTTP 20 GET /public/5tort/1/pl
23132.934 0.075583000 207.171.187.117 24.6.173.220 60 TCP 20 80+35642 [ACK] Seq=l /
321 33.372 0.437920000 207.171.187.117 24.6.173.220 1514 HTTP 20 HTTP/1.1 200 OK (JPEC
322 33.372 0.000004000 207.171.187.117 24.6.173.220 1514 TCP 20 80+35642 [ACK] Seq=14¢
323 33.372 0.000308000 24.6.173.220  207.1/1.187.117 54 TCP 20 35642+80 [ACK] Seq=42t
324 33.373 0.000747000 207.171.187.117 24.6.173.220 1514 TCP 20 80-35642 [ACK] Seq=29:
345 33.423 0.049643000 207.171.187.117 24.6.173.220 1514 TCP 20 80+35642 [ACK] Seq=43i
346 33.423 0.000245000 24.6.173.220  207.1/1.187.117 54 TCP 20 35642+80 [ACK] Seq=42t
347 33.424 0.000855000 207.171.187.117 24.6.173.220 1514 TCP 20 80-35642 [ACK] Seq=58:
348 33.424 0.000002000 207.171.187.117 24.6.173.220 1514 TCP 20 80+35642 [ACK] Seq=73(
20 22 474 N NNNTIRANN 24 & 172 790 07 171 187 117 &4 TrD N WAAILRN TArKT Can—1di

Step 5: Click Clear to remove your filter when you are finished. If there are many TCP
conversations contained in your trace file, the method we learnt in this topic can be
used to find the most active conversation and then quickly apply a filter on that
conversation.

Topic 119: Wireshark Lab 27

In this topic, we describe how to filter TCP conversation with the stream index field
in Wireshark.

What is a Stream?

Wireshark assigns each unique TCP connection attempt a separate TCP stream based
on the source/destination addresses and source/destination port numbers. Let’s
create a filter based on the tcp.stream field.

Step 1: Open tr-chappellu.pcapng.
Step 2: Expand the TCP header in Packet 59.

Step 3: Right-click on the [Stream index: 7] field in the TCP header. Select Apply as
Filter | Selected.
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e topstream==7 | Expression.. Clear  Apply  Save TCP-HS

No. Time Delta Delta Displayed  Source Destination Length  Protocel  Info

.00018 0 24.6.173.220 184.73.250. 66 TCP  35629-80 [SYN]

[}
708.772 0.06178 0.094 184.73.250.2:24.6.173.22 66 TCP  80-35629 [SYN, ACK] S«
718.772 0.000320.000 24.6.173.220 184.73.250. 54 TCP  35629-80 [AcK] seg=1 .
76 8.818 0.008800.045 24.6.173.220 184.73.250. 654 HTTP GET /documents.json?k
85 8.913 0.04028 0.095 184.73.250.2:24.6.173.22 60TCP 80-+35629 [ACK] seg=1 .,
899.153 0.13256.0.240 184.73.250.2:24.6.173.22 885 HTTP HTTP/L.1 200 OK (app’
909.353 0.199530.199 24.6.173.220 184.73.250. 54 TcP  35629+80 [AcK] seq=60:
112 10.7770.15622/1.424 24.6.173.220 184.73.250. 654 HTTP GET /documents.json?k
113 10.8720.094270.094 184.73.250.2:24.6.173.22 60TCP  80-+35629 [ACK] Seqg=83.
114 10.9210.04991.0.049 184.73.250.2:24.6.173.22 884 HTTP HTTP/1.1 200 oK (app’
115 11_.1280.20632'0. 208 24.6.173.220 184 .73.250. 54 TcP 3RA29-R0 TAck] Sen=12|

@ Frame 59: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface 0
# Ethernet II, src: Hewlett-_a7:bf:a3 (d4:85:64:a7:bf:a3), Dst: cadant_31:bb:cl (00:(
@ Internet Protocol Version 4, Src: 24.6.173.220 (24.6.173.220), Dst: 184.73.250.227
= Transmission Control Protocol, Src Port: 35629 (35629), Dst Port: 80 (80), seq: O,
Source Port: 35629 (35629)
Destination.Port: 80 (80)
. - e ram
sequence number: 0 (relative sequence number)

0000 00 01 5c 31 bb c1 d4 85 64 a7 bf a3 08 00 45 00 ..\1.... d..... E.
0010 00 34 29 99 40 00 80 06 00 00 18 06 ad dc b8 49 .4).G... ....... I
0020 fa e3 8b 2d 00 50 3f 97 el 9d 00 00 00 00 80 02 ...-.P?7. ........
0030 20 00 79 36 00 00 02 04 05 b4 01 03 03020t V6. ... ........

]| File "C:\Users\kashif\Desktop\Teaching\VU\indas\my teaching\slides\Tra. ckets: 724 - Displayed: 66 (9.1%) .
IES P g  teeching played 66 (

Figure 119.1: Filter on a TCP Conversation Using the Stream Index Field

We can see that Wireshark creates a filter for tcp.stream==7 in the filter display area
and applies it to the trace file. There are 66 packets matching this filter as indicated
on the Status Bar. You can save this TCP conversation in a separate trace file. Select
File | Export Specified Packets and provide a file name.

Step 4: Once you are finished, click Clear to remove the filter.

Topic 120: Wireshark Lab 28
This topic shows how to add a TCP stream index column in Wireshark.

There can be numerous TCP conversations in a trace file. Wireshark calls each unique
connection attempt a TCP stream. To differentiate the TCP conversations, Wireshark
assigns each unique connection attempt a separate TCP stream index based on the
source/destination addresses and source/destination port numbers. Wireshark
numbers each separate TCP conversation with a TCP Stream Index (tcp.stream)
value starting with 0. Next, we show that packet, which is part of the first TCP
conversation in a trace file.
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E3]

Frame 1: 863 bytes on wire (6904 bits), 863 bytes captured (6904 bi]
| Ethernet II, Src: Hewlett-_a/:bf:a3 (d4:85:64:a/:bf:a3), Dst: Cad
% Internet Protocol Version 4, Src: 24.6.173.220 (24.6.173.220), Dst
B Transmission Control Protocol, Src Port: 7439 (7439), Dst Port: ht}
Source port: 7439 (7439)
Destinati http (80)

]

=

=]

(relative seguence numbeg)

Figure 120.1: Add a TCP Stream Index Column

Step 1: Open tr-chappellu.pcapng.

Step 2: Expand the TCP header in Packet 1. Right-click on the [Stream index: 0] line
and select Apply as Column.

File Edit View Go Capture Analyze Statistics Ta\ephon! Tools |nternals  Help

e@4dH s R azi HEQaaB F0®%H

Expand Subtrees

Filter: Collapse Subtrees v| Bression..  Clear  fApply  Save  TCP Dealy
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72007 [
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84.252 Follow SSL Stream Standard query Ox
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10 8.253 Copy ' 77 DNS  Standard query Ox!
118.253 E’;"t°;‘5:‘i“e‘”’cm5’“"" 75.75.76.76 77DONS  standard query Ox!
12 8.298 i 24.6.173.220 93 DNS  Standard query re:
138.300  ® WikiProtocol Page 198.66.239.146 66 TCP  35622-80 [SYN] Se
148 117 @ Filter Field Reference - 274 A 172 200 AR TD RN.2ER2? Tovn Al

Protocol Help
Frame 1: 66 b protocol preferences

Ethernet II,
Internet Prot
- Transmission
Source Port
Destination
[Stream ind

bytes captured (528 bits) on interface 0

5:64:a7:bf:a3), Dst: Cadant_31:bb:cl (00:01:5c:3
3.220 (24.6.173.220), Dst: 198.66.239.146 (198.6
35621 (35621), Dst Port: 80 (80), Seq: 0, Len: 0

3 Decode As..
+ Disable Protocol...
Resolve Name

Goto Corresponding Packet

Show Packet Reference in New Window

Step 3: Click on your Stream index column once to sort the trace file by
conversations. Jump to the end of the trace file and you find that there are 23 TCP
conversations. Counting TCP streams starts at 0.
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4

Fle Edit View Go Capture Anshue Stafistics
NN
Fitter:

Ho. Time Defta Diefta Dizplayed
693 34.0840.00017:0.000
692 34.0840.00000:0.000
691 34.0840.00582:0.005
690 34.0780.0001310.000
689 34.0780.000000.000
688 34.0780.00089:0.000
687 34.0770.002710.002
686 34.0750.00018 0.000
685 34.0740.000000.000
684 34.0740.0008210.000

tr-chappellupcapng [Wireshark 1123 (v1.12.3-0-gbb3e%a0 from master-1.12]]

Telep‘honi Tools Intemals Help

v| Bxpression...  Clear  Appl

Source Detinztion Length  Protocol

24.6.173.220 207.171.187 54 TCP
207.171.187.:24.6.173.22 359 TCP
207.171.187.224.6.173.22 1514 TCp
24.6.173.220 207.171.187 54 TCP
207.171.187.224.6.173.22 1514 TCP
207.171.187.224.6.173.22 1514 TCP
207.171.187.224.6.173.22 1514 TCP
24.6.173.220 207.171.187 54 TCP
207.171.187.224.6.173.22 1514 TCP
207.171.187.224.6.173.22 1514 TCP

EEXQla¢s9TL HE ecan §B8% @

Save  TCP-HS

fream index gfo
644480 ACK] Seq=
80435644 [PSH, ACK]

[

[

22 80-35644 [ACK] Seq=t
22 35644-80 [ACK] Seq=*
22 80-35644 [ACK] Seq=t
22 80+35644 [ACK] Seg=t
22 80-35644 [ACK] Seq=t
22 35644-80 [ACK] Seq=t
22 80-35644 [ACK] Seq=t
22 80-35644 [ACK] Seq=t

AR 24 ATAN nANTG N QNN M4 & 172 220207 171 187 Cd Tro 77 WRA4-2N Tark] can=s

Figures and Material used for Part2 (from Topics 121 to 172) have been
adapted from “Troubleshooting with Wireshark: Locate the Source of
Performance Problems”, 2014, by L. Chappell.

Topic 121: Wireshark Lab 29
This topic describes how to add/sort a TCP Delta Time column in Wireshark.

The tcp.time_delta shows the time from the end of one packet in a TCP stream to
the end of the next packet in that same TCP stream. To add the tcp.time_delta
column, you must enable the TCP Calculate conversation timestamp preference.
Click the Preferences button, expand Protocols and choose TCP.

Ml Wireshark: Preferences - Profile: Master Troubleshooting Profile
S5
STANAG 5066 Show TCP summary in protocol tree. |V
StarTeam 7
5P Validate the TCP checksum if possible:
SUA Allow subdissector to reassemble TCP streams: ||
SYNCHROPHASOR
Analyze TCP sequence numbers: |/
T38
TACACS+ Relative sequence numbers: |V
| TAL Scaling factor to use when not available from capture: | Not known 3
| TCap
i Track number of bytes in flight: [V
TCPENCAP C Calculate conversation timestamps: J)
TDMoE =
Try heuristic sub-dissectors first:
w Pt '\M s o s W

Figure 121.1: Add/Sort a TCP Delta Time Column

Step 1: Open tr-chappellu.pcapng.
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Step 2: Expand the TCP header in Packet 1. Right click anywhere on the TCP header,
select Protocol Preferences and ensure that Calculate conversation timestamps is

enabled.

Step 3: At the end of the TCP header, go to the [Timestamps] section, locate and
right-click on the Time since previous frame in this TCP stream field. Select Apply as

Column.

Step 4: The newly created column appears to the left of the Info column. Click and

drag your new column to the right of the existing Delta Displayed column.

Step 5: Update the column name to TCP Delta by right-clicking on the column
heading and selecting Edit Column Details. Click OK.

Step 6: Click the new TCP Delta column heading twice to sort from high to low. The

packets with the largest delays before them in a TCP conversation appear at the top

of the list.

M tr-chappellu.pcapng

File Edit View Go Capture Analyze Statistics Te!ephuny Jools Internals Help

coams BaXR a¢s*0TF2FFaaan agmm }rs
Filter: ] Expression..  Clear Appl ave
No. Time Delta Delta Displayed TCP Delta ¥ Source Destination é

155 24.321 0.713963000 0.713963000 ,15.757807000 24.6.173.220 198.66.2
149 23.421 0.000615000 0.000615000/ 12.832118000 69.59.180.202 24.6.17
146 23.420 0.012845000 0.012845 12.830206000 69.59.180.202

706 .581
704 39.581
703 39.581
705 39.581
702 39.581
118 14.321 0.044485000 3.729232000
698 39.580 5.223137000 5.537854000
700 39.580 0.000089000 0.000089000
701 39.581 0.000096000 0.000096000
699 39.580 0.000100000 0.000100000

4.321 0. 7000027000
}a 1 2 mOIZ ﬂ 001

08675000 24.6.173.220 184.73.
94852000 24.6.173.220 184.73.
89487000 24.6.173.220 184.73
88723000 24.6.173.220 184.73
88390000 24.6.173.220 184.73.
.547701000 24.6.173.220 184.73
.546025000 24.6.173.220 184.73%
.540093000 24.6.173.220 184.73.
.538159000 24.6.173.220 184.73
.537954000 24.6.173.220 184.73

.30034;09& 24.6.1;3.232 198. 66|
S A

Sort on this new column to find
any significant delays in your
TCP conversations

(GRS RO, R R )

Step 7: Scroll through the packets to determine where delays have incurred in this

communication.

Topic 122: Wireshark Lab 30
This topic describes how to add a TCP Delay Button in Wireshark.

Using a “TCP Delay" button (filter expression) will allow us to efficiently locate
delays. By pressing button TCP packets that are preceded by a noticeable delay will

be displayed.

Step 1: Open tr-chappellu.pcapng.
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Step 2: In the display filter area, enter the following filter: tcp.time_delta > 1

Step 3: Click the Save button on the display filter toolbar. Enter TCP Delay as the
label when prompted. Click OK to save your new button.

Step 4: Click your new TCP Delay button. You will find that 37 packets match the
filter. There are numerous TCP FIN packets in the list — we do not care about it.

| tr-chappellupcapng  [Wireshark 1.12.3 (v1.12.3-0-gbb3e9a0 from master-1.12)]
File Edit View Go Capture Analyze Statistics Telephonz Tools Intemals Help

codN{ EExX2ccesTLEfcaan gBnx @

Bxpression..  Clear  Apply  Save  TCP-HS TCPDealy

Length Protocol ~ Stream index Info

66 TCP
66 TCP
66 TCP
66 TCP
66 TCP
66 TCP
66 TCP
66 TCP
66 TCP
. 66TCP 8 eq=0 W
546025000 24 6 173.220 184.73. 250. 4 TCe i 35639-'80 [FIN ACK] Seg=l Ack 1 Win=65700 Lt
537954000 24.6.173,220 184.73.250. 54 Tcp 16 35638+80 [FIN, ACK] Seq=1 Ack=L Win=65700 Lt
540093000 24.6.173.270 184.73.950. 54 Tcp 15 35437480 TFTN. ACKT San=T Ack=1 win=R5700 14
L4

Figure 122.1: Add a "TCP Delay" Button

Step 5: Select Edit | Preferences | Filter Expressions , update TCP Delay filter
expression to: tcp.time_delta > 1 && tcp.flags.fin==0 && tcp.flags.reset==0 and
then Click OK.

Layout [The first list entry will be displayed as the first button
EnabledLabel  Filter Expression
TCP Dealy tep.time_defta>1 88 tep flags.fin==0 &8 tep flags.reset==0

Columns

Font and Colors

Capture

Filter Expressions

Name Resolution

Step 6: Click your TCP Delay button again. 23 packets are displayed because TCP FIN
and RST packets have been removed. Let’s further remove HTTP GET requests from
the TCP Delay button. Add the following string to the end of your filter: &&
Ihttp.request.method=="GET". The highest TCP Delta delay is under 6 seconds and
is a SYN retransmission pkt. There are 12 SYN retransmissions between the client
and 184.73.250.227. There is one SYN/ACK as the RTT is 1.28957 seconds.
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No.

Filter:  tep.time_deftas1 B8t tep.flags.fin==0 88 tep flags.reset=
Time TCP Delta ¥ Source

869.004 5.996430000 24.6.
73.007 3.007726000 24.6.
189 31.41(3.004658000 24.6.
554 33.69(3.003337000 24.6.
637 33,94:3.003177000 24.6.
636 33.94(3.002635000 24.6.
638 33,94.3.002364000 24.6.
553 33.69(3.002086000 24.6.
551 33.69.2.999584000 24.6.
550 33.682.995812000 24.6.
635 33,93(2.994007000 24.6.

tr-chappellupcapng [Wireshark 1.123 (v1.123-0-gbb3e%0 from master-1.12)]
File Edit View Go Capture Analyze Statistics Telephonx Tools Intemals Help

=0 & Inttp. v | Evpression..  Clear  Apply

Save  TCP Dealy

Destination Length  Protocol  Streamindex  Info

0 [TCP Retransmission]

.22(198.66.2
.22(198.66.2
.22(184.73.7

.22(184.73.
.22(184.73.
.22(184.73.7

173.22(184.73.2 66 TCP
83533 .6712.003201000 24 6 173, 22(184 73,250 66 TCP 0 [TCP Retransmission |

Topic 123: Wireshark Lab 31
This topic discusses how to obtain the round trip time (RTT) using TCP handshake in
Wireshark.

0

8
10
15
14
16
13
12
11

TCP Retransmission]
TCP Retransmission]
TCP Retransmission]
TCP Retransmission]
TCP Retransmission]
TCP Retransmission]
TCP Retransmission]
TCP Retransmission]
TCP Retransmission]
TCP Retransmission]

A file transfer process will be very slow if RTT is extremely high and everything else is

functioning properly. Wireshark allows us to estimate the RTT by looking at the

tcp.time_delta value. We can capture at client side and look at the tcp.time_delta
value between the client's TCP SYN packet and the server's TCP SYN/ACK response.

Step 1: Open tr-cnn.pcapng

Step 2: Enter tcp.flags.syn==1 in the display filter area and then click Apply.

Step 3: Click your TCP Delta column heading twice to sort from high to low. We are

interested in the delays preceding SYN/ACK packets.
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4 tr-cnnpcapng [Wireshark 1.12.3 (1.12.3-0-gbb3e9a0 from master-1.12)]
Bl Edt View Go Ceptwe Anclyze Statistics Telephony Tools Internals Help

COiNiBEXR Qes9TLBE QAR WERE B

Fiter  tepflags.yn==1 v|bpression.,  Clear ~ Apply  Save  TCP Dealy

No.  Time TCP Dekta ¥ Source Destination Length  Protocol  Streaminder  Infe

473025.598  6.002244000 63.166.98.1:192.168.1. 66 TCP 98 [TCP Retransmission] 80-56049 [SYN, ACK
41019.967  3.480712000 157.166.226.192.168.1. 66 TCP 83 [TCP Spurious Retransmission] 80+56015

4594 19.596  0.339694000 63.166.98.1:192.168.1. 66 TCP 98 [TCP Retransmission] 80456049 [SYN, ACK
25597214 0.184279000 199.7.71.72 192.168.1. 6OTCP 88 80456021 [SYN, ACK] Seq=0 Ack=1 Win=819(
25687235  0.181178000 199.7.71.72 192.168.1. 6OTCP 89 80456022 [SYN, ACK] Seq=0 Ack=1 Win=819(
9450.957  0.176830000 46.51.168.4:192.168.1. 66 TCP 2580255957 [SYN, ACK] Seq=0 Ack=1 Win=146(
19495.462  0.113300000 216.38.164.:192.168.1. 62TCP 6180455993 [SYN, ACK] Seq=0 Ack=1 Win=492:
14204,392  0.111955000 216.38.164.:192.168.1. 62 TCP 48 80455980 [SYN, ACK] Seq=0 Ack=1 Win=492:
20615.655  0.110960000 50.31.185.4:192.168.1. 66 TCP 72 80456004 [SYN, ACK] Seq=0 Ack=L Win=146(
23896.412  0.103735000 54.243.175.:192.168.1. 66 TCP 82 80456014 [SYN, ACK] Seq=0 Ack=1 Win=146(
24546.501  0.101873000 54.243.175.:192.168.1. 6O TCP 8480456016 [SYN, ACK] Seq=0 Ack=1 Win=146(

Figure 123.1: Obtain the Round Trip Time (RTT) Using the TCP Handshake

We can see that there are three packets that are marked as Retransmissions. These
are because of connection establishment problems. We can also observe at the RTT
to various servers.

Topic 124: RTT: Packets 2 and 3 of TCP Handshake

This topic describes how to use Packets 2 & 3 of TCP handshake for obtaining RTT in
Wireshark.

Packets 2 and 3 of the TCP handshake can be used to measure the path latency or
round trip time (RTT). We need to run a packet capturing tool such as Wireshark on
the server host, and look at the tcp.time_delta value between the server's TCP
SYN/ACK packet and the client's TCP ACK response. The SYN/ACK packet is easy to
locate with a display filter, but the ACK (third packet of the handshake) is a bit
trickier. The second (the SYN/ACK) packet of the TCP handshake can be detected by
applying the filter: tcp.flags.syn==1 && tcp.flags.ack==1.

Detection of the third packet of the handshake is difficult. Use the following
characteristics:

e a)tcp.seq==1 (Required) TCP Seq. Number 1 (Relative Seq. Number)
e b) tcp.ack==1 (Required) TCP Ack. Number 1 (Relative Ack. Number)
e ) tcp.len > 0 (Optional) data in the third packet of the handshake

e d) tcp.push==1 (Optional) PUSH bit set

The filter then becomes (tcp.flags.syn==1 && tcp.flags.ack==1) || (tcp.seq==1 &&
tcp.ack==1).

192



Topic 125: Wireshark Lab 32
This topic obtains the round trip time (RTT) using Display Filters in Wireshark.

Step 1: Open tr-chappellu.pcapng.

Step 2: Enter the filter tcp.flags.syn==1 in the display filter area and then click Apply.
You will find that 58 packets match this filter. The first two packets are sent from
the client port 35,621. Packet 3 and Packet 4 are the first two packets of a new TCP
connection. The TCP Delta column indicates the time from the TCP SYN from port
35,622 and the SYN/ACK to that same port, RTT is about 17 ms.

A tr-chappellupcapng  [Wireshark 1.12.3 (v1.12.3-0-gbb3e9a0 from master-1.12)]
File Edit Yiew Go Capture Analyze Statistics Te\ephong Tools [ntemals Help

COAMiBEXRIGesaTLEEQRAQD BEBXIH
Filter:  |tcpflagssyn==1 v boression..,  Clear  Apply  Save  TCPDealy

No. Time TCP Delta Seurce Destination Length  Protocol  Streamindex  Info

10.000 0.00000000024.6.173.22198.66.23 66 TCP 035621-80 [SYN] Seq=0 Win=8192
73.007 3.00772600024.6.173.2:198.66.23' 66 TCP 0 [TCP Retransmission] 35621+80
138,300  5.000000uv.24.6.173.2:198.66.23 135622-80 [SYN] Seq=0 Win=8192

148.317 \0.017599000198.66.239.24.6.173. 66 TCP 180435622 [SYN, ACK] Seq=0 Ack=
188.391 (™06006600024.6.173.2.69.59.180 66TCP 235623+80 [SYN] Seq=0 Win=8192
198.409 0.01762300069.59.180.224.6.173. 66 TCP 28035623 [SYN, ACK] Seq=0 Ack=

308.560  0.00000000024.6.173.2:69.59.180 66 TCP 335625480 [SYN] Seq=0 Win=8192
328.575  0.01557300069.59.180.224.6.173. 66 TCP 38035625 [SYN, ACK] Seq=0 Ack=
508.654  0.00000000024.6.173.2:141.101.1 66 TCP 435626-80 [SYN] Seq=0 Win=8192
518.655 0.00000000024.6.173.2:141.101.1 66 TCP 535627+80 [SYN] Seq=0 Win=8192
528.675  0.020736000141.101.12:24.6.173. 66 TCP 580435627 [SYN, ACK] Seg=0 Ack=

Figure 125.1: Obtain RTT using Display Filters

This trace file, which was captured at the client can be used to locate the second and
third packet of the TCP handshake. These packets can be used to determine RTT
when capturing at the server.

Step 3: Enter the following filter in the display filter area: (tcp.flags.syn==1 &&
tcp.flags.ack==1) || (tcp.seq==1 && tcp.ack==1). Click Apply and let’s examine the
results. There are 69 packets match this filter. Several packets from this set are not
of interest to us.

Step 4: Let’s enhance the filter with the following conditions: (tcp.flags.syn==1 &&
tcp.flags.ack==1) | | (tcp.seq==1 && tcp.ack==1) && tcp.len==0 && tcp.flags.fin==0.
Click Apply.
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| tr-chappellu.pcapng [Wireshark 1.12.3 (v1.12.3-0-gbb3e9a0 from master-1.12)]
File Edit View Go Capture Amalyze Statistics Te\ephonx Tools Internals  Help

COANIIBEXRA¢99TS Qean UMk @

Fitter |=1) || (tcpseq==1 &ibcpack==T) &l tcplen==08& tepflagsfin==0 v | Expression.. ~ Clear  Apply Save  TCP Dealy

No.

148317 0.017599000198.66.239.24.6.173. 66 TCP 180435622 [SYN, ACK] Seq=0 Ack=1 Wi

158.318  0.00018600024.6.173.2:198.66.23 54 TCP 135622-80 [AcK] seq=1 Ack=1 Win=657
198,409 U.0L/0Z300009. 9. 100. 28,0, 173, oo 1er Z80~35643 LoTN, ACK] Seq=0 Ack=1 wi
208.409 0.00015900024.6.173.2:69.59.180 54 TcCP 235623-80 [AcK] Seq=1 Ack=1 Win=662
328.575 0.01557300069.59.180.224.6.173. 66 TCP 380-35625 [SYN, ACK] Seq=0 Ack=1 wi
338.575 0.00012600024.6.173.2:69.59.180 54 TCP 335625-80 [ACK] Seq=1 Ack=1 Win=662
528.675 0.020736000141.101.12124.6.173. 66 TCP 580-35627 [SYN, ACK] Seq=0 Ack=1 wi
538.675 0.020893000141.101.12124.6.173. 66TCP 4 80+35626 [SYN, ACK] Seq=0 Ack=1 Wi
548.676 0.00013700024.6.173.2:141.101.1 54 TCP 535627-80 [ACK] Seq=1 Ack=1 Win=657
558.676  0.00017900024.6.173.2:141.101.1 54 TCP 435626-80 [ACK] Seq=1 Ack=1 win=657
708 772 0 094363000184 73.250. 24 6 173 66 TCP 780—»35629 [SYN ACK] Seq O Ack il W1

We now see only the SYN/ACK and ACK packets of the handshakes in the trace file.
Using the TCP Delta column, we can determine the time between each of these

packets in each of TCP conversations. For future use, we can save the filter

expressions as buttons so that high path latency can be identified.

Step 5: Click Clear to remove the filter.

Topic 126: Wireshark Lab 33
In this topic, we discuss how to plot TCP delays in Wireshark.

Wireshark's advanced |0 Graph can be used to plot the maximum tcp.time_delta

value to locate TCP conversation delays in a trace file.
Step 1: Open tr-chappellu.pcapng.
Step 2: Select Statistics | 10 Graph.

Step 3: In the Y Axis Unit area, select Advanced...

Step 4: Select the MAX(*) Graph 1 Calc option and enter tcp.time_delta in the Calc

area.

Step 5: Click the Graph 1 button to graph your results.
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Ml Wireshark 10 Graphs: tr-chappellupcapng l D_@ Jg
205
Wireshark jumps to the linked 105
packet when you click on the
high point in the graph
O L [, S
0s 205 405
" )
Graphs X Axis
[Gragh1] color Fiter Cale: MAX(") [+ teptime dets Steline [+] ) Smooth | Tickintenalilsec _[1]
| Graph 2| Calo Calc: SUM() q Style [Line 3 7 Smooth Pixels per tick: 5 E
. S ‘ = [} View as time of day
[Graph3] coter Filter Cale: SUM() B Stle Line || & Smooth ~
[—— — 15
Gfiph‘llcdcl‘ﬁllcﬂ‘ Cale: SUM(") z[ Style: Line 3 J Smooth | it | Advanced... E
| Graph'5 | Fiter:| Cale: SUM() 3 Style: Line Z] U] Smooth || Scale:  Aute -
Smooth: [Nofiter ||
Help | l §DEW | Save J Close

Figure 126.1: Graph TCP Delays

From the graph of this trace file traffic, we can observe that there is a spike in the
RTT values around 25 seconds. As you click on this high point in the graph, Wireshark
will jump to that packet in the main window. Wireshark takes us to packet number
155. The TCP Delta column value is 15.757807 seconds. This is a TCP FIN. For such a
delay, we don’t care much. Let’s add a filter to remove such normal delays.

Step 6: Enter the following expression in the Filter area of Graphl: tcp.time_delta >
1 && tcp.flags.fin==0 && tcp.flags.reset==0 && !http.request.method=="GET".
Click the Graph 1 button again to so that the filter can be applied.

Ml Wireshark 10 Graphs: tr-chappellu.pcapng

Removing "normal” or
acceptable delays from view
makes this a more useful graph

i

prr——p— 4 |
e 20 40
i
Graphs X A |
[Graph] Cotor Fittr| bep time dekta > 1 &bt tep fle Calc: MAX(") «|tcptime delta Stle Line | »| 7] Smocth | Tickintervak 1 sec ﬂ'
P'.’Tw_h_I- Color Fgl!er,: Cales SUM(") :‘ Style: | Line M 7| Smocth Fieeks pecteks s
L | L . i = View as time of day
Graph3| Filter: Cale: SUM(™) x| Style: Line x| ¥ Smooth e |
[t peaiandy — — s |
;i.iraph 4 Color .F!n.er._ Calc: SUM(™) : Style: |Line .:. | Smooth D [Advanced.. 3
Graph§ Filter:| Cale: SUMKY) .| Syl Line | w|[9] Smooth || Scals | Auto It
Smooth: | Mo filter -
| Hep | Sopy lodoe. Close |

Now when you click on the largest delay point in this graph, Wireshark jumps to

Packet 86.
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i tr-<happelhipeapng Wreshark 1123 (v112:3-0-gbaetal fiom master-117] -0l

He [t Yew Go Coploe Jeohoe Slabsbc Teghony ook Intemds Hep

PoANgBEXR GeeaTFLBE QAR GERE D

it vl bpemon. Cew Mgl Gme  TCDey

M. Time TCP Deke Souce Destinetion Length Protoedd  Stmeminde e , s \
808.830 24.6.173.275.75.75. T9DNS Standard query Oxfd77 AAAA www.nitrorei
518.838 75.75.75.724.6.173. 102 DNS Standard query response Oxeddd Aasa 201
828.860 24.6.173.275.75.75. T9DNS standard query Oxfd77 AAAA www.nitrore:
838.869 75.75.75.724.6.173. 400 DNS standard query response Oxfd77 server fi
848.873 75.75.75.724.6.173. 400 DNS standard query response Oxfd77 server fi

v v v o = (]
0 [TCP Retransmission] 35621+80 [SYN] Sej

3000

5.99643000124.6.173.2198.66.2: 62 TCP

889.02 0.0001800024.6.173.2198.66.2: S4TcP 03562180 [AcK] seqel Ackel wine64240 Len

899.153 0.240189001184.73.25024.6.173. 885 HTTP THTTP/1.1 200 0K (application/json)
We can see that this is a TCP SYN retransmission packet. It took almost 6 seconds
after the previous packet. Thus, indicating a connection request that is not receiving
responses.

Topic 127: Wireshark Lab 34
This topic how to find DNS response times in Wireshark.

Domain Name Service (DNS) provides the network IP address of a machine for a
network name such as (such as www.wireshark.org). Applications protocols such as
SMTP, HTTP generate DNS queries when a user provides a network name to them.
DNS, which is a request/response protocol, employs UDP.

Step 1: Open tr-dns-slow.pcapng.

Step 2: The dns.time field exists only in DNS response packets. In this trace file,
Packet 3 is the first DNS response packet. Let’s use this packet to create a dns.time
column. Expand Packet 3’s the Domain Name System (response) section.

Step 3: Right-click on the [Time: 0.107083000 seconds] line and click Apply as
Column.
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http://www.wireshark.org/

Expand Subtrees
Expand All
Collapse Al

" Tuhe -
M tr-drs-siow peagng Prepare a Filter d i..
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(OO WE EBRE  roont0psum LA WD % B
Fiter | fefol e o ¢ dgEl Swe TCPDey HTTPDelay SME/SME
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11 .000 §  Emort Sclected Packet Bytes DNS =" Standard query 0x0029
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3 1.107 : R DNS  0.107083000 Standard guery respons
4 1.1110.000000000 % % <L TcP aairnet-1 > http [SYN]
| : | Protocol Preferences ¢ = - .
|@ Frame 3: 499 bytes on v -. aptured (3992 bits) on interface 0
|7 Ethernet 11, src: Caday ¥ D_‘““‘"--- 2), Dst: AmbitMic_aa:af:80 (00:d0:59:aa:
% Internet Protocol Versy « DisableProtocol.. 14.127.202.4), pst: 24.6.126.218 (24.6.12
7 User Datagram Protocol Resalve Hame Port: sharp-server (3617)
- Domain Name System -Rlnnlmul to Comes chet
[Time: 0.107083000 sejonas
Transaction ID: 0x0029
i Flags; 180 standard qu response, No er
- 2l L i, s st o 1

Step 4: The newly created column appears to the left of the Info column. You can
click and drag your new column to the right of the existing TCP Delta column.

Step 5: Right-click on the new column heading and selecting Edit Column Details.
Rename the new column to DNS Delta. Click OK.

Step 6: By clicking the new DNS Delta column heading twice, it gets sorted from high
to low.

f
M tr-dns-slow.pcapng 5
|Hle Edit View Go Capture Analyze Statistics Telephony Tools Intemals Help

codms BEx2a¢*9F2 EFaaan @08 @

Filter: EIBlpresmn Clear  Apply Save  TCP Delay
iNo. Time TCP Delta DNS Delta v Source Destination Protocol  Info
11 1.292 1.292192N0 216.148.227.68 24.6.126.218
107 2.329 0.207250000
3 1107 0.107083000

200 3.381 0.000098000
199 3.381 0.000086000 A

Sort your dns.. time column to
identify slow DNS responses

A significant delay preceding Packet 11 of this trace file can be observed —almost
1.3 seconds. We need to investigate further to determine why the DNS server is

working slowly.
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Topic 128: Wireshark Lab 35

This topic describes how to create a Button to detect High DNS response times in
Wireshark.

Domain Name System is a distributed database implemented in a hierarchy of many
DNS servers. It is an application-layer protocol that allows hosts to query the
distributed database and to resolve names (address/name translation). Consider a
browser (i.e. an HTTP client) running on some a host A, who requests
www.wireshark.org. In order for host A to be able to send an HTTP request message,
host A must first obtain IP address of server. The host A runs the client side of the
DNS application. The browser extracts the hostname from the URL and passes it to
the client side of the DNS application. The DNS client sends a query using UDP to the
DNS server listening at port 53. The DNS client eventually receives a reply which
includes the IP address for the host name. Once the browser receives the IP address
from DNS, it can initiate a TCP connection to the HTTP server process located at port
80 at that IP address.

Let’s create a button to detect DNS response times larger than 1 second.
Step 1: Open tr-dns-slow.pcapng.

Step 2: Type dns.time > 1 in the display filter area and then click Save.
Step 3: Name your button DNS Delay and click OK.

Step 4: Click your new DNS Delay button. We observe that Packet 11 is the only
packet that matched this filter i.e Packet 11 contains the largest DNS delay time.

r| tr-dns slow,pcapng Wircshark 1123 (v1.123 0 gbb3c9ad from master 1.12)]
File Edit View Go Captwre Analyze Statistics Telephony Tools [mtemals Help

so72 EF acen ae8% g

v| bipresson...  Ulear Aophy Save  IOP Dealy

Hu. Time Soure Deslintion Length  Piotowl  Infu

111,292  216.148.227.624.6.126.218 499DNS Standard query response 0x0029 CNAME us.

i Frame 11: 499 bytes on wire (3992 bits), 499 bytes captured (3992 bits) on interface 0
s Ethernet II, Src: Cadant_22:89:c2 (00:01:5c:22:89:c2), Dst: AmbitMic_aa:af:80 (00:d0:59:aa
# Internet Protocol Version 4, Src: 216.148.227.68 (216.148.227.68), Dst: 24.6.126.218 (24.&
User Datagram Protocol, Src Port: 53 (53), Dst Port: 3617 (3617)
Source Port: 53 (53)
Destination Port: 3617 (3617)
Length; 465
2 Checksum: Oxb235 [validation disabled]
[Stream index: 0]
= Domain Name System (response)

Figure 128.1: Create a Button to Detect High DNS Response Times
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Topic 129: Wireshark Lab 36

In this topic, we describe how to plot DNS response times in Wireshark.

To highlight DNS delays in a trace file, let’s create a graph.

Step 1: Open tr-dns-slow.pcapng.

Step 2: Select Statistics | 10 Graph.

Step 3: In the Y Axis Unit area, select Advanced...

Step 4: Select the MAX(*) Graph 1 Calc option and enter dns.time in the Calc area.

Step 5: Click the Graph 1 button to plot results.

Ml Wireshark 0 Graghs: tr-drs-show paapng o

s |

This graph shows that we have 10|

one point where the DNS |

response time exceeds 1 second | |

|| 00s |

05 |

Giaphs. ¥ Ais [
Glaghl Coler | FJMr_ Cale: MBX(") Hdmime Stybe: Line 3 4| Smooth | Tickinterak1sec 1=
[Grapha Cole Lnu« Calcy SUMP) -] Shle e [=] 7] Smooty | Prespertck 52

3 = = View a5 time of day

[Guaph3] i e Cales SUMPY) - St Line || 7] Smcath e |

[aph ] olce [ Finer| Cale: SUME) r] e tine (] ¥/ Seooth | e [aavanced. To] |
Lo — 2 - =

|Gagh 3 |Filter: Cale: SUM[") T| Stybe: Line T| ) Smeoth | Seale  |Auto | [
Smooth:  Nofiter  [=]

= —— |

Help Copy | e | | G|

Figure 129.1: Graph DNS Response Times

Step 6: Click the highest point in the graph. Wireshark takes us to that packet.

A tr-dns-slowpcapng. [Wireshark 1.123 (v1.12.3-0-gbb3e%a0 from master-1.12)]
Fle Edit View Go Capture Anabyze Statistics TE|EF|IOHI Tools Intemals Help

codmdBEXRIA¢v9TLEE caan3BB %/
Filter: v|Bgression_  Clear  Apply  Save  TCP Dealy
He. Time Source Dectinztion Length  Protocl  Info
10.000 24.6.126.218 216.148.22?.6. ?3 DNS Standard query 0x0029 A WwW.ncmec.org

204.127.202.424.6.126.218 499 DNS Standard query respcnse le}029 CNAME us mi

e ¥ 1% 219 ‘Iﬁ 22 218 132 L2 TrD e 46|

10 1 292

146.82.218.1324.6.126.218 62 TCP 80»3618 [SYN, ACK] Seq=0 Ack=1 Win=5840 Len:
24.6.126,218 146,82.218.13 54 TCP 3618-80 [ACK] Seq=1 Ack=l Win=64512 Len=0
24.6.126,218 146.82.218.13 459 HTTP GET / HTTP/1.1

146.82.218,1324,6.126.218  60TCP 80-3618 [ACK] Seq=1 Ack=406 Win=6432 Len=0
146.82.218,1324,6,126.218 1514 HTTP HTTP/L.1 200 OK (text/htm1)

24.6.126,218 146.82.218.13 54TCP 3618-80 [ACK] Seq=406 Ack=1461 Win=64512 Lel
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We can see it is packet 3. It is a DNS query response packet has caused the largest
delay. Sorting dns.time column can help us to detect delays more quickly.

Topic 130: Wireshark Lab 37
This topic discusses how to reassemble TCP streams by disabling the Allow
Subdissector in Wireshark.

The delta time between an HTTP request (e.g. GET) and the response (e.g. 200 OK) is
the HTTP response time. In Wireshark, HTTP response time can be estimated with
http.time field. If a web server is overloaded with the connection, or requests, or
needs to consult another server to answer client’s requests. This can result in high
HTTP response times. If enabled, Wireshark measures time from HTTP Request to
the final data packet of the response. If you want to estimate the total time taken by
downloading an object, then enable this setting. By disabling it, we can learn how
quickly the server responded. There are two methods to change this TCP preference
setting.

Step 1: Open tr-http-pcaprnet101.pcapng.

Step 2: Right-click on the TCP header in the Packet Details of Packet 5. Select
Protocol Preferences. Then, uncheck Allow subdissector to reassemble TCP streams.

‘"“"-\/Dﬂmm \.’/\/Yt\-m'

(4 0048 & MW 20 DNS tandarWre
5 0.051 0.0000000¢ © YPeteePae .69 TCp 21213 > http [SYN]
6 0.070 0.0190830C @ Fierfield Reference 20 TCp 0 http > 21213 [SYN
7 0,070 0. DUOIQSOi[—M—J___ | [0 TP n NN3 s httn [ACK]
§ 0.071 0.000778 Protocol Preferences P Transmission Control Protocol Preferences..

9 0.088 0'01."709605 & Decode As.. v Show TCP summary in protocol tree K]

|‘ + Dwable Protocol.. \ i

:I a0 s Besclve Name ‘ Allow subdissector o reassemble TCP streams ,

|@ Ethernet II, Srg SloC Packet 5c:
|

v Analyze TCP sequence numbers )9
v Relative sequence numbers 3

# Internet Protoce
B Transmission Contro,

PULULUL, 2L P L. £dedd |

F Scaling factor to use when not available from capture 4
v Track number of bytes in fhght
¥ Caleulate conversation timestamps

Try heuristic sub-dissectors first

Ignore TCP Timestamps in summary

Do nat call subdissectors for emor packets

v TCP Expenmental Option

h 2 Magic Number

U N W 7

Figure 130.1: Disable the Allow Subdissector to Reassemble TCP Streams
Preference Setting

Step 3: The 2" method is: Select Edit | Preferences | (+) Protocols | TCP.
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-
Ml Wireshark: Preferences - Profile: Master Troubleshooting Profile =@

-

SRVLOC
SSCoP
SSH Validate the TCP checksum if possible [
SSL

STANAG 5066

Show TCP summary in protocol tree: (¥

(Allow subdissector to reassemble TCP streams: )

StarTeam Analyze TCP sequence numbers: [V \

st ; 3

Gk Relative sequence numbg — Digable this TCP preference
Scaling factor to use when not available from capt setting to measure the

SYNCHROPHASOR
T3 Track number of bytes in flig|
TACACS+
TALL

TCAP Try heuristic sub-dissectors first:
Tcp

TCPENCAP
TDMoE Do not call subdissectors for error packets: [

DS TCP Experimental Options with, g, Number:
ol e P e J

http. time from the request to

Calculate conversation timestamps: [V

Ignore TCP Timestamps in summary:

Topic 131: Wireshark Lab 38

This topic describes how to locate HTTP response times in Wireshark.
Step 1: Open tr-http-pcaprnet101.pcapng.

Step 2: Only the HTTP response packets contain the http.time field. In this trace file,
the first HTTP response packet is Packet 10 (HTTP 303 See Other).

a ti-htp-peaprmet10f.pespng [Wireshark 1123 (1123-0:gbb3e0a0 from mester-1.12]
File Edt View Go Capture Andhyoe Statisics Teleghony Tock Intemals Help
eoANd ERX2AevaTeEF D @R @
Filier: v|Epresion.,  Clest Apgly Sece  TCP Dealy
Hu. Tane Soune Destination Length  Protowel  Infu

10.000 24.6.173.220 75.75.75.75  T73DNS Standard query Oxc3bf A www.pcapr.net
20,021  75.75.75.75 24.6,173.220 89DNS Standard query response Oxc3bf A 209.133.32.6
30.023  24.6.173.220 75.75.75.75 73DNS Standard query 0x406e AAAA Www.pcapr.net
40.048  75.75.75.75 24.6.173.220 1460DNS Standard guery response 0x406e
50.051  24.6.173.220 209.133.32.69 66TCP 21213-80 [SYN] Seq=0 Win=8192 Len=0 MSS=1460 W
60.070  209.133,32.6924.6.173.220 66 TCP 80-+21213 [SYN, ACK] Seq=0 Ack=1 Win=5840 Len=0
70.070 24.6.173.220 209.133.32.69 S4TCP 21213-80 [ACK] Seq=1 Ack=1 Win=65700 Len=0
80.071  24.6.173.220 209.133.32.69 341HTTP GET / HTTP/1.1
5% 8 3 é SRl k=288 Win=6912 Len=0

209.133.32.6924.6.173.220 HTTP/1.1 303 See Other
209.133.32.6924.6.173.220  60TCP 80+21213 [FIN, ACK] Seg=

he . I B e O L T m 122 24 208 LA T p 11419 0

B04 Ack=288 Win=6912 L
el g=288RCck=305 Win=65396 Len=0
130.099  24.6.173.220 209.133.32.69 S4TCP 21213-80 [FIN, ACK] Seq=288 Ack=305 Win=h5396
140.105  24.6.173.220 209.133.32.69 66 TCP 21214+80 [SYN] Seq=0 Win=8192 Len=0 MSS=1460 W

110.098
Bl 00

Figure 131.1: Add/Sort an HTTP Response Time Column to Find HTTP Response
Times

Let’s use this packet to create our http.time column. In the Packet Details pane of
Packet 10, right-click on the Hypertext Transfer Protocol section and select Expand
Subtrees.

Step 3: Locate the [Time since request: 0.026416000 seconds] line and right-click on
it and select Apply as Column.

Step 4: Your newly created column appears to the left of the Info column. Click and
drag your new column to a place with better visibility.
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Step 5: Right-click on the column heading and select Edit Column Details. Rename
this new column to HTTP Delta. Click OK.

Step 6: Sort HTTP responses from high to low by clicking your new HTTP Delta
column heading twice. Packets with the largest delays will appear at the top of the
list.

File Edit View Go Capture Analyze Statistics Telephon! Tools Intemals Help
COAMA I BEXRIAe99TL QQan FEB% B
Filter: v | Expression.,  Clear Apply Save  TCP Dealy

\o. Time HTTP Delta ¥ Source Destination Length  Protocol  Info

43220.508 1.92250400209.133.32.6924.6.173.220 1514 HTTP HTTP/1.1 200 OK (text/html)
201.924  1.79835200209.133.32.6924.6.173.220 1514 HTTP HTTP/1.1 200 OK (text/html)
3072.341  0.13315100173.194.79.8224.6.173.220 1484 HTTP HTTP/1.1 200 OK (application/
42719.186 0.12387400209.133.32.6924.6.173.220 1173 HTTP HTTP/1.1 200 OK (text/html)
2572.207  0.08842200173.194.79.8224.6.173.220 1171HTTP HTTP/1.1 200 OK (PNG)
2592.208  0.08420000173.194.79.8224.6.173.220 1484 HTTP HTTP/1.1 200 OK (PNG)[Unreass
41213.291 0.07508700209.133.32.6924.6.173.220 1173 HTTP HTTP/1.1 200 OK (text/html)
48322.880 0.07350200209.133.32.6924.6.173.220 1173 HTTP HTTP/1.1 200 OK (text/html)
1522.107  0.07115400173.194.79.8224.6.173.220 1484 HTTP HTTP/1.1 200 OK (text/plain)
1612.109  0.06962200173.194.79.8224.6.173.220 1484 HTTP HTTP/1.1 200 OK (text/plain)
1652.110  0.06942600173.194.79.8224.6.173.220 750 HTTP HTTP/1.1 200 OK (text/css)
2662.215  0.06040200173.194.79.8224.6.173.220 1484 HTTP HTTP/1.1 200 OK (PNG)[Unreass
2332.172  0.05996200173.194.79.8224.6.173.220 524 HTTP HTTP/1.1 200 OK (PNG)
2282.171  0.05972900173.194.79.8224.6.173.220 1484 HTTP HTTP/1.1 200 OK (application/

We can observe that HTTP response time from the HTTP server (209.133.32.69) is
over 1.7 seconds twice in this trace file. Those packets are bearing numbers 432 and
20.

Topic 132: Wireshark Lab 39
In this topic, we create a button to quickly detect high HTTP response times in
Wireshark.

Wireshark allows us to create buttons based on filter expressions. It is one of the
most powerful features to improve your efficiency in locating network problems.

Step 1: Open tr-http-pcaprnet101.pcapng.

Step 2: Type http.time > 1 in the display filter area and then, click Save.

| tr-http-peapmeti0i peapng (Wireshark 1,123 (v1.123-0-gbb3e%a0 from master-1.12)]
File Edit View Go Capture Anshyze Statistics TElEFhEI’IJ_‘ Tools Intemzk Help

so4Nd BEX2 q¢ev072 EF QD §ERXD

Filter.  hitptime > 1 v | bipression..  Flear  Apaly Save  TCP Dealy

‘o, Time HTTP Delta Source Destingtion Length  Protocol  Info

201.924  1.79835201209.133.32.624.6.173.2201514 HTTP HTTP/1.1 200 0K (text/html)
43220.508 1.92250401209.133.32.624.6.173.2201514 HTTP HTTP/1.1 200 OK (text/html)
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Step 3: When you click save, Wireshark prompts to name the button. Name it HTTP
Delay and then click OK.

| tr-hitp-pcapmet101.pcapng [Wireshark 1.12.3 (¥1.12.3-0-gbb3e9a0 from master-1.12)]
File Edit View Go Capture Analyze Statistics Te\ephon! Tools Internals  Help

eoiBsi BEXR GesaTL I QQQAH UBRE B

Fiter  hitptime> 1 v | Expressipn...  Clear Apply Save  TCP Dealy’ HTTP Delay
No. ettt Length  Protocol  Info

201.924 1.79835201209.133.32.624.6173.2201514 HTTP HTTP/1.1 200 0K (text/html)

43220.508 1,92250401209.133.32.624.6.173.2201514 HTTP HTTP/L1.1 200 0K (text/html)

Always remember to clear your display filter when you are done reviewing the
results.

Step 4: As you click your new HTTP Delay button, you will find two packets of this
trace file matching the filter—Packet 20 and Packet 432.

Topic 133: Wireshark Lab 40

In this topic, we plot HTTP response times in Wireshark.

Wireshark allows a user to define up to five differently colored graphs. We can make
the following configurations:

Graphs
e Graph 1-5: enable the specific graph 1-5 (only graph 1 is enabled by
default).
e Color: (cannot be changed)
e Filter: a display filter for this graph
e Style:(Line/Impulse/FBar/Dot)
X Axis

e Tick interval: an interval in x direction lasts (10/1 mins or
10/1/0.1/0.01/0.0015s)
e Pixels per tick: use 10/5/2/1 pixels per tick interval
e View as time of day: instead of sec or mins, view x as time of day
Y Axis

e Unit: the unit for y direction (Packets/Tick, Bytes/Tick, Bits/Tick, Advanced...)
e Scale: the scale for the y unit (Logarithmic,Auto,10,20,50,100,200,500,...)
Let’s Graph HTTP Response Times.

Step 1: Open tr-http-pcaprnet101.pcapng.
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L tr-http-pcapmet10.pcapng  [Wireshark 1123 {1.12.3-0-gbb3efa0 from master-1."
hie kdit Wiew Go Capture Anahyze Mtabshics Telephony Tools Intemals Help

codmd BEXE QesnTLEE Qaan gn8% 8

Filter: w|bpression..  Clesr  fpply Swe  TCP Dealy HTTP Delay

o, Time Source Destnation Length  Protocel  Info

24.6.173.22075.75.75.75 73DNS Standard query Oxc3bf A

20.021  75.75.75.75 24.6.173.220 89DNS Standard guery response Ox
30.023 24.6.173.22075.75.75.75 73 DNS Standard query Ox406e AAA
40.048 75.75.75.75 24.6.173.220 146DNS Standard query response Ox
50.051 24.6.173.220209.133.32.6' 66 TCP 21213-80 [SYN] Seq=0 Win=8
60.070 209.133.32.624.6.173.220 66TCP 80-21213 [SYN, ACK] Seq=0 .
70,070 24.6.173.220209.133.32.6' 54TCP 21213-80 [ACK] Seq=l Ack=1
80.071 24.6.173.220209.133.32.6' 341HTTP GET / HTTP/1.1

90.088 209.133.32.624.6.173.220 6OTCP 80-21213 [ACK] seq=1 Ack=2
100.097 209.133.32.624.6.173.220 357 HTTP HTTP/1.1 303 see other
110.098 209.133.32.624.6.173.220 6OTCP 80-21213 [FIN, ACK] Seq=30
120.099 24.6.173.220209.133.32.6'° 54TCP 21213-80 [ACK] Seq=288 Ack:
130.099 24.6.173.220209.133.32.6° 54TCP 21213-+80 [FIN, ACK] Seq=28
140.105 24.6.173.220209.133.32.6 66TCP 21214-80 [SYN] Seg=0 Win=8

Step 2: Select Statistics | 10 Graph.
Step 3: In the Y Axis Unit area, select Advanced...

Step 4: Select the MAX(*) Graph 1 Calc option and then, enter http.time in the Calc
area.

Step 5: To plot your results, click the Graph 1 button.

Ml Wireshark 10 Graphs: tr-http-pcapmet101.pcapng I =8 g
20s
The nttp. time graph makes the two
high-response times easy to spot 10s
BB B o
0s 2s
i )
Graphs X Auis
[Giaph] color [iter CaleMaxy) |« tptime Syl line || [ Smooth | Tckintenvet 1 sec %
[raph2) color [Fier Calc: SUMY) 3 Style: Line E @] Smooth || PReispertice |5 (=
(Graph] Colo Fit ] Cale: SUM() j Style: Li J 7] Smooth S
L bl 5 gt T
GraphlllCuior Filtz:] Cale: SUM() 3 Style:|Line 3 [¥] Smooth 170, | F——
Gvaphi} lo [@I Cale: SUM(™) El Style:| Line EJ Smooth ||Scale: | Auto H
Smooth:  No filter B
| tep || o | sove Cose |

If you click the highest points in the graph, Wireshark will take you to those packets
which have encountered highest delays. Packet 20 and Packet 432 show that the
HTTP response time from the HTTP server (209.133.32.69) was over 1.7 seconds
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Topic 134: Wireshark Lab 41

In this topic, we add Server Message Block (SMB) response time column in
Wireshark.

What is a Server Message Block (SMB)?

On Windows-based networks, Microsoft employs a file sharing protocol called Server
Message Block (SMB). SMB and SMB version 2 are the two versions that are
commonly employed on Windows-based networks. SMB is a request/response
protocol. Its response codes are available on Microsoft's Open Specification
site www.microsoft.com/openspecifications/. SMB delays can be estimated by

looking at the smb.time field in the SMB response packets.
Step 1: Open tr-smb-slow.pcapng.

Step 2: The first SMIB response packet is Packet 5 (Negotiate Protocol Response).

u tr-smb-slowpcapng [Wireshark 1123 (v1.123-0-gbb3e830 from master-1.12]
He Edt View Go Capture Analme Statetics T(Iephon‘:' Took Intemal: Help

codNdBEXZ Q¢+ FLEE QQAD UBBEID

Filter: v/ Brpeession...  Clear Apply Save  TCPDealy HTTP Defay

He Time Source Destiruaticn length  Protecol  Info

192.168.0.88192.168.0.99 1178-+445 [SYN] Seq=0 win=65535 Len=0 MSS=1¢
20,000 192.168.0.99192.168.0.88 62TCP 445-1178 [SYN, ACK] Seq=0 Ack=1 Win=8192 Le

30.001.192 168 0 82102 168 099 _C4Trp 117 = =1 Win=65535 Len=0
40.002 192.168.0.88192,168.0.99 191SMB Negotiate Protocol Request
192.168.0.99192.168.0.88 251SMB Negotiate Protocol Response

; ~108. 0. g =REQ
70.004 192.166.0.99192.

168.0.88 148 KRBS KRB Error: KRBSKDC_ERR_C_PRINCIPAL_UNKNOWN
80.005 192.168.0.88192.168.0.99 359 KRBS AS-REQ

90.005 192.168.0.99192.168.0.88 148 KRBS KRB Error: KRBSKDC_ERR_C_PRINCIPAL_UNKNOWN
100.006 192.168.0.88192.168.0.99 294 SMB Session Setup AndX Request, NTLMSSP_NEGOTIA
110,007 192.168.0.99192.168.0.88 5745MB Session Setup AndX Response, NTLMSSP_CHALLE
120.008 192.168.0.88192.168.0.99 434 SMB Session Setup AndX Request, NTLMSSP_AUTH, U

130.008 192.168.0.99192.168.0.88 93SMB Session Setup AndX Response, Error: STATUS_
140 AN 107 162 N 22107 162 N 00 EATAD 1179.44C ToTi Arr] can-T0Q ArL-=7E7 win-£AT

The smb.time field exists only in SMB response packets. Let’s use packet 5 to create
a smb.time column. Expand the SMB section and the SMB Header section of Packet
5 in the Packet Details pane.

Step 3: Right-click on the [Time from request: 0.000766000 seconds] line and click
Apply as Column.
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Ble [t Yew Go Cooure dnshoe juitcs Teephomy Tock lecemsl
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}obb3eal from master-1.12)]
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P Dwsly HITP Delay

Prepare a Filker C
GCokorize with Fiter C

30.001 192.168.0.88192.168.0.% ACK] Seq=1 Ack=1 Win=6%

40,002 192.168.0.88192.168.0.% Protoco] Request

50.003 192.168.0.99192.168.0.& .=rotoco‘l Response

60.003 192.168.0.88192.168.0.¢ ::m,_,,“mw__

70.004 192.168.0.99192.168.0.8 ferein KRBSKDC_ERR_C_PRINCIPA

80.005 192.168.0.88192.168.0.% ¢ yuisotoccivae

90.005 192.168.0.99192.168.0.8 g rawrieid ieisrence KRB SKDC_ERR_C_PRINCIPA
ann‘nnr  dnn'tre’n a0 snntee a T DT e e e e Taa
SME (Server Message Block Protocol ool !

2! Decode As._

SMB Header
server Component: SMB
Response to: 4

o Disable Protocol .

[Time from request: 0.000766000

NT Status: STATUS_SUCCESS (0x0000

0000)

a tr-smb-slowpeapng [Wireshark 1.123 (v1.12.3-0-gbb3e3a0 from master-1.12))

ble Edit View Go Capture Anshze Jatstics Teleghony Tooks Inbemals

Destingtion

.0.88192.168.

coAMd BERX2 AevaT2BE @acn @88 E @

v | bxpression.,  Clear

Help

TCP Daaly HTTP Delay

178-445 [ACK] Seq=l s

0.99
.0.86192.168.0.99 191sMB egotiate Protocol Reqi
50.003 192.168.0.99192.168.0.88 251swe 0.000766011egotiate Protocol Res
60.003 192.168.0.55192.168.0.99 -REQ
70.004 192.168.0.99192.168.0.88 148 KRB RE Error: KRBSKDC_ERR.
§0.005 192.168.0.88192.168.0.99 359KRB -REQ
90.005 192.168.0.99192.168.0.88 14B8KRB RE Error: KRBSKDC_ERR.

Step 4: The newly created column appears to the left of the Info column. Click and

drag your new column to a suitable location where visibility is much better.

Step 5: Wireshark assigned the new smb.time column the label Time from request.

On column heading click right and then, select Edit Column Details. Rename it’s title

to SMB Delta. Click OK.

Step 6: To examine the SMB response packets with the largest delays, click the newly

created SMB Delta column heading twice. This will sort packets from high to low.

L

Lie [df Vew G Coptue Anhze Sshehes Ielephony look ntemale Lip

gelel fom maser112)

codNdEEXRaeseTLEEcaan @gRB%(

Fite o Epuesai - e

~ Saurce

. [ svgoda )
13228.763 13.90252700( 192,168.0.99

gl Sor TOPDealy TP Delay
Lesgth  Pratecol  Info i
174 sAMR LookupDomain response

Diestinaticn
192.168.0.868

142 28.922
136 28.830
58290.443
32037.193

75 14,623
349 48.562
13428.764
386 90.447
35148.563
148 28.940
100 14.860
577 90.440

0.088521000
0.064965000
0.003131000
0.003085000
0.002264000
0.001814000
0.000924000
0.000911000
0.000888000
0.000869000
0.000860000

0.000847000

182:
192:
192,
192.
192,
.168.0.99192.168.0.88
192.
192,
192.
132,
.168.0.99192.168.0.88
192.

168.0.99192.168.0.88
168.0.99192.168.0.88
166.0.99192.168.0.88
168.0.99192.168.0.88
168.0.99192,168.0.88

168.0.99192.168.0.88
168.0.99192.168.0.88
168.0.99192.168.0.88
168.0.99192.168.0.88

168.0.99192.168.0.88

142 SAMR SetUserInfo2 response
170 SAMR CreateUser2 response
4513MB Session Setup AndX Re
451sMB  Session Setup AndX Re
4515MB Session Setup AndX Re.
97 sME  Logoff AndX Response
162 SAMR OpenDomain response
254 5MB  Trans2 Response, GET_I
93sMB  Tree Disconnect Respol
162 sAMR Close response

238 SAMR EnumDomains response
2515MB  Negotiate Protocol Re
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Topic 135: Wireshark Lab 42

In this topic, we examine Server Message Block (SMB) statistics in Wireshark.

Service response times, including SMB and SMB2 response times are created and
tracked by Wireshark.

Step 1: Open tr-smb-slow.pcapng.

tr-smb-slonpezpng [Wireshark 1123 (v1.12.3-0-gbb3eSa0 from master-1.12)]

He [t Vew Go Caphwe Anaoe Jicbes Telphony Took Itenak Help
eoAms

Fitter:
Mo Time

10.000
30.001
40.002
50.003
60.003
70.004
80.005
90.005
100.006
110.007
120,008
130.008

EEXZItesanTFiEE QAR FRRX A
v|bpression...  Cler  Apgly Save  TCPDesly HTTP Delay
SMB Defia Source Destinztion Length  Protocol  Info

192.168.0.88192.168.0.99 62TCP 1178-445 [SYN] Seq=0 Win=65535

192.168.0.88192.168.0.99 54 TCP 1178-445 [Ack] Seq=1 Ack=1 Win=h
192.168.0.88192.168.0.99 191SMB Negotiate Protocol Request
0.000766000 192.168.0.99192.168.0.88 251SMB Negotiate Protocol Response
192.168.0.88192.168.0.99 359 KRBS AS-REQ
192.168.0.99192.168.0.88 148 KRBS KRB Error: KRBSKDC_ERR_C_PRINCIP
192.168.0.86192.168.0.99 359 KRBS AS-REQ
192.168.0.99192.168.0.88 148 KRBS KRB Error: KRBSKDC_ERR_C_PRINCIP
192.168.0.88192.168.0.99 294 SMB Session Setup AndX Request, NTLM
0.000749000 192.168.0.99192.168.0.88 5745MB Session Setup AndX Response, NTL
192.168.0.88192.168.0.99 434SMB Session Setup AndX Request, NTLM
0.000689000 192.168.0.99192.168.0.88 93SMB Session Setup AndX Response, Err

Step 2: Select Statistics | Service Response Time | SMB. As Wireshark prompts you,
Click Create Stat. For a trace file, the SMB Service Response Time statistics window
shows the minimum, maximum and average Service Response Time (SRT).

~ "y
M SMB Service Response Time statistics: tr-smb-slow.pcapng E‘M

|Index 4 Procedure 4 Calls = Min SRT 4 Max SRT 4 Awvg SRT A
37 Trans 16 0.000376 13.902527 0.879052

115 Session Setup AndX 5 0.00068% 0.003131 0.001984 | _

114 Negotiate Protocol 4 0.,000753 0.000847 0.000781 —‘

4 Close 3 0.000682 0.000743 0.000704 ||
46 Read AndX 3 0.000384 0.000818 0.000644
47 Write AndX 3 0.000219 0.000841 0.000637

50 Trans2 3 0000606  0.000911 \ 0000718 ~

Transaction2 Sub-Commands
Index 4 Procedure 4 Calls ¥ Min SRT 4 MaxSRT 4 Awvg SRT 4
[ 16 GET_DFS_REFERRAL 3 0.000606 0.000911 0.000718

' NTTranead  We can quickly detect slow '
Index 4 Procedure 4 Calls ~ MinsrT « | SMB responses in this window |

SMB Service Response Time statistics
Filter:
SME Commands
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This SMB Service Response Time statistics window provides a list of all the request
procedures.

Topic 136: Wireshark Lab 43

In this topic, we create a button to detect Server Message Block (SMB) Response
Times in Wireshark.

In Wireshark, SMB and SMB2 response times can be estimated by using smb.time
and smb2.time. Let’s learn how to create a button to detect SMB and SMB2
response times larger than 1 second.

Step 1: Open tr-smb-slow.pcapng.
Step 2: Type smb.time > 1 || smb2.time > 1 in the display filter area. Click Save.

A tr-smi-slow.pcapng [Wireshark 1,123 (v1.123-0-gbb3eda0 from master-1.12)}
fe [dit View Go Copture Anahze Statistics Telephomy Tools [nfemals |lelp

eodNd BEXR\«»9F2 B ccaan §B8L B
| fiter,  smbdime > 1] smb2fime > 1| I v|Dpeesicn.  Clear  Apgly Desly HTTP Delay
o v v Detinetiom Ml Infa

10.000 192.168.0.88192.168.0.99 62TcP 1178-445 [SYN] Seq=C
2 ] ah

30.001 192.168.0.88192.168.0.99 54 TcP 1178-445 [ACK] Seg=
40.002 192.168.0.88192.168.0.99 191SM8 Negotiate Protocol R
50.003 0.000766000 192.168.0.99192.168.0.88 251SMB Negotiate Protocol R
60.003 192.168.0.88192.168.0.99 359 KRB5 AS-REQ

70.004 192.168.0.99192.168.0.88 148 KRBS KRB Error: KRBSKDC_E
§0.005 192.168.0.88192.168.0.99 359 KRBS AS-REQ

90.005 192.168.0.99192.168.0.88 148 KRB5 KRB Error: KRBSKDC_E
100.006 192.168.0.88192.168.0.99 294 sMB Session Setup AndX R
110.007  0.000749000 192.168.0.99192.168.0.88 57435MB Session Setup AndX R
120.008 192.168.0.88192.168.0.99 434 sMe session Setup Andx R

130.008 0.000689000 192.168.0.99192.168.0.88 93sM8 Session Setup AndX R

Step 3: You can name your button SMB/SMB2 Delay and then, click OK.

Step 4: Click your newly created SMB Delay button. We find that Packet 132 is the
only packet that matched your filter.

A tr-smb-slow.pcapng [Wireshark 1.12.3 (v1.12.3-0-gbb3e9a0 from master-1.12)]
File Edit View Go Capture Analyze Statistics Telephon! Tools Internals  Help

codmsEEXR 0¢es9TL B acan #gu8% g

Filter  smhb.time > 1]| smb2.time > 1 v | Bxpression..  Clear Apply Save  TCPDealy HTTPDelay SMB Delay

No. Time SMB Delta Source Destination Length  Protocol  Info

13228.763 13.902527000 192.168.0.99192.168.0.88 174 SAMR LookupDomain response
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Topic 137: Wireshark Lab 44

This topic plots Server Message Block (SMB) Response Times in Wireshark.

Let’s learn how to plot SMB response times in Wireshark.

Step 1: Open tr-smb-slow.pcapng.

Step 2: Select Statistics | 10 Graph.

Step 3: In the Y Axis Unit area, select Advanced...

Step 4: Select the MAX(*) Graph 1 Calc option and enter smb.time in the Calc area.

Step 5: Click the Graph 1 button to plot the SMB response times.

| 4 Wireshark 10 Graphs: tr-smb-slow.pcapng

s 205 s 605
G Colur |Filter: Cale: MAK) | snblime I Stybe: Line
Graph 2| Color |Filter: Caler SUM(') [ Stybe Line
Graph3 Filter: Cale: SUM(") ¥ Stybe Line
Graph 4 Color Filter Cale: SUM[) h Stybes Line
Graph 5 Filrer: Calir: SUM[%) v Style: Line
Help Copy

T
00s 100s

X Ruic
Tick interval: 1 scc
Pivels per tick:

¥ Aeas
Unit:

Scile
Smoath: o filter

Auto

Save

5

[ View as time of day

Advanced...

Close

Step 6: Since SMB and SMB2 use different time fields, we have to create two graphs;

one for each delta time.

s

A Wireshark 10 Graphs: tr-smb-slow.pcapng
—20s
—10s
‘ —_ 77" &
0s 205 40s 6ls 805 100s
g X Axis
Graph 1| Color | Filter: Cale: MAX(") v smbtime Style: Line v Smooth || Tick interval: 1 sec v
Graph ECo\or Filter: Cale: MAX(") v | smb2time Style: Line v Smooth Rc Eeties 5 v
- [] View as time of day
pimiem— v o | [¥] Smoath
Y Axis
Graph 4| Color | Filter: Cale SUM(T) v Style: Line v Smooth Unit: Advanced.. | v
Graph 5 Filter: Cale: SUM(") v Style: Line v Smooth || Scale | Auto v

Smooth: | No filter v
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Step 7: As you click on the highest points in the graph, Wireshark will jump to those
packets in the main window for further analysis.

Topic 138: Wireshark's Expert Infos System
This topic provides an overview of Wireshark’s Expert Infos System.

There are two buttons and three columns in Wireshark’s Status Bar. The first button
is named the Expert Infos button. Wireshark generates alerts for you to numerous
network concerns seen in the trace file as well as packet comments in the Expert
Infos window. Expert infos are only a hint and help both novice and expert users to
find probable network problems a lot faster, compared to scanning the packet list
“manually”. The Expert classifies information into 6 categories:

e Errors: red

* Warnings: yellow

* Notes: cyan

* Chats: blue

e Details: grey

* Packet Comments: green

When you click the Expert Infos button in the bottom left corner of the Status Bar,
the Expert Infos window will open.
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Ml Wiresharic 4489 Expert Infos |£ﬁ

Erors:0() | Wernings:2 (473) | Notes: 531 G819) | Chots 15 197) | Detis 489 | Packet Comments: 0

Group 1 Protocol 1 Summary 1 Count 1 a

7 Sequence TCP Previous segment not captured (common at capture start) 456

H Sequence TCP Out-0f-Order segment 7]
Packet: 62 1
Packet: 63 1
Packet: 37810 1
e o Expand a section and click on a packet :
Packet: 3415 i % 1
" to jump to that location in the trace file
Packet: 3817 1
Packet: 38419 1B

! Help |  Close

If we understand the causes of the errors, warnings, and notes, then this will help us
to figure out what is affecting the network performance. We next look at examples
of various commonly occurring Expert warnings, notes, and chats.

Chats: information about usual workflow: e.g. a TCP packet with the SYN flag set

Notes: notable things: e.g. an application returned an “usual” error code like HTTP
404

Warnings: e.g. application returned an “unusual” error code like a connection
problem.

Topic 139: Wireshark's Packet Loss Detection
This topic provides an overview of Wireshark’s Packet loss detection process.

Most of the time packets are dropped by interconnecting devices such as a switch, a
router, a firewall i.e. anything that makes forwarding decisions.

What Causes Packet Loss: The common reasons are a switch or router is overloaded.
It is unable to keep up with the required packet forwarding rate. The device is simply
faulty.

How Wireshark's detects Packet Loss: The TCP sequencing process is used by
Wireshark to detect lost packets. You can also turn off this feature by disabling the
Analyze TCP Sequence Numbers TCP Preference setting. Click the Preferences
button, then expand Protocols and choose TCP.
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d Wineshark: Preferences - Profile Defalt

Show TCP smemary s peokcelie: |

Vil TCP checksam i prasible: [

Mo subchcuector o reaceemble (P dreame. [

tetre I Analyze TCP sequence numbers - ) I

Feleve sequence b 1

Sealing fartor tn e when not availahle from caphare Not knosn

™ Track eumber of byfesinfight

Cobulee comverseion imestemps ¥
™D Tryheuitic b dimacters e[

Ignore TCP Timestemes in summary: |

Dot el sebdnsetons for e peckets: [

TCP Frperimental Optinns with a Magic Number ¥

Wireshark creates a value called nextseq (displayed in the Next Sequence Number
field). Its value is determined by adding together the Sequence Number field value of
each packet to the number of data bytes in it. Therefore, the next expected
sequence number from the sender is available in nextseq. Wireshark assumes that
one or more packets have been lost when it sees sequence number jump beyond the
nextseq value.

Topic 140: Packet Loss Recovery Methods

In this topic, we understand Fast Recovery and Retransmission Timeout (RTO)
methods for Packet loss. An Internet application developer has two choices for the
transport layer protocol: Transmission Control Protocol (TCP), or User Datagram
Protocol (UDP). TCP provides a packet loss recovery mechanism while UDP does not.
Based on this feature, there are applications which can and which cannot tolerate
data loss. File transfer, e-mail, and Web documents, instant messaging are examples
of those applications which cannot tolerate loss. Loss-tolerant apps include real-time
audio/video, stored audio/video, and interactive games.

Packet Loss Recovery Method #1—Fast Recovery

This method can be used only if the receiver supports Fast Recovery. In this method,
when the receiver observes a jump in the sequence number value, it will
immediately begin sending Duplicate Acknowledgments. Upon receipt of four
identical ACKs (the original and three Duplicate ACKs), the sender will retransmit the
packet that has been lost.

Packet Loss Recovery Method #2—Sender Retransmission Timeout (RTO)

In this method, a sender maintains a timer for a packet. If the packet has not been
acknowledged within Retransmission Timeout (RTO) value, the sender retransmits
the packet.
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Topic 141: Wireshark Lab 45

In this topic, we apply a Filter to count previous segments in Wireshark.

Step 1: Open tr-general101d.pcapng.

A tr-general101d.pcapng [Wireshark 1.12.3 (v1.12.3-0-gbb3e9a0 from master-1.12)]
File Edit View Go Capture Analyze Statistics Talaphun! Tools Internals  Help

C0iBLBEXRIQA++aTL|EBEQQGH @$EBX B
Filter: v | Expression..  Clear Apply Save  TCPDealy HTTPDelay SMB Delay

No. Time Source Destination Length  Protocol  Info

o 088 o 300001479 [AcK]
20.000 10.10.10.10 10.9.9.9 54 TCP  1479-30000 [Ack] Seq=1 Ack-
30.000 10.9.9.9 10.10.10.10 1374 TCP 30000-1479 [AcCK] seg=1321 /
40.000 10.9.9.9 10.10.10.10 1374 TCP 30000-1479 [ACK] Seq=2641 /
50.000 10.10.10.10 10.9.9.9 54 TCP  1479-30000 [Ack] Seq=1 Ack-
60.000 10.9.9.9 10.10.10.10 1374 TCP 30000-1479 [ACK] seg=3961 /
70.000 10.9.9.9 10.10.10.10 1374 TCP 30000-1479 [AcCK] seqg=5281 /
§0.000 10.10.10.10 10.9.9.9 54 TCP  1479-30000 [Ack] Seq=1 Ack-
90.004 10.9.9.9 10.10.10.10 1374 TCP 30000-1479 [ACK] Seq=6601 /
100.004 10.9.9.9 10.10.10.10 1374 TCP 30000-1479 [AcCK] seqg=7921 /
110.004 10.10.10.10 10.9.9.9 54 TCP  1479-30000 [AcK] Seq=1 Ack-
120.004 10.9.9.9 10.10.10.10 1374 TCP 30000-1479 [ACK] Seq=9241 /
130.004 10.9.9.9 10.10.10.10 1374 TCP 30000-1479 [ACK] Seg=10561

Step 2: In the display filter area, enter the filter tcp.analysis.lost_segment. Click
Apply.

i tr-general101dpcapng [Wireshark 1.123 (v1.12.3-0-gbb3e9al from master-1.12]) -a
file Edit View Go Capture Anahze Safistics Telephomy Took Intemels Help
COANAEEX2 0699 TFL/EE QAR ANBKIR

|:i15r. topanalysislost segmend] v }rei;'cr.. Oear  Apply  Save  TCPDedly HTTPDelay SMBDelzy
o, ime SO naon length  Protecel  Inf

42041.053 10.9.9.9  10.10.10.10 1374 TCP [TCP Previous segment not captured] 30000-1479 [ACK
04173.014 1 0 1374TCP [TCP Pr TR red)

all (N

From the Status Bar, we can observe that Wireshark has detected packet loss five
times in this trace file. In the Info column, we can see “Previous Segment Not
Captured”. This warning means that Wireshark was not able to see the previous
packet(s) in a TCP communication. Wireshark keeps a track of the packet ordering
using TCP Sequence Numbers. From this, it can easily detect when packets are
missing.

Step 3: As you finish analyzing the trace file, click Clear to remove your filter.
Applying the filter tcp.analysis.lost_segment on the traffic of a trace file, we easily
found that packet loss is occurring. To determine how many packets were actually
lost, we need to examine the TCP sequence numbers.
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Topic 142: Wireshark Lab 46

In this topic, we add TCP sequencing columns in Wireshark.

In this lab exercise, we will create three columns to help understand how TCP
sequencing works in a trace file. Using these columns, we will be able to determine
how many packets are actually lost when Wireshark displays Previous Segment Not
Captured.

Step 1: Open tr-generall101d.pcapng.
Step 2: Expand the TCP header in Packet 1.

Step 3: Right-click on the Sequence Number field and select Apply as Column.
Rename this column SEQ# by right-clicking on your new Sequence Number column
and selecting Edit Column Details.

Filter: v Expression..  Clear Apply Save  TCPDealy HTTP Deli
Ha. Time Saurce Destingtion U Erpand Sublrees
10.000 10.9.9.9 10.10.10.10 il Seq-1 Ack
20.000 10.10.10.10 10.9.9.9 Erard Al Seq=1 Ach
3 0.000 10.9.9.9 10.10.10.10 Cotapel Seq=1321
4 0.000 10.9.9.9 10.10.10.10 seq=2641
5 0.000 10.10.10.10 10.9.9.9 Seq-1 Ach
6 0,000 10.9.9.9 10.10.10.10 Apphy as Filter + | Seq=3961
7 0.000 10.9.9.9 10.10.10.10 Prepare s Filter b | Seq=5281
8 0.000 10.10.10.10 10.9.9.9 Colarize with Fiter b | Seq=1 Ack
9 0.004 10.9.9.9 10.10.10.10 Fellow TCP Stream Seq-bb01
10 0.004 10.9.9.9 10.10.10.10 Follow - Seq=7921
11 0. 004 10.10.10.10 10.9.9.9 Follow: 551 Strer seq=1 Ack
12 0.004 10.9.9.9 10.10.10.10 Copy v | Seq=9241
13 0.004 10.9.9.9 10.10.10.10 Export Selected Packet Bytes. Seq=10561
14 0.004 10.10.10.10 10.9.9.9 Edit Packet seq=1 Ach
® Wiki Protocal Page
# Frame 1: 1374 Iwrp.s_nn wire (10992 bits), 1374 hlluhddhdm:u on interf:
« Ethernet II, Src: Cisco 00:00:01 (00:0c:ce:00:0 Pretocal Help 00:0c:ce:!
v Internet Protocol Version 4, src: 10.9.9.9 (10.| ool prefeenes v [.10.10.10
Transmission Control Protocol, Src Port: 30000 9), Seq: .
Source Port: 10000 (30000) 2 Decodeds..
Destination Port: 1479 (1479) AT
[stream index: 0] e AxHane
Sequence number: 1 geRincon ]

_ u-generali0idpcapng Witeshark 1,123 (v1123-0-gbb3edad from master-1.12))
A 3 Trlephuny  Took [nbeenah,  Help
22 qevaF2EE eeen anny g
Filter: | Bxprecion... Save  TCPDealy HTTP Delay SMB Delay

o Time Source Nestnstion el L

1374 TCP 1 3000041479

2 0.000 10.10.10.10 10.9.9.9 54 1P 479-+30000 [ACK] beq-1 Ack-1:
3 0.000 10.9.9.9 10.10.10.10 13/4 TCP 1321430000-1479 [ACK] Seq-1321 Ack
40.000 10.9.5.9 10.10.10.10 1374 1Cp 264143000041479 [ACK] Seq=2641 Ack
5 0.000 10.10.10.10 10.9.9.9 54 1CP 1§1479-30000 [ACK] Seq-1 Ack-3¢
6 0.000 10.9.9.9 10.10.10.10 13/4 TCP 3961130000-1479 [ACK] Seq-39061 Ack
7.0.000 10.9.5.9 10.10.10.10 1374 1¢p 5281430000-1479 [ACK] Seq=3281 Ack
& 0.000 10.10.10.10 11.9.9.9 54 1P 1§1479-30000 [ACK] Seq-1 Ack-6d
90.004 10.9.9.% 10.10.10.10 1374 TCP bOUL{I0000-14/9 [ACK] Seq-bblLl Ack
10 0.004 10.9.9.9 10.10.10.10 1374 1cp 7921430000-1479 [ACK] Seq=7921 Ack
11 0.004 10.10.10.10 10.9.9.9 54 TCP 1§1479-30000 [ACK] Seq-1 Ack-9%
12 0.004 10.9.9.9 10.10.10.10 1374 TCP 924130000-14/9 [ACK] Seq-9241 Ack
13 0.004 10.9.9.9 10.10.10.10 1374 TCP 10561430000-1479 [ACK] Seq=10361 Ae
14 0.004 10.10.10.10 10:9.9.9 54 TCP 1479+30000 [ACK] Seq-1 Ack-1°
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Step 4: Select Apply as Column after right-clicking on the Next Sequence Number
field. Rename this column NEXTSEQ# by right-clicking on this newly created column
and selecting Edit Column Details.

Step 5: Create the 3" hew column by right-clicking on the Acknowledgment Number
field and select Apply as Column. Rename this column ACK# as we did in the
previous step.

Step 6: Click the Go To Packet button on the Main Toolbar. As packet 10417 is one of
the packets tagged with the Previous Segment Not Captured Expert indication. Enter
10417 and click Jump To. From the NEXTSEQ# column, we find that the next packet
(after Packet 10,416) from 10.9.9.9 should use sequence number 9,164,761. But
SEQ# is equal to 9,175,321 for the next packet from 10.9.9.9.

”
M tr-generall01d.pcapng

File Edit View Go Capture Analyze Statistics [mphnni Tocls |ntemals Help

GO ANEI BARE Aev T2 [_:[G- I SEQ# 9164761 is expected
- = = nextfrom 10993..
wer L XPrESsIon...

No. Source Destination Protocol  SEQ#® NEXTSEQS ACKs Info . z
10415 10.10.10.10 10.9.9.9 TCP 1 9163441 dberegiste
10416 10.9.9.9 10.10.10.10 TcP 9163441 9164761 1 ndmps > dbe

10417 10.9.9.9  10.10.10.10 Tcp 9175321 9176641 1

10418 10.10.10.10 10.9.9.9 & 1 9164761 dberegister
10419 10.9.9.8 9176641 9177961 1 ndmps > dbe
70420 10.10. 1 CTRCTTECI 164761  [TCP Dup AC
10421 10.9.9.9  amivesnext 9177961 9179281 1 ndmps > b}

10423 10.9.9.9  10.10.10.10 TcP 9179281 9180601 1 ndmps > cbe

2,99 10.10.10.10 T

Because of the mismatch, Wireshark tags Packet 10,417 with Previous Segment Not
Captured. 9,175,321 - 9,164,761 = 10,560 bytes have been lost. The TCP header of
Packet 10,417 indicates that it contains 1,320 bytes of data. Assuming all the lost
packets to be of 1,320 bytes long, 10,560/1,320 = 8 packets were lost prior packet
10,417.

Topic 143: Wireshark Lab 47
In this topic, we build a bad TCP Filter expression in Wireshark.

We would like to create a button, which when clicked once will view many of the key
TCP problems in a trace file.

Step 1: Open tr-general101d.pcapng.

Step 2: Type the following expression in the display filter area: tcp.analysis.flags &&
Itcp.analysis.window_update. Click the Coloring Rules button and then, look for
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the Bad TCP coloring rule. The filter expression we typed in Step 2 is the same as the
Bad TCP coloring rule string.

1| (Edit

Edit...
Enable
Disable

Delete

Manage

Clear

Import...

Export...

Help

Wireshark: Coloring Rules - Profile: Default

String

List is processed in order until match is found

gs 8.8 tep.analysis.window_update

Tl

P

E!= 10

Move
selected filter
up or down

Down

LCancel

Step 3: Click Save on the display filter toolbar to create a new button. Name this
new button Bad TCP.

a

O

£

tr-general101d.pcapng [Wireshark 1.12.3 (v1.12.3-0-gbb3e%0 from master-
File Edit View Go Capture Analyze Statistics Te\ephonz Tools nternals  Help

FiIter:l tep.analysis.flags &8 'tcp.analysiswindow_update I

No. Time

100
110

12 N

20.
30.
40.
50.
60.
70.
80.
90.

000
000
000
000
000
000
000
004
.004
.004

nna

Source

10.
10.
10.
10.10.10.10
10.9.9.9
1DR9R9ES
10.10.10.10
1DR9R9ES
AL9R9E
10.10.10.10

1n a a a

10.
10.
10.
10.
10.
10.
10.
10.
10.
10.

1in

v | Expression...

Destination

BEoR0
10.10.
10.10.
BEoR0

10.10.
10.10.
gn9ng

10.10.
10.10.
BEoR0

1in 1n

10
10

10
10

10
10

1n

Length

1374 TCP
54 TCP
1374 TCP
1374 TCP

54 TCP
1374 TCP
1374 TCP

54 TCP
1374 TCP
1374 TCP

54 TCP

137A Tro

Step 4: Click the newly created Bad TCP button.

Clear

Protocol

BEXZ A¢e+adTLIBE QD @EB% B

Apply Save

CP Dealy

Info

30000-1479
1479-30000
30000-1479
30000-1479
1479-30000
30000-1479
30000-1479
1479-30000
30000-1479
30000-1479
1479-30000

WNNANLTATO

[ACK]
[ACK]
[ACK]
[ACK]
[ACK]
[ACK]
[ACK]
[ACK]
[ACK]
[ACK]

Farwl

HTTP Delay SMBD

Seq=1 Ack
Seq=1 Ack
Seq=1321
Seq=2641
Seq=1 Ack
Seq=3961
Seq=5281
Seq=1 Ack
Seq=6601
Seq=7921
Seq=1 Ack

Can=07%41
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CIE EON VIEW LD LaplUre ANalyze MAUSUICS  IEIEQNORY  100IS IMEMAls  HEp

eeimi/ X Aac¢s0TL BEeacan ¥nB% 8

Filter: |tcp.analy;i;.ﬂag;&&!tcp‘ana\ysws‘window_update | MKDIESEION... ar Apply ave  TCP Dealy Bad TCP
o Time Source Destination Length  Protocol  Info

10.9.9.9 10.10.10.10 1374 TCP [TCP Previous segment not captured]
10.9.9.9 10.10.10.10 1374 TCP [TCP Out-0f-Order] 30000-1479 [ACK]
10.9.9.9 10.10.10.10 1374 TCP Previous segment not captured] 3
10.10.10 9. ACK 10418#1]

10.10.10 9. ACK 10418#2]

10.10.10 9. ACK 10418#3]

10.10.10 9. ACK 10418#4]
) 9. ACK 10418#5]
10.10.10 9. ACK 10418#6]
10.10.10 9. ACK 10418#7]
) ROE ACK 10418#8]

vuuy U UL Lot VU UU UuU Ju UL LE UU UV UL U0 UU 42 UU s o seeees
0010 05 50 1c 22 40 00 4e 06 e4 60 O0a 09 09 09 0a 0a .P."@.N. .
0020 0Oa Oa 75 30 05 c7 d8 Oe 8 30 6b 4c e9 f2 50 10 ..u0.... .C
nNIN._ NN 7 23 27 2N QAR 7N G 3AN # E_R7
O|ﬁ File: "C:\Us... § Packets: 37422 . Displayed: 1612 (4.3%) - LoaqJtime: 0:00.812

There are 1,612 packets (4.3% of the traffic) matching our Bad TCP button. These
packets can badly affect e.g. a file transfer process to a noticeable extent. Click Clear
to remove your filter when you are finished.

Topic 144: Wireshark Lab 48

In this topic, we find packet loss counts with Expert Infos in Wireshark.
Step 1: Open tr-general101d.pcapng.

Step 2: Click the Expert Infos button on the Status Bar.

@ﬁ File: "C:\Us... | Packets: 37422 . Displayed: 37422 (100.0%) - Load time: (:00.730

i Wireshark: 1616 txpert Infos =Y

Errors: 0 (0) Warnings: 2 (13) Notes: 810 (1601) | Chats: 1 (2) |Details: 1616 | Packet Comments: 0
Group 4 Protocol 4 Summary k (ot 1)
5

B Sequence TCP Previous segment not captured (common at capture start)

Sequence  TCP This frame is a (suspected) out-of-order seqment -

Step 3: There are 1,616 Expert Infos items in the title bar. There are no entries under
the Errors tab as Wireshark could not detect any serious problem in the trace file.
When you click the Warnings tab, Wireshark has observed 5 packet losses. This is
because of the sudden jump in the sequence numbers. Wireshark does not take into
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account the size of the increase. From the Warnings tab, we can see that there are 8
instances of Out-of-Order segments. If you want to analyze a problem, expand the
Expert Infos sections and click on that packet listed. Wireshark will jump to that
problem in the trace file. In the end, close the Expert Infos window.

Topic 145: Wireshark Lab 49
In this topic, we find out where packets are being dropped using Wireshark.

Step 1: Open tr-general101d.pcapng.
Step 2: To view the Expert Infos window, click Expert Infos button on the Status Bar.

Step 3: Click the Warnings tab and expand the Previous segment not captured
(common at capture start) section.

A Wireshark: 1616 Expert Infos - o |

Errors: 0 (0) | Warnings: 2 (13) | Notes: 810 (1601) | Chats: 1 (2) | Details: 1616 | Packet Comments: 0

Group 1 Protocol 1 Summary 1 Count 1

= Sequence TCP Previous segment not captured (common at capture start) 5
Packet: 4204 1
Packet: 11499 1
Packet: 15699 1
Packet: 32016 1

Sequence TCP This frame is a (suspected) out-of-order segment 2

[[] Limnit to display filter

In the listing, let’s examine Packet 10,417. Click on it and Wireshark will take you to
that packet in Main window.

Step 4: After the point of packet loss, we can see numerous Duplicate ACKs after the
missing packet indication.

d Irgenesal i paprg Wireshark 112.3 (v1.12.34-ghbdedad from mester-117)] -0E
e Bt Vew Lo Lyphes Ludoe Maiohor ooy lock blemak Hebp
eedNd BERRAe»9T2 EE QD FERX B
Fier v e Cer Ay Gwe  TOPDedy HTIPDeay SMBDely BaATCP
Ho. Time Sounce Lengh  Protocol o

10417 3.014 10.9.9.9 10 10 10.10 13?4TCP [TCP Previous segment not captured] 30000-1479 [ACK] Seq]

10418 3.014 10.10.10.10 10.9.9.9 66 TCP 1479-30000 [ACK] Seq 1 Ack=9164761 mn-iE?EB Len=0 SLE=9
104193.014 10.9.9.9 10 10 10‘].0 13?4 TCP

104213004 10.9.9.9 101{1 1{1 10 1374 cp
10433.005 10.9.9.9 10,10 1 10 10 13?4rcp 20000-1479. [ACK
104253005 10.9.9.9 L. 0.0.10 13?4 rcp

10427 3.015 10.9.9.9 1[] 1{1 1{1 10 13?4 TCP

104293.015 10.9.9.9 10 10.00.10 13?4 TeP
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10.10.10.10 (the receiver) supports Fast Recovery as it is using Duplicate ACKs. Each
Duplicate ACK is a request for sequence number 9,164,761. See Acknowledgment
Number field in the Duplicate ACKs. Close the Expert Infos window.

fiker v| Bpregicn..  Cles Apgl See TCPDesly HTTP Delay SMBDelsy Bad TCR

L Tme Sowie Deiinaton Lengh  Protoeal Ik

10418 3.014 10.10.10.10 10.9.9.9 66 TCP 1479-30000 [ACK] Seq=1 Ack=3164761 Win=32768 Len=0 SLE=C
104193.014 10.9.9.9  10.10.10.10 1374 TcP 30000-1479 [ACK] $eq=9176641 Ack=1 Win=46 Len=1320
104203.014 10.10.10.10 10.9.9.9 G6TCP [TCP Dup ACK 10418#1) 1479-30000 [ACK] Seq=1 Ack=9164761

104213.014 10.9.9.9 10.10.10.10 1374 TCP 300001479 [ACK] Seq=9177961 Ack=1 Win=46 Len=132

[

104233.015 10.9.9.9 10.10.10.10 1374 TCP  30000-1479 [ACK

" Frame 10420: 66 bytes on wire (528 bits), 66 bytes captured (528 bits) on interface 0

« Ethernet II, Src: Cisco_00:00:00 (00:0c:ce:00:00:00), Dst: Cisco_00:00:01 (00:0c:ce:00:00:01)

« Internet Protocol Version 4, Src: 10.10.10.10 (10.10.10.10), Dst: 10.9.9.9 (10.9.9.9)

Transmission Control Protocel, Src Port: 1479 (1479), Dst Port: 30000 (30000), Seq: 1, Ack: 9164761,
Source Port: 1479 (1479)
Destination Port: 30000 (30000)
[Stream index: 0]

[TCP Segment Len: (]

Missing Seq no.that is
baing requested over
again and agein

mber: 9164761  (relative ack number)
oyTes

Acknowledgme

nt nu
Header Length:

Step 5: Packets were captured upstream from the point of packet loss (closer to the
data sender than the point of packet loss) or downstream from the point of packet
loss (closer to the receiver than the point of packet loss)?

Step 6: We can use the sequence number of the packet that is missing to determine
if we see the original and the Retransmission or just Retransmission. Enter
tcp.seq==9164761 in display filter area.

i tr-geren0idpamg Wretarc 1123 (v1230-gbblelal fom maser-112] -7l
Die [it Yoo Go (whoe bty Jotidics Teehory Joos [nterub kg
CoAMdEERR Ae¢dFLEE QQQE §RBE B

Fiter.  tipueg==3164%51 preton.,  Clr i S TOPDedy HITPDday MEDeyy BadTCP

10.9.9.9 1

e

12035 3,480 10.10.10.10 13747cP [TCP Fast Retransmission] 300001479 [ACK]

We can see that traffic has been captured downstream from point of packet loss.
Packet loss always affects network performance. Locate it and then figure out why it
is happening.

Topic 146: Duplicate ACKs and their Causes
This topic describes duplicate ACKs and their causes.

Duplicate ACKs are used to inform the sender about packet loss. They can also be an
indication of out-of-order packets. A host generates Duplicate ACKs if it supports
Fast Recovery and notices that a packet has arrived with a sequence number beyond
the calculated next sequence number. Details of Fast Recovery can be found in RFC
5681, "TCP Congestion Control." To determine whether an ACK is a duplicate ACK,
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Wireshark uses Data bytes, Window Size, Sequence Number, and ACK Number fields.
When two or more packets with same Data bytes, Window Size, Sequence Number,
and ACK Number fields arrive at a host from a source, we mark the second and
onwards as duplicates of the first ACK. In Duplicate ACKs, the ACK Number field value
indicates the requested sequence. A TCP host keeps on sending Duplicate ACKs until
it receives missing packet. When a receiver receives a packet with the incoming
sequence number value jumping higher than the expected, it does not know if the
packet is lost or it is just out of order and will be arriving soon. Wireshark marks a
packet as Out-of-Order if the missing sequence number packet arrives within 3 ms.
In case, it arrives later than 3 ms, Wireshark marks it a Retransmission or Fast
Retransmission. In Wireshark, we can use tcp.analysis.duplicate_ack to determine
the number of duplicate ACKs, while tcp.analysis.out_of order is used to keep a
record of Out-of-Order packets.

Topic 147: Wireshark Lab 50
In this topic, we use a Filter to count Duplicate ACKs in Wireshark.

Step 1: Open tr-generall101d.pcapng.

Step 2: Enter the filter tcp.analysis.duplicate_ack in the display filter area and then
Click Apply. From the Status Bar, we see that Wireshark has detected 1,019
Duplicate ACKs.

Step 3: Expand TCP header of a Packet. Click on the Acknowledgment Number field
and select Apply as Column. Name it ACK# by right-clicking on this column and
selecting Edit Column Details. On scrolling through the trace file, you will observe
that these Duplicate ACKs are requests for a single missing packet whose sequence
number is 9,164,761.

i r-gencra i papng Wineshad 1123 (1123 0 gbtaedz0fom mesier 112) -on
Fie [3 Yew o (whee fuye Sbeice Tephow ook fmemuk Hep

COAMABAXE GeegTL BB Q0D FBRL B

fiter  tparalssaghon a oibpenin. O A Swe  TCPDul KTIPDdey WEDdyy SWdiCP

4761 [1CP Dup ACK 10418¢1) 1476-30000 [ACK] Seq-
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You can observe that there a many Duplicate ACKs that are requests for a single
missing packet whose sequence number is 9,164,761. The host continues sending
Duplicate ACKs until missing sequence number is resolved.

Step 4: To hide the ACK# column from view, right-click the ACK# column and select
Hide Column. Click Clear to remove the display filter.

Topic 148: Wireshark Lab 51
This topic finds Duplicate ACKs using Expert Infos in Wireshark.

Step 1: Open tr-general101d.pcapng.
Step 2: Click the Expert Infos button on the Status Bar.

A ﬁreshanc 1616 Expert Infta - o

Errors: 0 (0) |Warnings: 2 (13) | Notes: 810 (1601) | Chats: 1(2) | Details: 1616 | Packet Comments: 0
Group 1 Protocol 4 Summary 1 Count \

[] Limit to display filter

Step 3: Let’s examine problems in this trace file by clicking the Notes tab. Count the
Duplicate ACKs. Wireshark does not count all Duplicate ACKs together, it groups
Duplicate ACKs based on their number. In a trace file, assume packet loss occurs
twice. Both times the original ACK, Duplicate ACK#1, Duplicate ACK#2, and Duplicate
ACK#3 were sent. Wireshark will list 3 Duplicate ACKs with an indication that each
occurred twice.
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A Wireshark: 1616 Expert Infos = B

|Errors: 0(0) | Warnings: 2 (13) | Notes: 810 (1601) |Chats: 1 (2) |Detai|s: 1616 | Packet Comments: 0

Group 4 Protocol 4 Summary 4 Count 4
E Sequence i Duplicate ACK (#1) 5
Sequence TCP Duplicate ACK (#2) 4
Sequence  TCP Duplicate ACK (#3) 4
Sequence TCP Duplicate ACK (#4) 4
Sequence TCP Duplicate ACK (£5) 4
Sequence TCP Duplicate ACK (#6) 4
Sequence TCP Duplicate ACK (£7) 4
Sequence  TCP Duplicate ACK (#8) 4
Sequence TCP Duplicate ACK (#9) 4
Sequence TCP Duplicate ACK (#10) 4
Sequence TCP Duplicate ACK (#11) 4
Sequence TCP Duplicate ACK (#12) 4
Sequence TCP Duplicate ACK (#13) 4
[] Limit to display filter

Duplicate ACK (#1) occurs 5 times i.e., the Fast Recovery process was launched 5
times. The 4 Duplicate ACK (#2) indications in one case receiver only had to send the
first Duplicate ACK and then it recovered.

a Wireshark: 1616 Expert Infos - o
Errors: 0 (0] | Warnings: 2 (12) | Notes: 810 (1601) | Chats: 1 (2) | Details: 1616 | Packet Comments: 0 |
Group 4 Protacol 4« Summary 4 Count “

B Sequence TCP Duplicate ACK (#1) 5)

Duplicate ACK (#2) ®

Sequence TCP Duplicate ACK (£3)
Sequence TCP Duplicate ACK (24)

<

[] Limit to display filter

Probably, the one out-of-order packet situation in the trace file occurs near Packet
3,217.

Step 4: Scroll to the end of the Notes section.
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A Wireshark: 1616 Expert Infos - B

Errors: 0 (0) | Warnings: 2 (13) Notes: 810 (1601) |Chats: 1(2) | Details: 1616 | Packet Comments: 0
Group 4 Protocol 4 Summary 4 Count 1A

Sequence TCP Duplicate ACK (£798) 1
Sequence TCP Duplicate ACK (£793) 1
Sequence TCP Duplicate ACK (£800) 1
Sequence TCP Duplicate ACK (#801) 1
Sequence TCP Duplicate ACK (#302) 1
Sequence TCP Duplicate ACK (#803) 1
Sequence TCP Duplicate ACK (#804) 1
Sequence TCP Duplicate ACK (£803) 1
Sequence TCP Duplicate ACK (#808) 1
Sequence  TCP Duplicate ACK (£807) 1

1

1

2

Sequence TCP Duplicate ACK (#808)
Packet: 12034

Sequence TCP This frame is a (suspected] fast retransmission

]

[T] Limit to display filter

The TCP receiver kept on requesting for a missing packet 809 times. This means a
packet got lost and the recovery took a significant amount of time. This can be due
to path latency or a network disconnect. Finally, close the Expert Infos window.

Topic 149: Wireshark Lab 52
In this topic, we determine if Selective ACK (SACK) is in use by examining Duplicate
ACKs in Wireshark.

When two TCP hosts are communicating and are using SACK, only the missing
packets are retransmitted. If SACK is not in use many unnecessary retransmissions
will be generated. The sender retransmits every data packet starting from the
missing sequence number. If the TCP handshake packets are not captured, we can
examine duplicate ACKs to determine if SACK is enabled on the connection.

Step 1: Open tr-general101d.pcapng.
Step 2: Click the Expert Infos button on the Status Bar.
Step 3: Duplicate ACKs can be located by clicking on the Notes tab.

A Wireshark: 1616 Expert Infos -0

Errors: 0(0) | Warnings: 2 (13) | Motes: 810 (1601) |Chats: 1(2) | Details: 1616 | Packet Comments: 0

Group 4 Protocol 4 Summary {4 Count {

Duplicate ACK (#1) 3
Sequence TCP Duplicate ACK (£2) 4
Sequence  TCP Duplicate ACK (#3) 4
Sequence  TCP Duplicate ACK (#4) 4
Sequence  TCP Duplicate ACK (#3) 4
Sequence TCP Duplicate ACK (#6) 4
Sequence TCP Duplicate ACK (#7) 4
Sequence  TCP Duplicate ACK (#8) 4y

[] Limit to display filter
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Step 4: Expand the Duplicate ACK (#1) line and click on the first packet listed, whose
number is 10,420. Go to Wireshark to examine that packet.

A Wireshark: 1616 Expert Infas - olEN

Errors: 0(0) | Warnings: 2 (13) | Motes: 810 (1601) | Chats: 1(2) | Details: 1616 | Packet Comments: 0

Group 4 Protocol 4 Summary 4 Count 4

[ Sequence TCP Duplicate ACK (21) 5
Packet: 12038 1
Packet: 15700 1
Packet: 15843 1
Packet: 32017 1

Sequence TCP Duplicate ACK {£2) 4

Sequence TCP Duplicate ACK (#3) 4y

[ Limit to display filter

Step 5: SACK Left Edge (SLE) and SACK Right Edge (SRE) information is listed in the
Info column. You can also expand packet 10420 and look for the SLE and RLE values

in the Options area of the TCP header.

7 Frame 10420: 66 bytes on wire (528 bits), 6b bytes captured (528 bits) on intertac
s Ethernet II, Src: Cisco_00:00:00 (00:0c:ce:00:00:00), Dst: Cisco_00:00:01 (00:0c:c
: Internet Protocol Version 4, Src: 10.10.10.10 (10.10.10.10), Dst: 10.9.9.9 (10.9.9
s Transmission control Protocol, Src Port: 1479 (1479), Dst Port: 30000 (30000), Seq
Source Port: 1479 (1479)

Destination Port: 30000 (30000)

[Stream index: 0]

[TCP segment Len: 0]

Sequence number: 1 (relative sequence number)

Acknowledgment number: 9164761 (relative ack number)

Hoadar | anath: 22 hutss
[Calculated window s1ze: 32768]
[window size scaling factor: -1 (unknown)]
# Checksum: 0x9b37 [validation disabled]
Urgent pointer: 0
options: (12 bytes), No-Operation (NOP), No-Operation (NOP), SACK
+ No-Operation (NOP)
# No-Operation (NOP)
Kind: SACK (5)
Length: 10
Teft edge = 9175321 (relative)
right edge = 9177961 (relative)
[TcP sacK count: 1]
+ [SEQ/ACK analysis]

Topic 150: Out-of-Order Packets and their Causes
This topic describes out-of-order Packets and their causes.

On a receiving host, the transmission control protocol (TCP) layer cannot pass the
received data up to the application layer until all the bytes are in the correct order.
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Let’s assume a scenario where two packets arrive at a host in reverse order. The
packets both arrive within 1 ms. This situation is unlikely to cause a problem.
Therefore, we may expect that performance will not be affected if there is a little
time between the expected arrival and the actual arrival of out-of-order packets.
Wireshark labels a packet out-of-order if it

(a) Contains data,

(b) Does not advance the sequence number value, and

(c) Arrives within 3 ms of the highest sequence number seen.

Causes of Out-of-Order Packets
e astream using multiple different speed paths to reach the target,
e apoorly configured queuing along a path or,
* Asymmetric routing.

A queuing device that does not forward packets in a first-in/first-out (FIFO) order can
cause packets to arrive a host in an out-of-order fashion.

Topic 151: Wireshark Lab 53

This topic uses a filter to count out-of-order packets in Wireshark.
Step 1: Open tr-general101d.pcapng.

Step 2: Enter the expression tcp.analysis.out_of_order in the display filter area. Click
Apply.

r| tr-general10idpcapng [Wireshark 1123 (v1,123-0-gbb32%0 from master-1.12)]
e Fit Vw fio Coptue Ane Sbics Telphony : b

eedNd EEXNE N+49F RAaP gEBE H

E tepandyssout o oder | vibpesn. Cex  Mgh Sme TCPDesly TP Ddey SWODShy EadTCP

. Time Source

UVULU Ud vud /75> 353U U> C/7 a6 vue C3 §

(a¥alelal NN "Neae Jdn L. NNn_NN_"YN Ar A"

O|_’r File: "C:\Users... |Packets: 37422 . Displayed: 8 (0.0%)) - Load time; (:00.812

We find that Wireshark has detected 8 Out-of-Order packets as indicated by the
Status Bar. On examining the packet numbers, we can have an idea that packets
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4206 and 32018 are out-of-order packets, while remaining 6 packets belong to a
group of out-of-order packets in close proximity.

SLNLETIIEL FIVLULUL VEISIWI %, 3IL., IV.2.2.7 V. 2.7.7), UsL., 1V.1V.1V. 1V |1V, 1V, 1V, 1V)
Transmission Control Protocol, Src Port: 30000 (30000), Dst Port: 1479 (1479), Seq: 3698641, A
source Port: 30000 (30000)
Destination Port: 1479 (1479)
[stream index: 0]
[TCP Segment Len: 1320]
sequence number: 3698641  (relative sequence number)
[Next sequence number: 3699961  (relative sequence number)]
Acknowledgment number: 1 (relative ack number)
Header Length: 20 bytes
“.... 0000 0001 0000 = Flags: Ox010 (ACK)
wWindow size value: 46
[calculated window size: 46]
[Window size scaling factor: -1 (unknown)]
= checksum: Oxd0fa [validation disabled]
Urgent pointer: 0
= [SEQ/ACK analysis]
[Bytes in flight: 2640]
- [Tcp Analysis Flags
o [Expert Info (Warn/Sequence): This frame is a (suspected) out-of-order segment]
= [TImestano

If you find multiple Out-of-Order packets in close proximity, then it is likely that a set
of packets have been lost. These packets are Retransmissions that arrived within 3
ms.

Step 3: When you are done, click the Clear button to remove the filter.

Topic 152: Wireshark Lab 54

In this topic, we find out-of-order packets with Expert Infos in Wireshark.
Step 1: Open tr-general101d.pcapng.
Step 2: On the Status Bar, click the Expert Infos button.

A Wireshark: 1616 Expert Infos - oIEN

Errors: 0(0) |Warnings: 2 (13) | Notes: 810 (1601) | Chats: 1 (2) | Details: 1616 | Packet Comments: 0
Group 4 Protocol 4 Summary 4 Count 1

[] Limit to display filter

Step 3: Click the Warnings tab. Expand the Out-of-Order segment section.
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A Wireshark: 1616 Expert Infos - o

Errors: 0 (0) | Warnings: 2 (13) | Notes: 810 (1601) | Chats: 1 (2) | Details: 1616 | Packet Comments:

Group 1 Protecol 4 Summary 4 Count 1
Sequence TCP Previous segment not captured (commaon at capture start) 5
= Sequence TCP This frame is a (suspected) out-of-order segment 8
Packet: 4206 1
Packet: 12249 1
Packet: 12251 1
Packet: 12252 1
Packet: 12254 1
Packet: 12256 1
Packet: 12257 1
Packet: 32018 1

[] Limit to display filter

Click on the first entry i.e. Packet 4,206 and then click the Close button and then go
to the main Wireshark window.

a tr-generaliDTpeang (Wireshark 1.123 (1.123-0-qbb3e0a from master-1.12]
BHe Bt Vew Go Copowe Aroboe Goiics Telepheny s roemab by

CEaANABERXRT N6+ T2EE QAN FEBL B

Titer v|Epesion. e Ao See TCPDesly HTTRDMey SMEDday BedTCP
Ne. Time Sousre Destination lmqh meu\l Infe

uuuuuuuuuuuuuuuuu T PR VMUY L e LA sy a e VML ARRTA T

42011.052 10.9.9.9  10.10.10. 11]13?4 TcP 30000-+1479 [Ack] Seq=3696001 Ack= 1 win= 4I
42021.052 10.10.10.1010.9.9.9 54 Tcp 147930000 [acK] seq=1 Ack=3697321 win=3
4203 1 053 10. 9 9.9 10 10 10 11313?4 TCP 30000-1479 [AcK] 5eq=3697321 Ack=1 win=4

42070 7-10.10. g

42081.054 10.9.9.9 10 10 10 1{313?4 TCP 30000»14?9 [ACK] Seq-3?01281 Ack-l win=
42091.054 10.10.10.1010.9.9.9 54 TcP 147930000 [Ack] seq=1 Ack=3702601 win=3.
42101.054 10.9.9.9  10.10.10.101374 TcP 30000+1479 [Ack] Seq=3702601 Ack=1 win=4i
42111.054 10.9.9.9  10.10.10.101374 TcP 30000+1479 [Ack] Seq=3703921 Ack=1 win=4i

47171 N84 10 10 1N 1NN 0 0 O Ed Tro 147020000 Tarv]l can=1 ark=27N8741 win=2"

= Frame 4206: 1374 bytes on wire (10992 bits), 1374 bytes captured (10992 bits) on 11
=Ethernet II, Src: Cisco_00:00:01 (00:0c:ce:00:00:01), Dst: Cisco_00:00:00 (00:0c:c
= Internet Protoco] Version 4, src: 10.9.9.9 (10.9.9.9), pst: 10.10.10.10 (10.10.10..

et et moten] membami men ment. SAAAAR FOAARAY  mes mas. TATA FIATAY s

Step 4: If you have previously created, SEQ#, NEXTSEQ# and ACK# columns, then
right-click on any column heading and display them. Otherwise, create them. Select
Sequence number field in the TCP header of a packet, and then Apply as a Column.
Rename the column as SEQ# by right-clicking on the column and selecting Edit
Column Details.

A tr-generalidpcapng Wireshark 1.123 (v1.12.3-0-gbb3eda from master-1.12]]

hle tdt View Go Coplure Anahoe Motshcs lekephomy fooks Inbemals Help
e AMd BEXR GesaT L EE QD RERE B
Fller: v| b Cless Ay v TCPDedy HTTPDelsy SMEDelay Rad TCP

He. Deks ACKE

42000.00008103694681 3696001 13000041479 [AcK] seq=3694681 Ack=1\
42010.00001503696001 3697321 130000+1479 [Ack] seq=3696001 Ack=1 ¥
4202 0.0000120 1 3697321 1479-30000 [Ack] seq=1 Ack=3697321 y
42030.0013?10369?321 130000-1479 [Ack] seq=3697321 Ack=1 y

050.0000240 3698641 147930000 [ACK] Seq=1 Ack=3698641 ¥
4206 0.000061¢ 3698641 3699961 1[TcP out-0f-order] 30000+1479 [ACK]
42070.0000170 1 3701281 147930000 [ACK] Seq=1 Ack=3701281 ¥
4208 0.00022903701281 3702601 130000-1479 [ACK] Seq=3701281 Ack=1 ¥
42090.0000180 1 3702601 147930000 [ACK] Seq=1 Ack=3702601 1

nnnnnnnnnnnnnnnnnnnnnnnnnn 4 AAAnAA aaTn Foald - EE LT [

227



We can see that SEQ# of Packet 4,206 is lower than the NSEQ# in Packet 4,204. Also,
the out-of-order packet arrived 85 microseconds, which is less than 3 ms after the
previous packet from 10.9.9.9.

Topic 153: Causes of Fast Retransmissions

In this topic, we describe fast retransmissions and their causes. Fast retransmissions
are triggered, when three identical ACKs (the original ACK and two Duplicate ACKs)
arrive at a receiving host. Fast Retransmissions are a sign that packet loss has
occurred and are part of the Fast Recovery process.

Characteristics of Fast Retransmissions

The segment contains data or has the SYN or FIN bits set to 1. The segment does not
advance the sequence number. At least 2 Duplicate ACKs were coming from the
reverse direction. The Sequence Number field value matches Acknowledgment
Number field value in the preceding Duplicate ACKs. The packet arrived within 20 ms
of the last Duplicate ACK.

Causes of Fast Retransmissions

When a host believes there is a packet loss and supports Fast Recovery, then it
generates at least four identical ACKs. In addition to the original ACK, at least three
Duplicate ACKs are sent towards the sender requesting the missing segment. Packets
are typically lost at infrastructure devices.

Topic 154: Wireshark Lab 55

This topic uses a filter to count fast retransmission packets in Wireshark.
Step 1: Open tr-general101d.pcapng.

Step 2: Enter the filter tcp.analysis.fast_retransmission in the display filter area.
Click Apply.

r | tr-general101d.pcapng [Wireshark 1.12.3 (v1.12.3-0-gt
File Edit View Go Capture Analyze Statistics Telephony JTools |nternals Help
CodEs BREXR| A¢raTEI|IEE QAR #E8 X O
Filter: Ep‘ana\ysis.fast_retransm\ssion| v | Expression... Clear Save TCPC
No. TEtination Length  Protecol  Info
110.9.9.9 10.10.10.101374 TcP 30000-1479 [ACK] s
210.10.10.1010.9.9.9 54 TCP 1479-30000 [ACK] s
310.9.9.9 10.10.10.101374 TcP  30000-+1479 [AcK] s
410.9.9.9 10.10.10.101374 TcP 30000-1479 [ACK] s
510.10.10.1010.9.9.9 54 TCP 1479-30000 [ACK] s
610.9.9.9 10.10.10.101374 TcP  30000-1479 [AcK] s
710.9.9.9 10.10.10.101374 Tcp  30000-+1479 [AcK] s
810.10.10.1010.9.9.9 54 TcP 1479-30000 [AcK] s
910.9.9.9 10.10.10.101374 TcP  30000-1479 [AcK] s
1010.9.9.9 10.10.10.101374 TcP 30000-+1479 [AcK] s
1110.10.10.1010.9.9.9 54 TCP 1479-30000 [ACK] s
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In this trace file, Wireshark has detected two Fast Retransmissions as indicated by
the Status Bar.

d tr-general101d,pcapng [Wireshark 1.12.3 (v1.12.3-0-gbb3e9a0 from master-1.12)] -
File Edit View Go Capture Analyze Statistics Te\ephonz Tools |ntemals ~Help

eedndizexglaesafiEE ccangeny g
Fiter: | tep.analysisfast retransmission v|Expression..  Clear  Apgly  Save  TCPDealy HTTPDely SMBDelay BadTCP

o, Source Destination Length  Protocol  Info

1203510.9.9.9  10.10.10.101374 TcP [TCP Fast Retransmission] 30000-1479 [ACK] Seq=9164761 .

1224810.9.9.9  10.10.10.101374 TP [TCP Fast Retransmission] 30000+1479 [ACK] Seq=9166081 .

0020 0a Oa 75 30 05 c7 d8 62 2b

Step 3: Expand the [SEQ/ACK analysis] section on one of the Fast Retransmissions.
Wireshark colors this area cyan. Color of the Expert Infos Notes is Cyan.

Mo, Sowce  Detieution Length  Protocol  Info

1203§lq.9.?.? lU 10 10 1013?4TCP [TCP Fast Retransm1ss1on] 3000041479 [ACK] Sec

Acknow ledgment number: 1 (relative ack number)
Header Length: 20 bytes
. 0000 0001 0000 = Flags: 0x010 (ACK)
window size value: 46
[calculated window size: 46)]
[wWindow size scaling factor: -1 (unknown)]
7 Checksum: 0xb958 [validation disabled]
Urgent pointer: 0
- [SEQ/ACK analysis]
[Bytes in flight: 1090320]
= [Tcp Analysis Flags]
: [Expert Info (Note/sequence): This frame is a (suspected) fast retransmission]
+ [Expert Info (Note/Sequence): This frame is a (suspected) retransmission]
s [Timestamps]

There are two Expert Infos indications marked by Wireshark on this one packet.
Frame is marked to be a Fast Retransmission and a Retransmission. Fast
Retransmission is a Retransmission.

Step 4: Click the Clear button to remove the filter as you finish your analysis.

Topic 155: Wireshark Lab 56

In this topic, we find fast retransmission packets with Expert Infos in Wireshark.
Step 1: Open tr-general101d.pcapng.
Step 2: Click the Expert Infos button on the Status Bar.

Step 3: Click the Notes tab. Scroll through the list. As you find the Fast
Retransmissions section, expand it and click on the first entry, Packet 12,035.
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o Wireshark: 1616 Expert Infos - o

Errors: 0 (0) | Warnings: 2 (13) | Notes: 810 (1601) | Chats: 1(2) | Details: 1616 | Packet Comments: 0

Groupl 4 Protocol 1 Surlnmary . 4 Count 1 A
Sequence TCP Duplicate ACK (£801) 1
Sequence TCP Duplicate ACK (£802) 1
Sequence TCP Duplicate ACK (£803) 1
Sequence TCP Duplicate ACK (£804) 1
Sequence TCP Duplicate ACK (£803) 1
Sequence TCP Duplicate ACK (£806) 1
Sequence TCP Duplicate ACK (£807) 1
Sequence TCP Duplicate ACK (£808) 1
-l Sequence TCP This frame is a (suspected) fast retransmission 2
acl 1
1
30

[ Limit to display filter

We can observe that there are 808 Duplicate ACKs before the Fast Retransmission
packet. Return to the main Wireshark window after clicking the Close button.

Step 4: If you have created SEQ#, NEXTSEQ# and ACK# columns, then you can
display them by right-clicking on a column and selecting them from Displayed
Columns.

File Edit View Go Capture Analyze Statistic Te\ephunz Tools [ntemals Help
eedmgEEx@nesoFiEEccanEnRX B

Filter v|Bpression.,  Clear — Apply  Save  TCPDealy HTTP Delay SMB Delay Bad TCP

No. TCP Delta SEQE NSEQE Acks Source Destination Length  Protocol  Infe
LLULI V. UWULOOU LULDLLLL LULDL44L L W.7.9.7 LU. 1V, 1V, 1UL3/4 ILF DUUUUZL4/Y |ALK] >E(=

120300.0000100 1 9164761 10.10.10.1010.9.9.9  747cP [TCP Dup ACK 10418#3(
120310.0000290 10252441 1025374 10.9.9.9  10.10.10.101374 TcP 3000041479 [ACK] Segs
120320.0000090 1 9164761/10.10.10.1010.9.9.9  747cp [TcP Dup AcK 10418#8(

120330.0026980 10253761 19753084 10.9.9.9  10.10.10.101374 TcP 30000+1479 [ACK] Seg=
120340.0000150 1 9164761 10.10.10.1010.9.9.9  747cP [TCP Dup ACK 10418#3(

120350.0000330 9164761 9166081 1 10.9.9.9 10.10.10.1013747CP [TCP Fast Retransmiss

120360.0002040 10255081 10256401 1 10.9.9.9  10.10.10.101374 Tcp 30000-1479 [ACK] Seq=
120370.0000110 1 9166081 10.10.10.1010.9.9.9  747cP 1479430000 [ACK] Sec-
120380.0000190 10256401 10257721 1 10.9.9.9  10.10.10.101374 TCP 3000041479 [ACK] Segs
120390.0000090 1 9166081 10.10.10.1010.9.9.9  747cP [TCP Dup ACK 1203741

From the TCP Delta column, we can see that the Fast Retransmission occurred within
20 ms of the last Duplicate ACK. If you consider time, you will find that only about
465 ms have passed between when packet with sequence number 9,164,761 went
missing and when Fast Retransmission was initiated. Although there were 808
Duplicate ACKs, but this %»—second delay would be unnoticeable by the user.

Topic 156: Causes of Retransmissions
This topic describes retransmissions and their causes.

Wireshark considers a packet to be a Retransmission if the segment contains data or
has the SYN or FIN bits set to 1. Sequence number is not advanced by the segment.
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Duplicate ACKs have not triggered Retransmission. The segment arrives > 3 ms later
than the previous packet with a higher sequence number. A Retransmission Time
Out (RTO) at a sender triggers Standard Retransmissions. The RTO timer is used to
ensure data delivery continues even if the TCP peer stops communicating (with
ACKs). Each TCP host calculates and maintains a RTO timer. This timer value is based
on the round trip time learned through previous data transmissions and related
acknowledgments. The RTO value consistently changes through the conversation.

What Causes Retransmissions?

A TCP host begins counting down the RTO, when it sends a data packet. The sender
retransmits the unacknowledged data packet, if the RTO timer expires without
receiving an ACK for the data packet. The sender has no idea whether the original
packet was lost or the acknowledgment was lost. The sender just knows that there
some problem as it did not receive an ACK within the RTO.

Topic 157: Wireshark Lab 57
This topic uses a filter to count retransmission packets in Wireshark.

Applying tcp.analysis.retransmission in Wireshark as a filter for Retransmissions will
also display Fast Retransmissions. You need to exclude Fast Retransmissions in the
filter, if you are interested in seeing packets that are only labeled as standard
Retransmissions.

Step 1: Open tr-general101d.pcapng.

Step 2: Enter the filter tcp.analysis.retransmission in the display filter area. Click
Apply.

file Edt View Go Capture Anabze Detistics Telephony Tooks Intemals |lelp
codni BERX2aéesoTLEFcaan gvni g
Filter  tep.analyd retrancmicsion v | Fpeessinn.. Clear App Sae  TCPDealy HTTPDelay SMBDelay Rad TCP

12035 0.00330"5166031 10.9.9.9 "I"ib.lu.loi'ﬁ'ﬁé'

p [TCP Fast Retransmission]|3C
11 ] ast 3

P

[SEQ/AcK analysis]
[Bytes in flight: 1090320]
- [TCP Analysis Flags]

xpert Info (Note/Sequence): This frame 1s a (suspected) fast retransmission
ert_Info (Note/sequence): This frame is a (suspected) retransmission
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From the Status Bar, we can see that Wireshark has detected 580 Retransmissions in
the trace file. This also includes two Fast Retransmissions.

Step 3: Update the filter to the following: tcp.analysis.retransmission &&
Itcp.analysis.fast_retransmission. Click Apply.

UiYgTiL puInien . W

[SEQ/ACK analysis]

[Bytes in flight: 505560]
= [TCP Analysis Flags]

([Expert Into (Note/Sequence): This Trame 15 a (suspected) retransmission]
[The RTO for this segment was: 0.004044000 seconds]
RTO based on delta from frame: 122467

There are 578 packets that match this filter. So the two Fast Retransmissions have
been removed from view.

Step 4: Click the Clear button to remove the filter.

Topic 158: Wireshark Lab 58

This topic finds retransmission packets with Expert infos in Wireshark.
Step 1: Open tr-general101d.pcapng.
Step 2: On the Status Bar, Click the Expert Infos button.

Step 3: Click the Notes tab. Scroll through list. Expand the Retransmissions section
and click on Packet 12,259. This will take you to the Wireshark Main window. Click
the Close.
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A Wireshark: 1616 Expert Infos - o

Errors: 0 (0) | Warnings: 2 (13) | Motes: 810 (1601 |Chats: 1 (2] | Details: 1616 | Packet Comments: 0

Group 4 Protocol 4 Summary 4 Count 1 A
et PR o plotisiiet .
Sequence TCP This frame is a (suspected) fast retransmission 2
= Sequence TCP This frame is a (suspected) retransmission 520

Packet: 12035 1

Packet: 12262 1

Daclet 177R4 1
[] Limit to display filter

\o. Source Destination Length  Protocol  Info
12244 10.9.9.9  10.10.10.101374 TCP AUUUCSIATY [ACK] Sa0=40392361 Ack=1 w
10.10.10.1010.9.9.9 74 TCP TCP Dup Acw\ 1“03 #10 ] 1479-30000 [A
10.9.9.9  10.10.10.101374 TCP Seq 10393681 Ac
247 10.10.10.1010.9.9.9 74 TCP [TCP Dup acw\ 1“03 #10%] 1479-30000 [A
10.9.9.9  10.10.10.101374 TCP |[TCP Fast Retransmissjon] 30000-1479
10.9.9.9  10.10.10.101374 Tcp |[TCP Out—of—Order] 30000-1479 [ACK] S
10.10.10.1010.9.9.9 74 TCP |1479+30000 [AcK] seg=1 Ack=9168721 wi
10.9.9.9 10.10.10.101374 Tcp [TCP out-of-order] 30000+1479 [AcK] S
252 10.9.9.9  10.10.10.101374 TcP |[TCP out-of-order] 30000-1479 [ACK] S

10.10.10.1010.9.9.9 74 TCP (1479430000 [ACK] Seq=} Ack=9171361 Wi

2254 10.9.9.9  10.10.10.101374 Tcp |[TCP out-of-order] 30000-1479 [Ack] S

10.10.10.1010.9.9.9 74 TCP |1479+30000 [AcK] seg=] Ack=9172681 wi

10.9.9.9 10.10.10.101374 1cp |[TcP out-of-order] 30000-1479 [Ack] S
7 10.9.9.9 10.10.10.101374 TcP |[TcP out-of-order] 30000-1479 [AcK] S

10.10.10.1010.9.9.9 66 TP [1479+30000 [AcK] Seq=1 Ack=9889441 wi
10.9.9.9 10.10.10.101374 TcP [TCP Retransmission] :0000+1479 [AcK]

Step 4: If you have previously created, SEQ#, NEXTSEQ# and ACK# columns, then
right-click on any column heading and display them. Otherwise, create them. Select
Sequence number field in the TCP header of a packet, and then Apply as a Column.
Rename the column as SEQ# by right-clicking on the column and selecting Edit
Column Details. Scroll up and you will find Packet 12,246 is a data packet from
10.9.9.9, which has the highest Sequence No. field value at this point of the trace
file. Right-click on Packet 12,246 and select Set Time Reference (toggle).
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(4 tr-generall0ld papng ERE==)
fie fdt Yiew Go Capture Analyre Stattics Telephony Tools |ntemabs Hep
cwaAm PR Levw PKT12246: Highest SEQ# 1| PKT12248: Fast Retransmission
m— from 10.9.9.9 within 20 ms of Duplicate ACK

[

PKT12249: Out-of-Order

12242 3.541] yitin 3 ms of highest SEQ# | 10.10.100%_TCP 10391041 10392361 ndops > dberegiste
12244 3,541 0098000 10,9,9.9  10,10,10,10 ndops > dberegiste
[2246 *ReEF® 001753000 10,9.9.9  10.10.10.10 7cp 10393681 10395001 1\ ndmps > dberegiste

o, Time Destind

Protocel  SEQ# WEXTSEQ# Info

12250 0.000 | PKT12259: Retransmission [10.9.9.9 TP 1 9168721 dberegister > ndmp
did not advance SEQ#; no f
related Duplicate ACKs;
not within 3ms

12255 0,002 ] 10, 10. 9.9, TCP 1 9172681 dberegister > ndmp

10,9.9.9 TCP 1 9171361 dberegister > ndmp

12253 0.002

12258 0.002 J4.000512000 10.10.10.10 10.9.9.9 w1 9889441 dberegister > ndmp

12261 0.004 0.000016000 10.10.10.10 10.9.9.9 T 1 9892081 dberegister > ndmp

2283 0.00 8000 0.10.10 9 0803481 gisten

Step 5: Time Reference, can be removed by right-clicking on Packet 12,246, and
selecting Set Time Reference (toggle).

Topic 159: Causes of ACKed Unseen Segments
In this topic, we explain ACKed Unseen segments and their causes.

What is ACKed Unseen Segment?

When Wireshark sees an ACK, but it did not see the data packet that is being
acknowledged, it calls it an ACK Unseen Segment. For each host, Wireshark keeps a
track of sequence number, next sequence number, and acknowledgment number
values. Wireshark also keeps a track of a "Maximum Sequence Number to be ACKed"
(maxseqtobeacked) value. This value gets updated as data is received. If Wireshark
sees an ACK to acknowledge  a data packet that has a higher Sequence Number
field value than maxseqtobeacked, then it shows that it has missed the data packet
that is being ACKed. Let’s assume that Wireshark is running on a client which is
communicating with a server. An ACK being sent to acknowledge all sequence
numbers up to 9,380 has been captured.

Causes of ACKed Unseen Segment:

A) Problems occurring during the capture process can cause ACKed Unseen
Segments. If the switch is oversubscribed when you are using switch port spanning,
then it is dropping packets that should have been forwarded to Wireshark.
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B) Asymmetric routing can cause ACKed Unseen Segments. With asymmetric routing,
data may be flowing along one path on the network while ACKs flow along another
path. Wireshark was able to capture ACKs but not the data.

Topic 160: Wireshark Lab 59
In this topic, we use a filter to count ACKed Unseen Segment warnings in Wireshark.

Step 1: Open tr-badcapture.pcapng.

Step 2: Enter the filter expression: tcp.analysis.ack_lost_segment in the display filter
area. Click Apply.

Fier, | tep.analysis.ack fost segment w w}sm... Clear e TCPDmily HTTPDelay SMBDelny BadTCP
Ao e Torce Temraon Length  Protocal  Info

] 35318-443

Look at the Status Bar. You will see that Wireshark has detected 24 ACKed Unseen
Segments.

Diter. | top.anabyss.ack lost_segment ¥ | Lapresssan.. Ulear Apply Save  TCPDealy HITP Delay SME Delay  Bad ICF

Tirne Suurce Drestination Length  Protowel Iy

0.087 24.6.173.22123.62.228.65

Mo,

CLNELRSUN. URLL/L [vdlludL U ulsduieu]
urgent pointer: 0
= [SEQ/ACK analysis]
[This is an ACK to the segment in frame: 14]

[The RTT to ACK the segment was: 0.000188000 seconds]
[1RTT:_0.015571000 seconds]

TCP Analysis Flags]
: [Expert Info (Warn/Sequence): ACKed segment that wasn't captured (§c
o [T1Mes

5]
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Step 3: Click the Clear button so that the filter expression is removed.

Topic 161: Wireshark Lab 60

In this topic, we find ACKed Unseen Segment indications using Expert Infos in
Wireshark.
Step 1: Open tr-badcapture.pcapng.

Step 2: Click the Expert Infos button on the Status Bar.

Step 3: Click the Warnings tab. Expand the section with title ACKed segment that
wasn't captured (common at capture start).

M Wireshark: 45 Expert Infos =jic
Errors: 0(0). Warnings: 2 (43) |Notes: 0 (0) IChars: 2(2) ‘Dclails: 45 ‘Packet Comments: 0
Group 1 Protocol 1 Summary ¢ Count 1
# Sequence TCP Previous segment not captured (common at capture start) 19
B Sequence TCP ACKed segment that wasn't captured (common at capture start) AUl
Packet: 15 1
Packet: 18 1
Packet bE| This is a very high number of 1
Packet: % ACKed Unseen Segments 1
Packet 1 considering there are only 86 1
Packet: 3 packets in this trace file 1
Packet: % 15
=

Step 4: Click on the first entry, Packet 15 and then click the Close button. Let’s go to
the main Wireshark window. Display the SEQ#, NEXTSEQ# and ACK# columns.

He. Time S NSeC# AlkE Source Destination Length  Protocol o
1l V.u/il £J10 JJ0 ovy £3.0£.££0.0£%.0.172, L4V LJ1% ILOV.LYIUIEU UIIKIIUWI KELUT'U

12 0.071 3976 5436 809 23.62.228.624.6.173.220 1514 TLSV.Ignored Unknown Record
24 6.173.22123.62.228.65 54TCP 35318+443 [ACK] Seq 309

: 23.62.228.624.6.173.220 1514TLSV Ignored Unknown Record

20 0.105 14196 15656 809 23.62.228.624.6.173.220 1514 TLSv.Ignored Unknown Record
21 0.105 15656 17116 809 23.62.228.624.6.173.220 1514 TLSv.Ignored Unknown Record
24.6. 1?3 22123.62.228.65 54TCP 35318+443 [ACK] Seq=809

T P ACKed unseen segmen

23 62 228 624.6.173. 220 1S4 TLSV. Ignored Unknown Record

-~n A amm Aiaans AarAme Ann A AR AmAA A A A ATA AAA AR o i
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As you examine the SEQ# values, there are jumps in values. But no Retransmissions,
Duplicate ACKs, or Fast Retransmissions can be observed. As far as the TCP peers are
concerned, no packets have been lost. The spanned switch is not sending all the
traffic down the port to which Wireshark is connected.

Topic 162: Causes of Keep Alives
In this topic, we explain Keep Alives and their causes.

Keep Alives are used refer to TCP Keep Alive Probe packets. These packets are used
to detect dead connections, detect dead TCP peers, and prevent a connection from
terminating when idle. Keep Alives are implemented as ACK packets that are either
empty or contain 1 byte of data. The sequence number value in a Keep-Alive packet
is 1 less than the next expected sequence number. TCP SYN, FIN and RST packets
cannot be considered to be Keep Alives.

How Wireshark detects Keep-Alives?

Wireshark can easily detect Keep Alives because it keeps a track of the Sequence
Number field values in all TCP streams. The Notes column of Wireshark’s Expert Info
window provides information about Keep Alives/Keep Alive ACKs.

What Causes Keep Alives?

Applications written to use Keep Alives generate Keep Alives. Three parameters are
defined for Keep Alives:

1) Keep Alive Time: The amount of time between the last data packet and the first
Keep Alive probe.

2) Keep Alive Interval: Interval between Keep Alive Probes.

3) Keep Alive Probes: Number of unacknowledged Keep Alive Probes that should be
sent before considering the connection to be dead.

Topic 163: Wireshark Lab 61
This topic uses a filter to count Keep Alive/Keep Alive ACK Packets in Wireshark.

Step 1: Open tr-keepalives.pcapng.

Step 2: Enter the filter tcp.analysis.keep_alive | | tcp.analysis.keep_alive_ack in the
display filter area. Click Apply.
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| frkeepalivespeapng [Wireshark 1123 (v1.123-0-gbb3e9%0 from master-1.12]))

Fle Edit View Go Captwre Analyce Statitics Telephony Took lntemak Help
NS FIEER Y- f‘-‘sé%-?i BE acen gEB% B

Fifter]  topanalysiskeep alive || top.anafysis.keep aive ack

v Epresin..  Oer  Aely  Sme  TCPDedly HTTPDeay MBDely BedTCP

Mo Time Source Destination Length  Protecel  Info

61 3{)2 {]‘10 2 122 8010. ?2 GOTCP [TC Keep Ahve] 5200-»64862 [ACK] Seq 1{)9

We can see that only two packets match the filter.

[calculated window size: 65273]
[window size scaling factor: 1]
= Checksum: 0x139a [validation disabled]
Urgent pointer: 0
= [SEQ/ACK analysis]
[iRTT: 0.097910000 seconds]
[Bytes in flight: 1]

TP Analysis Frags)
| = [Expert Info (Note/Sequence): TCP keep-alive segment] I

p=1

Step 3: Display TCP Delta column if it is hidden. Otherwise, create it. If you look at
the TCP Delta before Packet 61, then you can see that 10.2.122.80 has a 300 second
Keep Alive Time value. Packet 62 is the Keep Alive ACK packet.

- Uwu [LLUL= L T lll.l(.r\rw&mlllllllm'l.lln |
Be Edt Yew Go Cpbwe Anahze Sisbics Telephony Inok ntemak Help

eodNd BE xé\awu:iiﬁqflxﬂiﬂaﬁ

C upaqmm"wmbmnﬁ] v|Epresicn O legh  Swe  TPDesly HTTPDdy SMBDdy EedTCP

No. i e length  Protocol  Info

Step 4: Remove the filter by clicking the Clear button.

Topic 164: Wireshark Lab 62
In this topic, we find Keep Alive/Keep Alive ACK Packets with Expert Infos in
Wireshark.

Keep Alives and Keep Alive ACKs are typically used to check for dead TCP peers and
avoid time out of idle connections. They are not indications of problems.

Step 1: Open tr-keepalives.pcapng.
Step 2: Click the Expert Infos button on the Status Bar.

Step 3: Click the Notes tab. You can see Keep Alives and Keep Alive ACKs. Expand
the Keep Alive and Keep Alive ACK lines. You can see Packets 61 and 62 listed.
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A Wireshark: 7 Expert Infos = B

Errors: 0 (0) | Warnings: 2 (2) | Notes: 2(2) |Chats: 3 (3) | Details: 7 | Packet Comments: 0

Group : 4 Count
B Sequence TCP TCP keep-alive segment

61
[l bequence  TCP ACKto a TCP keep-alive segment
62

[ Limit to display filter

Step 4: Click on the Keep Alive entry (Packet 61). This will take you to the main
Wireshark window. Click the Close button to close the Expert Infos window. Display
the SEQ#, NEXTSEQ# and ACK# columns. For Packet 61, you can find that Sequence
Number field value has been decremented by 1 from 10,943 to 10,942.

Ml tr-ecpalives peapng b
Eile Edt View Go Capture Analyze Statistics Telephony Tools Intemals Help
codmg =R qesaTF 2B aacn gBm% @

Filter:

Bxpreczion...  Clear Apply Save  TCPDelay HTTA
h  5EQ® NEXTSEQs  ACKs  Info
p60 10472 TDSS query([P3

In Keep Alive packets the
o 1E9 Oula_ Sowcs SEQ# decrements by 1
58 0.0010310.1.119.172

0.0936010.2.122.80 10.1.119.172 TDS (10043 3660 Response[Pac
0.0326610.1.119.172 10.2.122.80 TCP %00 10943 64862 > targ

300.05910.2.122.80 10.1.119.172 TCP 10942 10943 3660 [TCP Keep-Al

161.42210.1.119.172

10.2.122.80 TDS 3660 3676 10943 TDS5 query
0.0918810.2.122.80

10.1.119.172 t0s 103 10943 10980 3676 Response
10.2.122.80 TCP 3676 10980 64862 > tar

Topic 165: Wireshark Lab 63

In this topic, we identify Keep Alive Packets used in Zero Window Conditions in
Wireshark.

The two sides of a TCP conversation advertise their receive buffer space in the
Window Size Value field. It is a 2-byte field whose maximum value can be 65,535
bytes. Over today’s high-speed links, if a receiving application is slow in pulling data
out of the receive buffer, it’s not unusual that the advertised Window Size value can
drop to zero — Zero Window Condition. Hosts can send TCP Keep Alives in place of
Window Zero Probes. When a TCP host sends a Keep Alive to a peer that is
advertising a Zero Window condition. You will not see Keep Alive ACK responses.
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Step 1: Open tr-youtubebad.pcapng.

t-youtubebad peapng Wireshark 1.123 (11.123-0-gbb32a0 fom master-1.12)]

Be [t Von Go Cptue Andpe Sl Tekpbony Took Iemds Help

TCP Dealy HTTP Delay SMBDelzy Bad TCP
Length  Protocol  Info

24.4.7.217 208.117.232.1 66 TCP 56770-80 [SYN] Seq

66 TCP 80+56770 [SYN, ACK]
24.4.7.217 208.117.232.1 54TCP 56770+80 [ACK] Seg=:
24.4.7.217 208.117.232.11323 HTTP GET /videoplayback?e
60 TCP 80456770 [ACK] Seg=!

eodNiBEX2 Aes9TLEE caan ansx g
it | V|Epresio.  Cer gy See
MNe. . Time TCP Defia Source Destination
1 0.000 0.000000000
2 0.029 0.029033000  208.117.23224.4.7.217
3 0.029 0.000106000
4 0.029 0.000585000
5 0.054 0.024580000  208.117.23224.4.7.217
6 0.331 0.276704000  208.117.23224 .4.7.217
7 0.331 0.000957000  208.117.23224.4.7.217
§ 0.331 0.000003000  208.117.23224.4.7.217
9 0.331 0.000003000  208.117.23224.4.7.217
10 0.331 0.000002000  208.117.23224.4.7.217
11 0.331 0.000002000  208.117.23224.4.7.217
1

2 0.331 208.117.23224.4.7.217

379 HTTP HTTP/1.1 200 0K

346 TCP 80456770 [PSH, ACK]
77TCP 80456770 [PSH, ACK]
80-56770 [PSH, ACK]

[

63 TCP [
80+56770 [PSH, ACK]

[

[

182 TCP
63 TCP
182 Tcp

80-56770 [PSH, ACK]
80-56770 [PSH, ACK]

Step 2: Click the Expert Infos button on the Status Bar and then click the Notes tab.

Sequence TCP

" :
Ml Wireshark: 16 Expert Infos =B
Erors:00) | Wamings 250 Notes1 32 Chas § 80) | Deaits 162  Packet Comments 0
|Gmup { Protocol { Summary { Count { |

Keep-Alive

Keep Alives, but no Keep Alive ACKs? Either
the TCP peer s dead or these are not used to
keep the connection alive - look for Zero
Window conditions under Warnings

Help

L

J

During a successful keep alive process, hosts exchange Keep Alives and Keep Alive

ACKs. In this case, either the peer is dead or this is not a standard keep alive process.

Step 3: If you expand the Keep-Alive section, you will find Packet 2,721 the first
Keep Alive listed. Click on it and then click the Close button to return to the main

Wireshark window.
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A Wireshark: 162 Expert Infos = =

Errors: 0 (0) | Warnings: 2 (50) | Motes: 1(32) | Chats: 6 (80) | Details: 162 | Packet Comments: 0

Group 1 Protocol 4 Summa 4 Count 1

= sequence TCP TCP keep-alive segment

1
Packet: 27_23 1
Packet: 4024 1
Packet: 4026 1
Packet: 4028 1
Packet: 4030 1
Packet: 4032 14

[] Limit to display filter

tep
= ol et s i L S dub o el x Lk
Hle Edt View Go Capture Anahyre Statictics Tdepnoni Tools Intemak: Help
CodNdBERE ResaF LB QOB dNBE B
Fiter: ¥ | bpression...  Cle Apply Seie TCPDealy HTTPDeloy SMBDeley Bad TCP

Ne. Time TCP Delta Source Destination Length  Protocol I
Lil) £.%07 V. uuuuaug EVO.LL/ L LJL £ .l L0 LIL% LK OU+20//V LALKR] S8

2716 2.485  0.000004000  208.117.23224.4.7.217 1514 TCP 80-56770 [ACK] Se
2717 2.485  0.000003000  208.117.23224.4.7.217 15147CP 80456770 [ACK] Se

0.407261000

2725 4,094  0.211823000  24.4.7.217 208.117.232.1 S4TCP [TCP Window Updat
26 4.114  0.020629000  208.117.23224.4.7.217 1514TCP 8056770 [ACK] Se
i B i A S N nANR2ANNN MR 117 22224 4 7 2717 1814 Trp RNASA77N Tack] ca

You can see that the first Keep Alive occurs almost 400 ms after a packet from the
peer. It is not used to check for a dead peer. It is used to determine if Window
Update (Window Size value has increased) has taken place.

Topic 166: Causes of Reused Ports
In this topic, we explain reused ports and their causes.

Sometimes Reused Ports are not a problem. Other times Reused Ports can cause
significant delays in communications. Mostly, we can reuse port numbers without
any problem as long as the previous TCP connection is terminated. Let’s assume a
client establishes a TCP connection with a server using source port number 1026 and
destination port number 80. After a while, without terminating the previous
connection, it tries to establish another new connection with same port number. In
this case, if the first connection had been terminated, then reused ports would have
not been a problem. Reused Ports become issue, when previous connection has not
terminated (through TCP FINs/RSTs).
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When Wireshark detects a previous SYN packet using the same IP address/port
number combination in a trace file, then it marks SYN packets with the Reused Ports
Expert Analysis definition.

What Causes Reused Ports?

Reused ports can be seen if

A) An application defines a static source port number, or

B) An application uses a very small range of source port numbers.

C) A host is going through a lot of source port numbers very quickly.

Topic 167: Wireshark Lab 74
This topic uses a filter to count reused port Packets in Wireshark.

Step 1: Open tr-reusedports.pcapng.

Step 2: Type the filter tcp.analysis.reused_ports in the display filter area. Click
Apply. In this trace file, Wireshark has detected one Reused Port as indicated by
Status Bar.

A tr-reusedportspcapng  [Wireshark 1.12.3 (v1.12.3-0-gbb3e90 from master-1.12)]
File Edit View Go Capture Analyze Statistics Telephonz Tools |ntemals Help

6OANABEXRIAE90TE RQQF §BR% B
Filter: v | Bpression..  Clear  Apply Save  TCPDealy HTTPDelay SMBDelay BadTCP

Time Source Destination Length  Protocol  Infy

317 43.060 192.168.1.4192.168.1.101 66TCP [TCP Port numbers reused] 59319-9100

No.

Step 3: Expand the [SEQ/ACK analysis] section of the resued port packet whose
number is 317. This area is colored cyan. Wireshark associates cyan with Expert
Infos Notes.

Fiee  separalyscmuced pors o bggon.  Omr Mgy Swe TCPOwly WTTPOdy SBDWy BadTCP

No. Destrstien length  Profocol  Info

Trne Source
317 43.060 192.168.1.4192.168.1.101 66TCP [TCP Port numbers reused] 593199100 [SYN] Seq='

Lefid bl AL 4

[TCP Segment Len: 0]

Sequence number: 0 (relative sequence number)

Acknowledgment number: 0

Header Length: 32 bytes
“... 0000 0000 0010 = Flags: 0x002 (SYN)

window size value: 6144

[calculated window size: 6144]

sChecksun: Oxddsc [validation disabled]

Urgent pointer: 0
=0ptions: (12 hytes), Maximum segment size, No-Operation (NOP), Window scale, No-Operation (NO
= [SEQ/ACK analysis]

[iRTT: 0.001683000 seconds]
- [TcP Apalysi g

a :EX_EEI“E I_ﬂ 0 (Note/Sequence): A new tcp session 1s started with the same ports as an ear id
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Step 4: Let’s remove filter by clicking the Clear button.

Topic 168: Wireshark Lab 75
This topic finds Reused Ports with Expert Infos in Wireshark.

Step 1: Open tr-reusedports.pcapng.
Step 2: Click the Expert Infos button on the Status Bar.

Step 3: Click the Notes tab. Expand the A new tcp session is started with the same
ports as an earlier session in this trace section. Click on Packet 317. Close the Expert
Infos window by clicking Close. Wireshark will take you to main Wireshark window.

r | Wireshark: 54 Expert Infos = B

Errors: 0 (0) | Warnings: 3 (17)  Motes: 3 (17) |Chats: 4 (20) | Details: 54 | Packet Comments: 0

Group 1 Protocol 4 Summary 4 Count 1
Sequence TCP TCP Zero Window Probe g
Sequence TCP ACK to a TCP Zero Window Probe 8

mi iequen(e TCP A new tep session is started with the same ports as an earlier session in this ]

[[] Limit to display filter

Step 4: As expected, the Reused Ports packet shown is a SYN packet. This packet
uses IP address 192.168.1.44 and port 59319.

Fir Fdi Mew o Coplue Anabpe Salitics Tebphony Tock kienak Help
CoAdMd EREXT Q69 TL BB QD §gD8E 8

Filer: w|Bpression..  Clesr gy Swe  TCPDealy HTTPDelay SMBDelay Bad TCP

Mo, Time Source Destination Length  Protoced  Infe
SLd SI.U0D LIL.AVO.L.TT AJL . AVO. L. AVL LJAT ST JIILITILUY MR ITY=JULTI MLA—-L

314 39.684 192.168.1.44 192.168.1.101 1514 TCP 59319-9100 [ACK] Seq=362917 Ack=1
315 39.685 192. 168 1. 101 192 168 1. 44 60 TCP 9100+59319 [AcK] Seg=1 Ack=364377

Ir| ‘TN |

59319*92

318 43, {:ah 19? 165 l 101 192, 168 l 44 66 TCP 9100-59319 [RST, Acr] seq=1 Ack=0

TRUICINCL 4L, Jie. MW VTJL_JL.ad. 0T \TU. VL. uv. JLe.aJd. 0T/, UaL. lICWICTLL™ K/ . O0T.7/V \Lw.

= Internet Protoco1 version 4, src: 192.168.1.44 (192.168.1.44), Dst: 192.168.1.101 (1
-Tra ol Pro -co1 Src Port: 59319 (59319), Dst Port: 9100 (9100), Seq:
Destination Port 9100 (9100)
[stream index: 1]

[TcP segment Len: 0]

EeEuence number: 0 (relative sequence number!]
AcCKnow leagment number:

Header Length: 32 bytes
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Step 5: The sequence number field can be used to determine whether the SYN
belongs to a unique connection request, a retransmission or a reused port.
Wireshark applies a relative sequence number to TCP. In the Packet Details pane of
any packet, right-click on the TCP header. Select Protocol Preferences and toggle
Relative sequence numbers off.

Step 6: To view the sequence number value of SYN packets. Enter tcp.flags==0x0002
in the display filter area and click Apply. You will find only 2 packets.

Step 7: Display your SEQ# column to view the sequence numbers quickly. The
sequence numbers are different. Packet 317 would be a retransmission if they were
the same.

| tr-reusedports.pcapng  (Wireshark 1.12.3 (v1.12.3-0-gbb3e9a0 from master-1.12]]
File Edit View Go Capture Analyze Statistics Te\ephon! Tools Intemals Help

CoimiBEXRIAcs0TFL/EEQQAEIUERE B
Fiter:  tcpflags==0x0002 v bpression... ~ Clear ~ Apply Save  TCPDealy HTTPDelay SMBDelay Bad TCP

\o. Time b Source * Destination Length  Protocol  Info

1 0.000 1851490611 192.168.1.44 192.168.1.101 66 TCP 5931949100 [SYN] Seq=18514
317 43.060\ 1147483647) 192.168.1.44 192.168.1.101 66TCP [TCP Port numbers reused]

Step 8: To turn the Relative sequence numbers preference setting on, click on a TCP
header in the Packet Details pane, select Protocol Preferences.

Topic 169: Causes of Checksum Errors
This topic explains checksum errors and their causes.

A checksum is used to detect errors (e.g., flipped bits) in a transmitted segment. In
TCP/IP model, UDP, TCP, IPv4 and link-layer protocols check against errors using a
checksum. By default, Wireshark does not perform TCP, UDP or IPv4 checksum
validation. Wireshark's Checksum validation processes can be enabled/disabled
easily using the Preference settings. To enable checksum validation for IPv4, TCP and
UDP, select the Preferences button on the Main Toolbar. Expand the Protocols
section and select IPv4. Check the Validate the IPv4 checksum if possible
preference setting.
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[l Wiresharic Prefisences - Profie: Delalt

Devode P TIS Feld o e Tl o

Rersembie Fagmerted Pl deagrans )

Causes of Checksum Errors

A faulty Network Interface Card (NIC) or any device that alters the content of the
packets along the path. On a capturing device, task Offloading. By task offload, we
mean that numerous processes are offloaded to a network interface card to free up
a host's CPU for other tasks. Assume you are capturing your own traffic to and from
your machine on which Wireshark is running. You would see Checksum Errors on all
outbound traffic if

(a) Task offloading is enabled on that host, and

(b) Wireshark checksum validation processes are enabled.

Topic 170: Wireshark Lab 76
This topic detects checksum errors with Expert infos in Wireshark.

Step 1: Open tr-checksums.pcapng.

Step 2: To enable checksum validation for IPv4, TCP and UDP, select the Preferences
button on the Main Toolbar.

Step 3: Expand the Protocols section and select IPv4. Check the Validate the IPv4
checksum if possible preference setting.

Step 4: Repeat step 3 for TCP.

Step 5: Repeat step 3 for UDP. Click OK to save these preference settings. You will
see that the coloring in the Packet List pane changes. Packets from 192.168.1.72
have a black background and red foreground.

Step 6: Click the Expert Infos button on the Status Bar.
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Step 7: Go to Errors tab. You can see 68 bad IPv4 checksums, 6 bad UDP checksums
and 62 bad TCP checksums. Expand the TCP Bad Checksum section.

A Wireshark: 163 Expert Infos -0

Errors: 3(136) Warnings: 1 (1) | Notes: 2 (3) | Chats: 13 (23) | Details: 163 | Packet Comments: 0

Group 1 Protocol 1 Summary 4 Count 1

Checksum [Pvd Bad checksum 68

Checksum UDP Bad checksum 6

= Checksum TCP Bad checksum 62

T
Packet: 7 1
Packet: 8 1
Packet: 10 1
Packet: 15 1w

[] Limit to display filter

Step 8: Packet 5 is the first TCP Bad Checksum entry. Click on it. This will take you to
the main Wireshark window. You can see that the packets from 192.168.1.72 when
arrived at the target do not contain error. The target acknowledged receipt of the
packets, processed them, and replied to the requests. Host with 192.168.1.72 is
configured to use task offloading.

Step 9: Disable, IPv4, UDP and TCP checksum validation settings.

Topic 171: Wireshark Lab 77
This topic uses DNS errors Filter in Wireshark.

Two most common DNS errors are 1) a server failure (Reply Code 2), and 2) a name
error, listed as Non-Existent Domain, (Reply Code 3).

To quickly identify DNS errors in a trace file, let’s create a button.
Step 1: Open tr-dnserrors.pcapng.

Step 2: Packet 5 is the first DNS response. Click on it. From the Info column, we can
see that it is a Server Failure reply.

Step 3: In Packet 5, right-click on the Domain Name System (response) line and
select Expand Subtrees. You will find the DNS Reply Code field inside the Flags
section.

Step 4: Right-click on the Reply code field and select Prepare a Filter | Selected.
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£ BEEXXZ| Q¢e20TF2|EE QAR @FMEL @

Filter: | Expression...  Clear Ag Collapse Subtrees
No. Time Source Destination Length Expand All
1 0.000 192.168.0.113 192.168.0.1 7 Collpsel
2 0.999 192.168.0.113 192.168.0.1 7 e
3 1.999 192.168.0.113 192.168.0.1 7 phushiisElls
4 3.999 192.168.0.113 192.168.0.1 7 Gt
5 5.095 192.168.0.1 192.168.0.113 7 relowichsiem
6 5.095 68.87.76.183 192.168.0.113 7 "
7 6.047 192.168.0.1 192.168.0.113 7 -
8§ 6.047 68.87.78.136 192.168.0.113 7 Export Selected Packet Bytes..
9 21.825 192.168.0.113 192.168.0.1 7 KtPacket
1in 271 Q27 1407 1R2 N 1 107 1R N 112 Q @ Wiki Protocol Page
@ Filter Field Reference
....... 1.... ....=Recursion desired: D PFotoclhes
........ 1... .... = Recursion available: """
.0.. = z: reserved (0) ks
.0 = Answer authenticated peohensme

Expand Subtrees

cated da
server f

Goto Corresponding Packet

Show Packet Reference in New Window

clay Bad TCP HTTP Error

0xa570 A

0xa570 A
‘i1 Nval70 A
4 Selected
4 Not Selected
. and Selected
. Of Selected
. and not Selected
. 0f not Selected

response
0x8b73 A

rachnnca N

2 . .
STve querie

ortion was

Using this filter will locate Server Failures. As we want to create a button to display

DNS errors. All such packets will have values larger than 0 in the dns.flags.rcode

field.

Step 5: Type dns.flags.rcode > 0 and click the Save button. Rename the button’s

name to DNS Errors and click OK.

Step 6: Click the new DNS Errors button. You will find that there are eight DNS error

responses in this trace file.

Step 7: Expand the Queries section in Packet Details pane of a response. Right click

on the Name field and Apply as Column. This will determine what name(s)

generated these responses

-

Eile Edit View Go Capture

@ 48 & B8

Filter: dns.flags.rcode > 0
No. Time

5 5.095
6 5.095
7 6.047
3 6.047
17 49.026
18 49.026
21 50.061
22 50.061

Name :

| R M, |

vV WwW . nmap
Name Length: 12]

e -

Expand Subtrees
Collapse Subtrees
Expand All
Collapse All

Apply as Column

Analyze  Statis

X2 N

Source Apply as Filter
192.16  preporeariter
68.87. Colorize with Filter

Follow TCP Stream
192 = 16 Follow UDP Stream
68.87. Follow SSL Stream
192 .16 copy

Export Selected Packet Bytes...
68 = 87 = Edit Packet
192.16

@ Wiki Protoceol Page
68 - 87 = @ Filter Field Reference
Protocel Help
Protocol Preferences

3% Decode As...
~ Dizable Protocol...
Resolve Mame
Go to Corresponding Packet
Show Packet Reference in New Window

v v

Clear

13
13
1 3
1 3
| 3
| 3
1 3
13

=1

[[Wireshark 1.12.3 (v1.

Y=l S ¥T

Apply Sz

Length Protocol

72 DNS
72 DNS
72 DNS
72 DNS
76 DNS
76 DNS
76 DNS
76 DNS
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A

©® a4

Filter:

dns.flags.rcode » 0

tr-dnserrors.pcapng [Wireshark
File Edit View Go Capture Analyze Statistics Telephony Tools Internals Help

Ge22HTFTLIBEE @aaed|#

v | Expression... Clear

Source

5 192.168.0.1
6 .hmap.org 5.095 68.87.76.183
7 |www.nmap.org 6.047 192.168.0.1
8 |www.nmap.org 6.047 68.87.78.136
17 |www.insecure.org |49.026 192.168.0.1
18 |www.insecure.org|49.026 68.87.76.184
21 |www.insecure.org|50.061 192.168.0.1
22 \www.insecure.org/50.061 68.87.78.136

The errors can be because of a server upstream from our local server is not
responding to recursive DNS queries.

Step 8: Click the Clear button to remove filter.

Topic 172: Wireshark Lab 78

This topic uses an HTTP errors filter in Wireshark.

We will create a button, which when clicked will quickly identify HTTP errors in your
trace files.

Step 1: Open tr-chappellu.pcapng.

Step 2: Type http.response.code >= 400 in the display filter area and click the Save
button. Let’s name the button HTTP Errors and click OK.

Yy tr-chappellu.pcapng [Wireshark 1.12.3 (v1.12.3-0-gbb3e9a0 from
File Edit VYiew Go Capture Analyze Statistics Te\ephonx Tools Internals  Help

cedmd BEXR GesaT EE Qaen &DBx B

Filter: | | http.response.code >= 400 v | Expression...

Clear Apply Save  TCP Dealy HTTP De

Mo,

Source

Destination

Length  Protocol  Infe

1 0.000 24.6.173.220 198.66.239.146 66TCP 3562180 |
2 0.251 24.6.173.22004 " wemiscie T sEEmIstandard
3 1.252 24.6.173.220) ererre standard
4 1.253 24.6.173.220 [prepmectercio [rrremed ) standard «
5 2.252 24.6.173.220| —— — __ |standard «
6 2.252 24.6.173.220 = —_Istandard ¢
7  3.007 24.6.173.220 198.66.239.146 66TCP [TCP Retri
8 4.252 24.6.173.220 75.75.75.75 77DNS standard ¢

Step 3: Click the newly created HTTP Errors button. This will identify the two HTTP
error responses in this trace file. The codes are 404 “Not Found” errors.
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File Edit View Go Capture Analyze Satistics Te\ephanz Tools Internals  Help

eodNs 5ExRacsaT2EEcacn §BB% B

Filter. || http.response.code >= 400 v | Expression.,  Clear Apply Save  TCPDealy HTTPDelay SMBDelay Bad TCP

Time Source Destination Length  Protocol  Info

61 8.700 141.101.125.1924.6.173.220 1514 HTTF HTTP/1.1 404 Not Found [U

No.

104 10.617 141.101.125.1924.6.173.220 1514 HTTRYTTP/1.1 404 Not Found

Step 4: Right-click on Packet 61 and select Follow TCP Stream. This will allow us to
figure out what item was not found on the server. Follow TCP Stream applies a filter
based on the Stream Index number. Also, a window is opened that depicts the
conversation without headers.

d ir-chappefuncapng [Wineshark 1123 (v1.123-0-gbbletal fom master- 1. 17} )
e fle Vew G Cpore Sae Sutoin Toephory Jooh [k e
CedNd BEXD +vaFl ='u.;.<;.'.-"._u.\.'.u..\.-.'.“wmm-‘ 3 |
Lo b s
51 8.655 24.6.173.220 141.10) EET /legacy/graphics/prowo/reader_2_728x90.png Ly
52 8.675 141,101.125.1924.6.1 :clnyt‘“mi\\ itropdf.con k=1
M 8.67 24.6.173.220 14110 User'-.qgenf: Mozi112/5.0 (windows NT 6.1, WOWB4; 100,
5 8.676 24.6.173.20 L.10f ry:16 0) Gecko/20100101 Firefor/16.0 o
60 8.695 141.101.125.1924.6.1 pccept: image/png, image/*;0=0.8, */*;q=0.5 309:
61 B.700 141.101.125.1924.6.1 Accept-Language: en-Us,en;g=0.5 Pai
62 8.700 141.101.125.1924.6.1 Accept-Encoding: gzip, def’sllate 309
63 8.704 24.6.173.220 141.10) Connection: keep-alive 300!
64 8.705 141.101.125.1924.6.1 Referer: http://wmn.pdfdownload.org/pdf2htnl/ 50:
T @ NS 141 1M 135 10 £ 1 top.php 00,
. Cookie:
Frame 61: 1514 bytes on wire flll: __cfduid=dcSaddb72352aff81134d2a6cd82460611351116 0
<Ethernet II, Src: cadant_31:bb:cl 340 ar:
- Internet Protocol Version 4, Src: 4.

Transmission Control Protocol, Sr E_WFII:I 404 Not_Found B | ;5?.
“Hypertext Transfer Protocol | SErVerT cloudr Tare-natnx 3

Step 5: Click Clear to remove the filter.

Figures and Material used for Part3 (from Topics 173 to 192) have been
adapted from A. Jesin’s “Packet Tracer Network Simulator”, 2014.

Topic 173: Introduction to Packet Tracer
This topic provides an introduction to Packet Tracer.

Packet Tracer is a network simulator from Cisco. It allows you to get a taste of
everything in Cisco without needing to purchase real hardware. With Packet Tracer,
complex topologies with tens of Cisco devices can be designed and troubleshot. You
can also watch the packets moving between them. A wide range of Cisco switches
and routers, several end devices such as PCs and servers and wireless devices from
Linksys, are available in Packet Tracer.

249



Layer Cisco Packet Tracer Supported Protocols

Application * FTP,SMTP, POP3, HTTP, TFTP, Telnet, SSH, DNS, DHCP,
NTP, SNMP, AAA, ISR VOIP, SCCP config and calls ISR
command support, Call Manager Express

Transport = TCP and UDP, TCP Nagle Algorithm & IP Fragmentation,
RTP
Network * BGP, IPv4, ICMP, ARP, IPvB, ICMPVE, IPSec, RIPv1/

vZ2/ng, Multi-Area OSPF, EIGRP, Static Routing, Route
Redistribution, Multilayer Switching, L3 QoS, NAT, CBAL
, Zone-based policy firewall and Intrusion Protection
System on the ISR, GRE VPN, IPSec VPN

Network Access/ = Ethernet (802.3), 802.11, HDLC, Frame Relay, PPP, PPPaoL,
Interface STP,RSTP, VTP, DTP, CDP, 802.1g, PAgP, L2 QoS, SLARP,
Simple WEP, WPA, EAP

Packet Tracer Workspaces

Two workspaces are supported; logical and physical. In the logical workspace, we can
build logical network topologies by placing, connecting, and clustering virtual
network devices. The physical workspace provides a sense of scale and placement in
how network devices such as routers, switches, and hosts would look in a real
environment

Packet Tracer Modes

It supports two operating modes—real-time mode and simulation mode. In real-time
mode, all network activities take place with immediate real-time response. The
simulation mode allows a user to control time intervals, and the propagation of data
across a network.

Installation of Packet Tracer

You can download the Ilatest version of Packet Tracer for free from
www.netacad.com/about-networking-academy/packet-tracer.

Topic 174: Packet Tracer’s Interface Overview
This topic has a look at the Interface of Packet tracer.

The layout of Packet Tracer can be divided into several components.

Menu bar: This is a commonly found menu. It is used to open, close, print, save,
change preferences, and so on.
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Common tools bar: With help of this toolbar, we can manipulate topologies. For
example, select, move layout, place note, delete, resize shape, add simple/complex

Protocol data unit (PDU).

File Edit Options View Tools

[Root]

Extensions  Help

New Cluster Move Object

Set Tiled Backaround

Viewport
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Realtime

<

Last Status

Source  Destination

Time: 00:00:33 | Power Cycle Devices Fast Forward Time
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Workspace: Here, we create topologies and display simulations.
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Real-time/Simulation tabs: With these tabs, the operating mode can be switched
between the real and simulation modes. Buttons are also provided to control the

time.
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Device-type selection box: Device categories are given here.

Device-specific selection box: Given a device category, this box displays different

device models within that category.

Topic 175: Creating a Simple topology

In this topic, we create our first simple topology in Packet Tracer.

Step 1: Run Packet Tracer.

Step 2: Click End Devices in Device-type selection box. This

devices category in Device-specific selection box.
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Drag-and-drop a Generic PC icon into the Workspace. Do the same for a Generic

laptop icon.

Step 3: Click on Connections in Device-type selection box. Then, click on Copper
Cross-Over in Device-specific selection box.
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Now, click on PCO, and select FastEthernet. Click on Laptop0 and select
FastEthernet. When the link is up, the color of link status LED becomes green.

Step 4: Click on the PC, and go to the Desktop tab.

| Physical | Config Desktop  Custom Interface |

m

S

Click on IP Configuration, and enter an IP address and subnet mask. No information
required for a default gateway and DNS server. Close the window
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® PCO - on

Physical | Config @ Desktop Custom Interface

IP Configuration
1P Configuration

() DHCP ® Static
IP Address 10.1.1.1
Subnet Mask 255.0.0.0

Default Gateway

LDNS Server

IPv6 Configuration
(O DHCP O Auto Config @ Static
IPv6 Address f
Link Local Address FEB0::290:21FF:FEB2:DC1A
IPvE Gateway

IPvE DNS Server

Step 5: Repeat step 4 for the laptop. Make sure that both of the IP addresses are in
the same subnet.

Step 6: Click on the laptop, open the command prompt, and ping the IP address of
the device at the other (PC) end to check connectivity.

Command Prompt

Pack ommand Line 1.0
PCyping 10.1.

Pinging 10.1.1.2 with 32 bytes of data:

Step 7: This topology can be saved by going to File | Save As. The topology with the
devices in the same state will be saved with a .pkt.

Topic 176: Introduction to Cisco and PT devices
This topic describes Cisco and PT devices available in Packet Tracer.

Network devices form the core of networking. Routers, switches are used to
Interconnect end devices such as PCs, laptops, servers.
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Routers in Packet Tracer: To examine the Cisco and Generic routers. Select Routers
in the device-type selection box, then, go to the device-specific selection box.

Cisco 1841: An Integrated Service Router (ISR). Contains two Fast Ethernet ports,
two slots for High Speed WAN Interface Cards (HWICs), and one slot for Advanced
Integration Module (AIM).

Cisco 1941: Similar to Cisco 1841. But runs on Cisco 10S Version 15. There are two
ports that operate at Gigabit Ethernet speeds.

Cisco 2620XM: A multiservice router. It contains one Fast Ethernet port, two slots
for WAN interface cards, and one slot for AIM.

Cisco 2621XM: Similar to Cisco 2620XM, except that this router has two Fast
Ethernet ports.

Cisco 2811: An ISR router with two Fast Ethernet ports, four WIC slots, and a dual
slot for AIM.

Cisco 2901: Two Gigabit Ethernet ports, four WIC slots, and two Digital Signal
Processor (DSP) slots. Cisco 10S Version 15 runs on it.

Cisco 2911: Three Gigabit Ethernet ports and all the other features of Cisco 2901.
Generic Router: contains 10 slots, and is a custom router running on Cisco I0S.

Switches in Packet Tracer: To examine the Cisco and Generic switches. Select Switch
in the device-type selection box, then, go to the device-specific selection box.

Cisco 2950-24: a managed switch. There are 24 Fast Ethernet ports.

Cisco 2950T-24: It has two Gigabit Ethernet ports in addition to the 24 Fast Ethernet
ports.

Cisco 2960-24TT: It contains 24 ports and has Small Form-factor Pluggable (SFP)
modules.

Cisco 3560-24PS: It is a layer 3 switch and performs routing and switching. The suffix
PS means it supports Power over Ethernet (PoE). It can power up IP phones without
using power adapters.

Bridge PT: It is a device used to segment a network with only two ports.

Generic Switch PT: It is a customizable Packet-Tracer switch with 10 slots and several
modules and runs on Cisco I0S.

Hub PT: It is a Packet Tracer device with 10 slots, and is an oldest way to connect end
devices.
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Repeater PT: It is used to boost the signal on a wire when the distance between two
points is high.

Coaxial Splitter PT: It is used to split a single coaxial connector into two. It contains
three coaxial ports.

Topic 177: Customizing Devices with Modules

In this topic, we customize devices with modules and learn naming conventions in
PT.

A piece of hardware that contains several device interfaces e.g. HWIC-4ESW (High-
Speed WAN Interface Card) is a module having four Ethernet (10 MBps) ports. There
is a power switch located on the right-hand side of each device. If you see a green
LED on the power switch, then it indicates that device is powered up. If you want to
add a module, you need to click on this switch to turn the device off. This is similar to
a real router/switch. Drag a module from the modules list and drop it onto an empty
slot. The module will automatically return to the module list, in case it does not fit
into that slot.

* Router0

Physical Config CLI
| MODULES Physical Device View
[_rmwicsesw | —oomin | ongmalsee ][ Zoomout )
| HWIC-AP-AG-B p — :
e BRI
- S v s i 3 = e
wicuener, — mecmetF w:: 8 Stmw RV WS-SR
WIC-1T x fe
| WIC-ZAM "\ f
[__wicer Drag module into slot Power is off
WIC-Cover
< >
Customize T’_‘_‘ Customize __},-—u
Icon in I ’ Icon in l ’
Physical View Logical View
Adding Modules: Drag the module to an available slot on the &| |8 -".“"'-' =
device. B e =i e
RrRemoving Modules: Drag the module from the device to the ——
modile lizt

A module can be removed by first, powering off the device and then, dragging it
from the slot back to the module list.

Naming convention for Interfaces:

Router Interfaces can be identified by their names. The interfaces can be broadly
grouped as:
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Copper Ethernet Interface: is a normal LAN interface, employs RJ-45 connector with
a copper cable. Ethernet (10 MBps), FastEthernet (100 MBps), and GigabitEthernet
(1000 MBps). A number followed by E, FE, CE, CFE, or CGE is used to identify
modules with Ethernet interfaces. SW is used for those modules, which provide
switching features when used on routers. Examples:

*  HWIC-4ESW (four Ethernet switching ports)
*  WIC-1ENET (single Ethernet port)

* NM-1E (single Ethernet port)

*  NM-1FE-TX (single Fast Ethernet port)

Fiber Ethernet Interface: similar to Copper Ethernet Interface but employs fiber
cables. Examples:

*  NM-1FE-FX (single Fast Ethernet fiber media).
Serial Interface: synchronous modules are identified by T while asynchronous — A/S.
Examples:

*  WIC-1T (a single synchronous serial port)

Modem Interface: these interfaces consist of RJ11 ports with analog telephone
cables and are identified by AM.

Examples:
*  WIC-8AM (eight RJ11 ports)

If you have created a device that you have customized with a set of modules, you
can save it for future use. 1- Drag-and-drop a network device into the work area. 2-
Turn the device off. 3-Add modules to it. 4- Click Tools | Custom Devices Dialog. 5-
Click Select, and then click on the device that was just customized. 6- Provide a
name, and then click on Add and Save. The device is saved with a .ptd extension.

Topic 178: Accessing CLI of a Device

In this topic, we describe how to access Command Line Interface (CLI) of a device in
Packet Tracer.

There are two ways to access the Command-line Interface of a device in Packet
Tracer:

The CLI Tab: It can be used to configure devices e.g. you can assign IP addresses to
router interfaces. You can use Paste and Copy buttons to copy text to and from the
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command line. Click on a network device, go to the CLI tab to access the Cisco I10S

command line interface, and you can enter commands as on a real device (router).

- Router(

Physical Config CLI

MODULES
HWIC-2T
HWIC-4ESW

Zoom In

Original Size

Physical Device View

HWIC-8A
HWIC-AP-AG-B p— |

WIC-1AM
WIC-1ENET
WIC-1T
WIC-2AM
WIC-2T
WIC-Cover

< >
Customize ""‘:_":...__ Customize "":-"C-...__
Icon in l g Icon in l -
Physical Wiew Logical View
The HWIC-2T is a Cisco 2-Port Serial High-Speed WAN Interface Card, - - —y IO -
prowviding 2 serial ports. = - .—.ﬁ = )

E 3 Routerd

Physical Config CLI

I10S Command Line Interface

USE DEIIVELY UL CTISCD CITPCOOCSCNICT PITUUCTS OUES NOC IIDTy

http://www.cisco.com/wwl/export/crypto/tool/stgrg.-html

export@cisco.com.

Processor board ID FIX0347Z18E

ME60 processcr: part number 0, mask 49

2 FastEthernet/I 80Z2.23 interface(s)

131K bytes of NUVRAM

©348BK bytes of ATA CompactFlash (Read/Write)

Cisco IOS Software, 1541 Software (ClE841-ADVIPSERVICESES-M),
RELEASE SOFTWARE 2)

Technical Support: http://www_cisco. com/techsupport
Copyright (c) 198&-2Z007 by Cisco Systems, Inc.

Compiled Wed 18-Jul-07 04:52 by pt_team

——— System Configuration Dialog -———

Continue with configuration dialeg? [yes/ncl: |

third-party suthority to import, export, distribute or use encryption.
Importers, exporters, distributors and users are responsible for
compliance with U.5. and local country laws. By using this product you
agree to comply with applicable laws and regulations. If you are unable
to comply with U.S. and local laws, return this product immediately.

A summary of U.5. laws governing Cisco cryptographic products may be found at:

If you require further assistance pleasse contact us by sending email to

Cisco 1841 (rewision 5.0) with 114&288K/1&6324K bytes of memory.

Versiom 12.4(15)T1,

Copy Paste

You should refer to the HELP files which lists the IOS commands supported by Packet

Tracer.

260



The Console port: No difference with respect to CLI tab method. The use of console
port makes the topology look similar to the real world. Let’s illustrate with an
example.

Step 1: Click End Devices in Device-type selection box and then drag and drop a PC
or laptop from Device-specific selection box to the workspace.

Step 2: In a similar fashion, add a router, let’s say 2621 XM.

Step 3: Click Connections in Device-type selection box and then select console port
from Device-specific selection box to the workspace.

Step 4: Connect the console cable of the network device to the RS-232 port of the
PC/laptop.

Step 5: Click the PC/laptop, go to the Desktop tab, and open Terminal. Click OK with
the default settings to view the console. The router's console through its terminal is
displayed:

Physical Config Desktop Custom Interface

—rl m—m— | | [T [ ————

-~

Cisco Internetwork Operating System Software

IOS (tm) C2600 Scftware (C2600-I-M), Version 12.2(28), RELEASE SOFTWARE (£c5)
Technical Support: hittp://www.cisco.com/techsupport

Copyright (o) 1386-2005 by cisco Systems, Inc.

Compiled Wed 27-Apr—-04 1%:01 by miwang

Cisco 2&21 (MPCBE0) processor (revision Ox200) with Z5395ZH/8192K bytes of
memory

Processor board ID JADOS1SOMTZ (4252851435
M360 processeor: part number 0, mask 43
Bridging software.

X.25 software, Versiom 2.0.0.

2 FastEthernet/IEEE 802.3 interface(s)

32K bytes of non-volatile configuration memory.
£3488K bytes of ATA CompactFlash (Read/Write)

——— System Configuration Dizlog -—-

Continue with configuration dizleg? [yes/nol: no

Press RETURN to get started!

Router> hd

€ >

- T R L

Topic 179: Configuring Devices with Config Tab

In this topic, we configure routers/switches using the config tab in Packet Tracer.

You can configure Cisco routers and switches without using a single command. This
becomes possible by using a Config tab. The Config tab contains a Graphical User
Interface (GUI) options for the most common configurations. As you fiddle with a
GUI, the equivalent Cisco I0S commands are also displayed.
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There are 3 general levels of configurations: Global, Routing, and Interface.

FJ

Physical Config

Router0

Settings
Algorithm Settings
Static
RIP
FastEthernet0/0

FastEthernet0/1

Global Settings

Display Name |RouterQ

Hostname Router

NURAM Erase Save
Startup Config Load... Export...
Running Cenfig | Merge... Export...

Eguivalent I0S Commands

--— System Configuration Dialog ———

Continue with configuration dizlog? [yes/nol: n

Press RETURN to get started!

Global Settings: You can change the router’s name. This can also be done directly in

the workspace. The configuration file of a device can also be saved, erased, or

exported.

Fol

Physical Config CLI

GLOBAL
Settings

Router(

Global Settings

Algorithm Settings
ROUTING

isplay Name Router0

= Hostname Router
RIP
INTERFACE NVRAM Erase Save
FastEthernet0/0
FastEthernet/1 Startup Config Load... Export...
Running Config | Merge... Export...

Equivalent [0S Commands

Dress RETUEN to get started!

mmands, one per line. End with CNTL/Z.
2ce FastEthernet0/0

The Global’s Algorithm Settings are meant for advanced users. You can minutely

tweak your device to see how it responds to certain situations.

Interface Settings: The IP, MAC addresses and subnet mask can be entered here. To
view the port status, you need to check the “On” of “Port status”.
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- Router0 = Y
Physical Config CLI
GLOBAL FastEthernet0/0
Settings Port Status [lon
Algorithm Settings Bandwidth ® 100 MDps 10 MDps ¥ Auto
ROUTING Duplex Half Duplex ) Full Duplex [+] Autdy
Stabic MAC Address 0030.F247.7301
RIP .
1P Configuration
INTERFACE
FastEthernet0/0 1P Address
FastEthernet0/1 Subnet Mask
o
Tx Ring Limit 10
Equivalent I0S Commands
Router>enzble ~
figqure terminal
Enter configuration commands, one per line. End with CNTL/Z.
Router( g)ginterface FastEthernetd/o
Router | g-ifig
Routexz [ g-if) fexit
Routexz | g)#interface FastEthernetl/0
Routez (config-if)f v

Routing Settings: Here, there are two options for configuring static and dynamic
routing. For static routing configuration, you can enter network address, net mask,

and its next hop address, and then click on Add.

Physical Config CLI
GLOBAL -
Static Routes
Settings
Algorithm Settings Metwork
ROUTING Mask
Static
RIP Mext Hop
INTERFACE Add
FastEthernet0/0
FastEthernet0/1
Network Address
Remove
Eguivalent 105 < d
FErrer FerFigrtton somands . om= per Time  Ted wiTE ONTT —
Router (config) #interface FastEthernet0/0
Router |
Router (config—-if) fexit
Router (config) #interface FastEthernet0/0
Routerx | £: if) §
Bouter | ) fexit
Houter (config) £ >
Dynamic routing such as Routing Information Protocol (RIP) can be configured by

adding only the network IP.
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& Routerd - =

Physical Config CLI

GLOBAL .
RIP Routing
Settings Net K
Algorithm Settings etwor

ROUTING Add

3 Metwork Address
SWITCHING

WLAN Database
INTERFACE

FastEtherneto/o

FastEthernsto/1

Remove

Equivalent I0S Commands

Fress RETURN to get started!

Router>enable

Routerfconfigure terminal

Enter configuration commands, one per line. End with CHNTL/Z.

Router{config) #router rip

Bouter (config-router) § v

VLAN database: Available on a switch. It allows you to create and remove VLANSs.

Topic 180: Generic IP End Devices in PT
This topic describes Generic IP End Devices in Packet Tracer.

Network devices such as switches, routers are the core of a network. End devices
(PCs, servers) are the ones that use this core. PCs, laptops, tablets, personal digital
assistant (PDAs), and a TV a wide range of end devices are available in PT. We can
group them

e A)clients
e B)server
e () Other devices

A) Clients: Desktops and laptops: As far as usability is concerned, there is no
difference between them. Most usable and highly configurable client devices. Next,
we describe those modules which are available for desktops and laptops. Addition
and removal of a module require a device to be switched off.
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® Laptop0 = =
Physical Config Desktop Custom Interface

S (o]0 S Physical Device View
RMERES IR Zoom In Original Size Zoom Out
PT-LAFTOP-NM-1AM
PT-LAPTOP-NM-1CE ~
PT-LAPTOP-NM-1CFE
PT-LAPTOP-NM-1CGE
PT-LAPTOP-NM-1FFE
PT-LAPTOP-NM-1FGE
PT-LAPTOP-NM-1W
PT-LAPTOP-NM-1W-A
PT-HEADPHONE
PT-MICROPHONE
PT-CAMERA
PT-USB-HARD-DRIVE

N—]

v
>

Customize Customize
Icon in Icon in
Physical View Logical View

The Linksys-WPC300N module provides one 2.4GHz wireless interface
itable for connection to wireless networks. The module supperts protocols

suital i
that use Ethernet for LAN access.

Linksys-WMP300N: Through this wireless interface, you can configure a WLAN.
PC-HOST-NM-1AM: It can be used as a modem as it provides RJ11 interface.

PC-HOST-NM-1CE, PC-HOST-NM-1CFE, PC-HOST-NM-1CGE: Through these modules,
Ethernet, FastEthernet, and GigabitEthernet connections are provided respectively.

PC-HOST-NM-1FFE, PC-HOST-NM-1FGE: Fiber version of the previous module.

PC-HOST-NM-1W, PC-HOST-NM-1W-A: Wireless interface for WLAN. The first has a
frequency of 2.4 GHz and the second has 5GHz.

PC-HEADPHONE, PC-MICROPHONE, PC-CAMERA, PC-USB-HARD-DRIVE: No

functionality associated with them.

B) Servers: Space for two network interfaces. Modules available are the same as PC
modules, except PC-HOST-NM-1AM module.
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Physical Config Services Desktop Custom Interface

= Physical Device View
WMP300N
PT-HOST-NM-1CE
PT-HOST-NM-1CFE
PT-HOST-NM-1CGE
PT-HOST-NM-1FFE
PT-HOST-NM-1FGE
PT-HOST-NM-1W
PT-HOST-NM-1W-A

Zoom In Original Size Zoom Out

Customize

Customize
Icon in Icon in
Physical View Logical Wiew
The Linksys-WMP300N module provides one 2.4GHz wireless interface
suitable for connection to wireless networks. The module supports
protocols that use Ethernet for LAN access.

Let’s look at services that are available for servers. HTTP service: Both HTTP and
HTTPS (HTTP employing Secure Sockets Layer (SSL) protocol) protocols can be
supported by a web server. You can also create and edit static HTML pages. DHCP
service: can assign IP addresses to routers. You can create and edit DHCP pools of IP
addresses. The default pool is called serverPool, which cannot be removed or edited.
DNS service: resolves domain names to IP addresses. AAA service: Authentication,
Authorization, and Accounting and supports RADIUS and TACACS authentication
protocols. NTP: Network Time Protocol ensures that the clocks of all devices are
synchronized properly. EMAIL services: SMTP and POP3 services are supported. FTP
Services: Users can be created and permissions can be granted to them. Firewall:
You can configure rules based on source/destination IP addresses and
source/destination port numbers. Connections can be allowed or denied.

Topic 181: Configuring End Devices in PT
This topic configures End devices in Packet Tracer.

Click on an end device in the workspace, then go to the Desktop tab. A lot of utilities
are available here. These can be used for testing and debugging the network.
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| Physical Desktop Custom Interface

IP Configuration: With this utility, you can assign a dynamic or static IP address to an
end device. If you choose to enter a static IP address, Subnet Mask field gets filled
according to the class of the IP address. In case you want your devices to obtain IP
dynamically, then choose DHCP here. Configure DHCP on Server-PT.

Dial-up: End devices such as PC-PT and Laptop-PT have the PC-HOST-NM-1AM. This
utility allows to simulate a modem dialer.

Terminal: This utility can be used for accessing the CLI through the console port.
Server-PT device does not enjoy this utility as it does not have an RS-232 interface.

Command Prompt: It simulates the command line offered by Windows OS.
Commands such as arp, delete, dir, ftp, help, ipconfig, netstat, nslookup, ping, ssh,
telnet tracert.
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Physical | Config Desktop | Software/Services

Command Prompt

Packet Tracer PC Command Line 1.0
PC>ping
Packet Tracer PC Ping

Usage: ping [-n count | —v TOS | —t ] target

PC>ash
Packet Tracer DC SSH

Usage: SSH -1 username Target

Packet Tracer PC Tracert

Usage: tracert target

PC>fup
Packet Tracer PC Ftp

Usage: ftp target

E Mail PPPoE Dialer Text Editor

Web Browser: It can be used with a Server-PT configured with HTTP. It provides only
back, forward, go, and stop buttons. Cache or history are not available.

PC Wireless: Using this utility, you can display information such as signal strength of
a Linksys-WMP300N module.

VPN: Virtual private network (VPN) is used to create connection for secure
communication. This works when a router has been configured as a VPN server.

Traffic Generator: With this utility, you can create customized packets and send
them at periodic intervals. Similar to the Add Simple Protocol Data Unit (PDU) and
Add Complex PDU tools.

MIB Browser: The Management Information Base (MIB) Browser utility allows you
to generate Simple Network Management Protocol (SNMP) requests.

Cisco IP Communicator: A computer can be turned into an IP phone with the help of
this utility. It is not available on the Server-PT.

Email: You can send and receive emails with the help of this utility.

Text Editor: You can use this utility to create, edit, and save text files.

Topic 182: Packet Tracer’s Simulation Mode
This topic discusses simulation mode of Packet Tracer.

In Packet Tracer’s simulation mode, you can observe packets flowing from one
device to another. Also, when you can click on a packet, you can see detailed
information about the TCP/IP layers.
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Step 1: Open Packet Tracer
Step 2: Add a PC and a server to the workspace.
Step 3: Connect two devices with a copper crossover cable.

Step 4: Assign IP addresses. PC: 192.168.0.1/255.255.255.0 and Server:
192.168.0.2/255.255.255.0. Both of them are in the same subnet.

File Edit Options View Tools Extensions Help

=" == S 0 e

Logical [Root] New Cluster Mowve Object

4

o IR
M
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Step 5: Click on the real time/simulation tab and switch to the simulation mode.

| Simulation Panel & X
Ewent List
Vis. Time(sec) Last Device AtDevice Type Info

P

Reset Simulation Constant Delay (ﬁzp‘;;zi;:i * —

Play Controls =
Back Auto Capture J Play Capture [ Forward ae |
45

Ewent List Filters - Visible Events
ACL Filter, ARF, BGP, CDP, DHCF, DHCPv&, DNS, DTF, EIGRP, EIGRPvS, FTR, H.323,
HSRP, HSRPvS, HTTR, HTTPS, ICMF, ICMPvS, IPSec, ISAKMP, LACF, NDF, NETFLOW,
NTF, OSPF, OSPFvS, PAQP, POP3, RADIUS, RIP, RIPng, RTP, SCCP, SMTF, SNMP,
SSH, STP, SYSLOG, TACACS, TCP, TFTP, Telnet, UDP, VTP

Edit Filters Show All/Mone

P

W -
M

| Event List Simulation

Step 6: Click on the Auto Capture / Play button. Packet capture begins.

Step 7: From the common tools bar, click on the closed envelope icon. Click on the
PC first and then on the server.
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In the event list, you will observe three entries: creation of an ICMP packet, ICMP
echo sent, and ICMP reply received.

Event List |
Vis.  Timelsec) LastDevice AtDevice Type Info
® 284054 - PCO icve [l
284055 PCO serverd lcvp [l
224056 Serverd PCo icve [l

1@ O x [

Reset Simulation Constant Delay Cal'é%e;‘;;n;
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Back Auto Capture [ Play Capture / Forward L

Event List Filters - Visible Events
ACL Filter, ARF, BGP, CD, DHCF, DHCPV6, DINS, DTF, EIGRF, EIGRPVS, FTF, H.323,
HSRP, HSRPVS, HTTP, HTTPS, ICMP, ICMPv6, IPSec, ISAKMP, LACF, NDP, NETFLOW,
NTP, OSPF, OSPFus, PAGP, POP3, RADIUS, RIP, RIPng, RTP, SCCP, SMTP, SNMP,
55H, STR, SYSLOG, TACACS, TCP, TFTF, Telnet, UDF, VTP

Edit Filters Show AllNone

- -

(O]
| EventLst | Simulatio

To view a packet’s TCP/IP layers information, click on a packet (the envelope icon).

The Outbound PDU Details tab lists each layer's information.

PDU Information at Device: PCO

OSI Medel Outbound PDU Details

PDU Formats

Ethernet II

1]
PREAMELE: DEST MAC: SRC MAC:
101010...1011 0001.9768.D5EB 0001.9778.765C
TYPE: DATA (WARIABLE LENGTH) FCS:
0x800 0x0
P
2 ] 16 19 31 Bits
4 | IHL I DSCP: 0x0 TL: 28
ID: Ox6 0x0 I 0x0
TTL: 255 I PRO: Ox1 CHKSUM

[ sSrRcIp: 192.168.0.1 |

LDST IP: 192.168.0.2 J

OPT: 0x0 | 0x0

DATA (WVARIABLE LENGTH)

& 31 Bits

B8 1
[ Tvee: oxa | cope: axa | CHECKSUM |

ID: Oxd SEQ NUMBER: 3 |

4 3 14 13 Byw
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The simulation mode has control buttons:
Back: Each time you click on it, the simulation moves one step back.

Auto Capture / Play: The network traffic will be continuously captured when it is
pressed.

Capture/Forward: Each time, you want to move the packet from one place to
another you have to press this button.

Topic 183: Connecting Devices and Link Status
This topic discusses how to connect devices and to check the link status in Packet
Tracer.

In Packet Tracer, there are a number of cables available to connect devices. Click
Connections icon from the device-type selection box. Now, you can view the various
cables in device-specific selection box.

Automatically choose connection type: If you have no idea which cable to use, this
option automatically allows two devices to get connected with the best cable.

Console: The console port of a network device can be connected to the RS-232 port
on a PC/laptop. This allows you to view the network device's console from a
PC/laptop.

Copper straight-through: It is a standard Ethernet cable that connects devices
operating in different layers of the OSI model. For example, hub to router, switch to
PC.

Copper cross-over: This Ethernet cable connects devices such as hub to hub, PC to
PC, PC to router, and PC to printer i.e. devices operating in the same OSI layer.

Fiber: Connects Fast Ethernet and Gigabit Ethernet ports of a fiber port.

Phone: RJ11 cable. It connects the analog phone to a VolP phone. Also, modem
interface of routers can be connected.

Serial DCE and DTE: Serial cables connect routers together. There is a clock symbol
on the Data Circuit-terminating Equipment (DCE) end. If you have selected Serial
Data Terminal Equipment (DTE), the DTE end will be the first device connected with
this cable and the DCE end will be the next. In case of the Serial DCE cable, just the
opposite happens.

Link status: Once you have connected devices together, you will find a light, at each
end of the cable. The light indicates the state of the connection.
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e Bright green: When the physical link is up, it is indicated by bright green.
Status of the line protocol is not indicated by it.

e Blinking green: Link activity is represented by it.

* Red: In case a physical link is down, it is indicated by red. This can be due to
incorrect cables or by a port being administratively shut down.

e Amber: When the port of a switch is running the Spanning Tree Protocol
(STP) algorithm to detect layer 2 loops, the light becomes amber.

Topic 184: Testing Connectivity with PDUs
In this topic, we test connectivity with Protocol Data Units (PDUs) in Packet Tracer.

When you have created a topology in Packet Tracer, then you would like to test
connectivity between devices. Connectivity can be tested by: using either simple or
complex Protocol Data Units (PDUs), or pinging devices from their command-line
interface. For large topologies, the PDU option is quicker.

Simple PDU

The Add Simple PDU tool relies on Internet Control Message Protocol (ICMP). Let’s
create a simple topology to demonstrate the working of simple PDU.

Step 1: Add a PC and a server to the workspace and connect them using a copper
crossover cable.

Step 2: Click on PC and use IP configuration. Type: 192.168.0.1/255.255.255.0. Do
the same for the server and type: 192.168.0.2/255.255.255.0.

Step 3: Go to the common tools bar, click on the closed envelope icon or simply
press key P. Click the envelope symbol on PC first and then on the server. Then, look
at the User Created Packet box.

Fire |Last Statuz |Source |Destination |Type |Color |Time (sec) |Periodic |Mum | Edit

& Successful  PCOD ServerD ICMF 0.000 N 0 (edit

J

Complex PDU
We use the previous example to understand working of Complex PDU.

Step 1: Click on the open envelope icon or press C.
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Step 2: Click on the PC. This opens the Create Complex PDU dialog box.

Create Complex PDU El

Source Settings
Source Device: PCO
Outgoing Port:
FastEtherneto

PDU Settings

Select Application:
Drestination IP Address:
Source IP Address:
WLz

TOS:

Starting Source Port:

Destination Port:

- Auto Select Port

H P -
192.168.0.2
192.168.0.1

3z

12345
80

Size: o

Simulation Settings

(@) One Shot Time: [a] Seconds

) Periodic Interval: Seconds

Create PDU

Select application as HTTP, fill the Destination IP address = 192.168.0.2, Starting
Source Port, (let’s say 12345), and Time = 0, and then click on the Create PDU
button.

Step 3: Now, click on the server. Examine the user-created packet box.

Fire  Last Status Source  Destination Type Color Time(sec) Periodic  Num
& Successful PCO 192,168.0.2  TCP 0.000 N 0

{ b4

The entry indicates a successful TCP three-way handshake.

Topic 185: Clustering a Topology
This topic discusses how to cluster a topology in Packet Tracer.

When large topologies are created, understanding them becomes difficult. Clustering
combines several devices that you choose into a single cloud icon. Upon double-
clicking the cluster, it will get expanded and will display the devices normally.

Step 1: Let’s create a topology that consists of three switches and nine PCs. Select
End Devices in device-type selection box. From the Device-specific selection box,
drag-and-drop 9 PCs in the workspace. Select switches in device-type selection box.
From the Device-specific selection box, drag-and-drop three 2950-24 switches in
workspace. Select Connections in device-type selection box. From the Device-
specific selection box, drag-and-drop Copper Straight-through cable in workspace.
Connect a PC with a switch. Use copper cross-over cables to connect the switches.
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Step 2: Combine PCO, PC1, PC2 and SwitchQ. Select PCO, PC1, PC2, and SwitchO by
clicking on whitespace. Click on the New Cluster button on the top-right corner.

Step 3: Form a group of PC3, PC4, PC5 and Switch1. Click on whitespace next to PC3.

Drag your mouse to select PC3, PC4, PC5, and Switchl. Click on the New Cluster
button on the top-right corner.

Step 4: Repeat the same procedure done in Steps 2 and 3 for combining PC6, PC7,
PC8 and Switch2.

Logical [Root] New Cluster I
4,
F‘a‘*"r--’a
// '(-Zlus‘terﬁ\
i AN
s N\
7 \
/’ N
e N
(, —_—-_—“-—\mr'{i
%x;“"—___ Cluster2

Cluster1

Double-clicking on a cluster expands it and displays only the devices within it.
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Topic 186: Creating Cities, Offices & Wiring Closets

This topic discusses how to create cities, offices, and wire closets in Packet Tracer.

Packet Tracer can simulate the required environment logically and physically. In the
physical workspace, it gives logical topology a physical dimension. Thus, making
logical topologies more realistic. There are 4 environments available in the physical
workspace:

* Intercity,

e (City,

e Building, and
*  Wiring closet.

1-Intercity: Being the largest environment, it consists of cities. You can create cities,
buildings, and wiring closets in this layer.

2-Cities: Buildings and wiring closets are part of it. The default city name is Home
City. You can drag and place cities anywhere on the intercity map.

3-Buildings: It contains only wiring closets. Corporate Office is default name.

4-Wiring closet: This layer contains only devices. Default name is Main Wiring
Closet.

Moving devices physically: Packet Tracer places all devices that are used in the
logical workspace in Main Wiring Closet. Now we learn how to move them.

Step 1: Create a topology consisting of two PCs in the logical workspace.

Step 2: As Ethernet has distance restrictions, switch off both the PCs and replace
their default modules with PT-HOST-NM-1FGE.

Step 3: Connect both of the PCs with a fiber cable and assign IP addresses.

—

’ . Vv
RS 232 PC-PT PC-PT
PCO PC1

(n

pc B8  GigabitEthernetd
PCo~ PCT
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Step 4: Switch to the physical view, and click on the New City button. Rename it
Lahore. Click on this city and create a new building, and then create a new wiring
closet within this building.

|F|Ie Edit Options View Tools Extensions Help Physical  NAVIGATION: [ Interciy ] New City || New Building New Clos

— =
PC-PT PC-PT
PCO PC1

Home City

Step 5: Use the NAVIGATION button and go to Home City | Corporate Office | Main
Wiring Closet. Both the PCs we inserted in the logical workspace are located here.
Jump to their location.

[ Office Building ]

Physical Baci

Physical Locations n
Current Location: Office Building
MName Type
4 |ntercity Intercity
ome City City
4 Corporate Office Building
4 Main Wiring Closet  Wiring Closet
4 Table Table
PCO Device
Pl De_\rice
4 |ahore City
4 Office Building Building
Wiring Closet Wiring Closet
Jump to Selected Location

Step 6: Use the Move Object button and move one of the PCs to Lahore| Office
Building | Wiring Closet.

Physical NAVIGATION:  Back [ Main Winng Cleset | l'ue.e Cbyece

Mgrwe b Intercity

A Heme City .
I ranere Move ta lshore
=] Office Building  + Move to Ctfice Building
T |E] Meoveto Winng Closet
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Physical Locations ﬂ

Current Location: Main Wiring Closet

Mame Type =
4 Home City City
4 Corporate Office Building
4 Main Wiring Closet  Wiring Closet
4 Table Table
PC1 Device
lahore Ci?y
4 Office Building Building
4 |Wiring Closet Wiring Closet
4 Table Table
PCO Device

Jump to Selected Location

Topic 187: Managing Cables and Distances
In this topic, we discuss how to manage cables and distances in physical space of
Packet Tracer.

Assume that we have created two cities in Packet Tracer. Each consists of a PC. Both
PCs are connected via fiber. In physical view, we can measure a cable’s distance by
placing the pointer on the cable.

From Device: PCO/GigabitEthernet
To Device: PC1/GigabitEthernet
Cable Length: 229111 meters
Total Cable Length: 229111 meters

Home City

The length of Standard copper Ethernet cables can extend up to 100 meters. Let’s
test that the connection comes down due to the distance.

Step 1: Create a topology consisting of two PCs in the logical workspace.
Step 2: Connect both of the PCs with a copper cable and assign IP addresses.

Step 3: Switch to the physical view, and click on the New City button. Rename it
Lahore. Click on this city and create a new building, and then create a new wiring
closet within this building.

Step 4: Use the NAVIGATION button and go to Home City | Corporate Office | Main
Wiring Closet. Both the PCs we inserted in the logical workspace are located here.
Jump to their location.

Step 5: Use the Move Object button and move one of the PCs to Lahore| Office
Building | Wiring Closet.
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Step 6: Check the distance between them. In case the distance is less than 100
meters, move them further apart, so that the distance becomes greater than 100
meters.

Step 7: When you go to the logical view, you will find that the connection comes
down due to the distance as indicated by red color of the link status.

Cable manipulation

As number of devices increase, it becomes confusing to see which cable connects to
what. This can be reduced by adding colors to cables. In the physical view, click on a
wire and then, choose Color Cable. Pick a color from the Select Color dialog box.

—|f|
PCO
Switgho - I
—
s
PC1
(]
s
PC2
JI Ay ] |
. B, rc
- PC4

Topic 188: Static Routing with GUI
This topic configures static routing with GUI in Packet Tracer.

In static routing algorithms, routes change very slowly over time, often as a result of
human intervention. A human manually edits a router’s forwarding table. Let’s learn
the usage of the GUI feature with the help of a network consisting of four routers in
a ring topology, with no PCs or loopback interfaces.

Step 1: Drag and drop 4 routers in the workspace.

Step 2: Click on a router icon, go to the Config tab, select an interface, and configure
the IP address. Check the On checkbox. This will bring the port status up.
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Subnet Mask
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FastEthernet0/0

FastEthernet0/1 Tx Ring Limit

Equivalent 105 Cammands
=¥

192.168.10.2
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Aoucer iconfig-ifis

SLINK-5-CHANGED: Inte:face FastEthezoet0/l, changed state te up

FastEthernatisl. changed

state to

Router Interface IP Address
R1 FastEthernet0/0 192.168.10.1

FastEthernet(/1 192.168.20.1
R2 FastEthernet(/0 192.168.10.2

FastEthernet(/1 192.168.30.1
R3 FastEthernet(/0 192.168.20.2

FastEthernet0/1 192.168.40.1
R4 FastEthernet(/0 192.168.30.2

FastEthernet(/1 192.168.40.2

Logical [Root] New Cluster Move Object Set Tiled Background
N
- S
5 4 5
1841;\ ¥ 1g41
Routerl \\ -~ Routerd
o i
T
l 2
1841
Router3

Step 3: Now go to the ROUTING section, and click on Static. The settings that we

use for configuring static routing using the GUI are shown next:
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Device Networlk/Mask Next Hop

R1 192.168.30.0/255.255.255.0 192.168.10.2
192.168.40.0/255.255.255.0 192.168.20.2
R2 192.168.20.0 / 255.255.255.0 192.168.10.1
192.168.40.0/255.255.255.0 192.168.30.2
R3 192.168.10.0/255.255.255.0 192.168.20.1
192.168.30.0/255.255.255.0 192.168.40.2
R4 192.168.10.0/255.255.255.0 192.168.30.1
192.168.20.0/255.255.255.0 192.168.40.1

Step 4: Test the connectivity between all of the routers with the help of simple PDU.
Click on a router first and then click on another router. Look at the User Created
Packet box.

Fire  LastStatus  Source Destination  Type  Color  Time(sec)

@  Successful  Routerd  Router? ICMP 0.000
@  Successful  Router2  Routerd ICMP l 0.000
@  Successful  Routerl  Router? ICMP 0.000

Step 5: Let’s view the routing table of a router. Go to the Common tools bar, click on
the inspect icon. Select a router and click on it. Then select Routing Table.

Routing Table for Router1
Type Network Port Next Hop P Metrc
( 19216810,/ FastEthemetl/0 {0
C 1921682004 FastEthemet)/1 0n
§ 192168300/ 192168102 1
§ 192.16840.0/24 192.168.202 1

Topic 189: Static Routing with CLI
This topic configures static routing with CLI in Packet Tracer.

To learn the usage of the CLI feature, assume a network consisting of four routers in
a ring topology, with no PCs or loopback interfaces.

Step 1: Drag and drop 4 routers in the workspace.

Step 2: Click on a router icon, go to the CLI tab. As the device boots up, then you will
see the prompt.

Step 3: Assign IP addresses to R1’s interfaces:
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* R1(config)#interface FastEthernet0/0

* R1(config-if)#ip address 192.168.10.1 255.255.255.0

* R1(config-if)#no shutdown

* R1(config-if)#exit

* R1(config)#tinterface FastEthernet0/1

* R1(config-if)#ip address 192.168.20.1 255.255.255.0

* R1(config-if)#ino shutdown

R1(config-if)#exit

Repeat Step 3 for the remaining routers with the following configurations for their

interfaces:

Router Interface IP Address

R1 FastEthernet(/0 192.168.10.1
FastEthernet(/1 192.168.20.1

R2 FastEthernet(/0 192.168.10.2
FastEthernet()/1 192.168.30.1

R3 FastEthernet(/0 192.168.20.2
FastEthernet()/1 192.168.40.1

R4 FastEthernet(/0 192.168.30.2
FastEthernet(/1 192.168.40.2

Step 4: Configure static routing:
* R1(config)#ip route 192.168.30.0 255.255.255.0 192.168.10.2
e R1(config)#ip route 192.168.40.0 255.255.255.0 192.168.20.2

Repeat Step 4 for the remaining routers using the configuration shown next:

Device Network/Mask Next Hop

R1 192.168.30.0/255,255.255.0 192.168.10.2
192.168.40.0/255.255.255.0 192.168.20.2

R2 192.168,20.0/255.255.255,0 192.168.10.1
192.168.40.0/255.255.255.0 192.168.30.2

R3 192.168.10.0/255,.255,255.0 192.168.20.1
192.168.30.0/255.255,255.0 192.168.40.2

R4 192.168.10.0/255.255.255.0 192.168.30.1
192.168.20.0/255,255.255.0 192.168.40.1
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Step 5: Test the connectivity between all of the routers with the help of simple PDU.
Click on a router first and then click on another router. Look at the User Created
Packet box.

Fre  lastStatus  Source Destination  Type Color  Time(sec)

@ Successful  Routerd  Router? ICMP 0.000
@ Successful  Router2  Routerd ICMP l 0.000
@ GSuccessful  Routerl  Router? ICMP 0.000

Topic 190: Configuring RIP with GUI
This topic configures RIP with GUI in Packet Tracer.

Dynamic Routing Protocols: A) Form "neighbor ship" with other routers. B) Send
them the directly-connected routes and other received routes. Updates are also sent
out by routers, when a topology change occurs. A GUI to configure a dynamic routing
protocol called Routing Information Protocol (RIP) is available in Packet Tracer. Let’s
learn the usage of the GUI feature with the help of a network consisting of four
routers in a ring topology, with no PCs or loopback interfaces.

Step 1: Drag and drop 4 routers in the workspace.

Step 2: Click on a router icon, go to the Config tab, select an interface, and configure
the IP address.
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Router2 - Y R
Physical Config CLI
GLOBAL FastEthernet0/0 |
Settings ort Status 7l onll
Algorithm Settings Bandwidth ® 100 Mbps 10 Mbps [¥] Auto

ROUTING Duplex Half Duplex ® Full Duplex ¥ Auto

Static MAC Address 0001.4293.9A01

RIP

SWITCHING
VLAN Database

IP Configuration
IP Address

FastEthernet0/0
FastEthernet0/1

Subnet Mask

Tx Ring Limit

255.255.255.0

| 192.168.10.2

2l

10

Esuiva\ent 105 Commands
= T =g

up

Router (config-if) fexit

Router{config-if)

Router (configlinterface FastEthernet0/0

ALINE-5-CHRANGED: Interface FastEthernet0/1, changed state to up

2LINEPROTO-S5-UPDOWM: Line protocol on Interface FastEthernet0Os1, changed state to

Router Interface IP Address

R1 FastEthernet0/0 192.168.10.1
FastEthernet(/1 192.168.20.1

R2 FastEthernet0/0 192.168.10.2
FastEthernet(/1 192.168.30.1

R3 FastEthernet0/0 192.168.20.2
FastEthernet(/1 192.168.40.1

R4 FastEthernet(/0 192.168.30.2
FastEthernet(/1 192.168.40.2

Step 3: Click on RIP. Enter Network IP of its own interfaces.

Device RIP Network
R1 192.168.10.0
192.168.20.0
R2 192.168.10.0
152.168.30.0
R3 152.168.20.0
192.168.40.0
R4 192.168.30.0
192.168.40.0
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Step 4: Once the topology is configured, use the simple PDU to check for
connectivity.

Fire  LlastStatus  Source Destination  Type Color Time(sec)
@  Successfl Routerl  Routerd ICMP l 0.000
@ Successful — Router? Router3 ICMP l 0.000

Step 5: Use the delete tool and remove one link. Let’s say we remove link between
R1 and R2. Use the simulation mode and test connectivity with the simple PDU. The
packet takes the alternate, longer route and succeeds in reaching the destination.

Topic 191: Configuring RIP with CLI
In this topic, we configure RIP with CLI in Packet Tracer.

Let’s assume a network consisting of four routers in a ring topology, with no PCs or
loopback interfaces.

Step 1: Drag and drop 4 routers in the workspace.

Step 2: Click on a router icon, go to the CLI tab. As the device boots up, then you will
see the prompt.

Step 3: Assign IP addresses to R1’s interfaces:
* R1(config)#interface FastEthernet0/0

* R1(config-if)#ip address 192.168.10.1 255.255.255.0
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* R1(config-if)#ino shutdown

* R1(config-if)#exit

* R1(config)#tinterface FastEthernet0/1

* R1(config-if)#ip address 192.168.20.1 255.255.255.0

* R1(config-if)#no shutdown

R1(config-if)#exit

Repeat Step 3 for the remaining routers with the following configurations for their

interfaces:

Router Interface IP Address

R1 FastEthernet(/0 192.168.10.1
FastEthernet(y1 192.168.20.1

R2 FastEthernet(/0 192.168.10.2
FastEthernet(y1 192.168.30.1

R3 FastEthernet(/0 192.168.20.2
FastEthernet(y1 192.168.40.1

R4 FastEthernet0/0 192.168.30.2
FastEthernet(y1 192.168.40.2

Step 4: Enter into the config mode of RIP:
* R1(config)#trouter rip

Step 5: Enter the network IP addresses:

* R1(config-router)#network 192.168.10.0

* R1(config-router)#network 192.168.20.0

Step 6: Test the connectivity between all of the routers with the help of simple PDU.
Click on a router first and then click on another router. Look at the User Created

Packet box.

Fire  Last Status Source  Destination
@  Successful  Routerl Routerd
@  Succe ssful  Router? Router3

Type

ICMP .
ICMP .

Colar
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Topic 192: Load Sharing

In this topic, we look at how load sharing works in Packet Tracer.

When a source router has multiple paths to a target path, then it can load balance

traffic across them. If multiple paths exist from a source to a network destination

with the same metric, then RIP automatically balances the traffic between them.

Assume a network that consists of four routers in a ring topology with no PCs.

Step 1: Drag and drop 4 routers in the workspace.

Step 2: Configure the IP address.

Router Interface

IP Address

R1 FastEthernet(/0
FastEthernet(/1
R2 FastEthernet(/0
FastEthernet(/1
R3 FastEthernet(/0
FastEthernet(/1
R4 FastEthernet(/0
FastEthernet(/1

192.168.10.
192.168.20.
192.168.10.
192.168.30.
192.168.20.
192.168.40.
192.168.30.
192.168.40.

[ S R - T R o B R ol

Step 3: Configure Network IP of its own interfaces.

Device RIP Network

R1 192
192

R2 192.
192.
R3 192.
192.

R4 192.
192.

.168.
.20.

.168

168
168
168
168
168

168.
.30.
.20.
.40.
.30.
.40.

10.

10.

o o o o o o o o

Step 4: On Router 4, let’s add a loopback interface (a virtual interface that works like

a real interface and needs IP address). Go to the CLI tab of R4 and enter:

e R4(config)#tinterface loopback 0
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* R4(config-if)#ip address 192.168.100.0 255.255.255.0

Step 5: Go to the RIP config mode and enter the network IP for this loopback
interface.

* R4(config)#trouter rip
* R4(router-if)#inetwork 192.168.100.0 .

Step 6: Create a complex PDU that is sent every two seconds.

Create Complex PDU [ = |

Source Settings

Source Device: Routerd
Outgoing Port:

FastEthernet0/0 - Auto Select Port
PDU Settings

Select Application: PING -

IDestinatmn 1P Address: |192.168.100.1 I

TTL: 32

TOS: o

Size: o

Simulation Settings

() One Shot Time: Seconds
I-Zéi Periodic  Interval: |2 Seconds I

Create PDU

Step 7: Turn on the simulation mode. You will find that the first packet takes the R1-
R2-R4 route while the second takes the R1-R3-R4 route.
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