
Evolutionary Systems  

All biological systems result from an evolutionary process. The sophistication, robustness, and 

adaptability of biological systems represent a powerful motivation for replicating the mechanisms 

of natural evolution in the attempt to generate software and hardware systems with characteristics 

comparable to those of biological systems. More than 40 years ago, computer scientists and 

engineers began developing algorithms inspired by natural evolution (Rechenberg 1965; Fogel et 

al. 1966; Holland 1975) to generate solutions to problems that were too difficult to tackle with 

other analytical methods. Evolutionary computation rapidly became a major field of machine 

learning and system optimization and, more recently, it spread into the area of hardware design by 

exploiting new technologies in reconfigurable electronic circuits, computer-assisted 

manufacturing, material production tech nologies, and robotics. Before delving into the features 

of natural and artificial evolution, we wish to emphasize that there is a major, and often neglected, 

difference between these two processes. Whereas natural evolution does not have a predefined 

goal and is essentially an open-ended adaptation process, artificial evolution is an optimization 

process that attempts to find solutions to predefined problems. Therefore, while in natural 

evolution the fitness of an individual is defined by its reproductive success (number of offspring), 

in artificial evolution the fitness of an individual is a function that measures how well that 

individual solves a predefined problem. The consequence of this difference is that artificial 

evolution, as it is formulated today, cannot possibly hope to match the diversity and creativity 

generated by natural evolution because, by definition, artificially evolved systems will all tend to 

satisfy the predefined problem. 

 



 

 



 

Again, evolutionary adaptation does not necessarily imply progress in the two meanings of the 

word described earlier. Natural evolution may simply increase diversity by continuously 

generating new organisms that occupy new environmental niches. Or, it may increase complexity 

by incrementally adding new features to previous ones, provided that previous features do not 

represent a cost for the organism, do not interact negatively with new features, or simply have a 

higher probability to be preserved than to be replaced by the error-prone copy mechanism. 

Considering the enormous explanatory power and relative simplicity of the basic tenets of 

evolutionary theory, we might expect to find in the literature a compact and universal model that 

formally describes the evolution of populations, something akin to the laws of thermodynamics or 

to Newton’s laws of physics. In practice, the complexity of the factors that affect the mechanisms 

and dynamics of evolution has not yet been sufficiently understood to allow the development of a 

universal formalism. Nonetheless, several formal models have been developed to address specific 

issues, mainly in the field of population genetics. It is worth pointing out that the great majority of 

these formal models describe evolutionary phenomena in terms of their ef fect on the variation rate 

of the population size or of a given character of the evolving individuals. In other words, formal 

measures of evolution, if we may liberally call them so, describe frequencies of the occurrence of 

given characters, or of given types of organism, over generations. For example, these models 

predict that in a relatively stable environment the percentage of individuals with fitter 

characteristics will gradually grow until they dominate the population (Fisher 1930). These models 

do not address the notion of performance and progress in evolving populations, but only the change 

in proportion of organisms of a certain type. 


