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THE DEVELOPMENT OF SEQUENCE ANALYSIS METHODS has depended on the contributions of
many individuals from varied scientific backgrounds. This chapter provides a brief histor-
ical account of the more significant advances that have taken place, as well as an overview
of the chapters of this book. Because many contributors cannot be mentioned due to space
constraints, additional references to earlier and current reference books, articles, reviews,
and journals provide a broader view of the field and are included in the reference lists to
this chapter.

THE FIRST SEQUENCES TO BE COLLECTED WERE THOSE OF PROTEINS

The development of protein-sequencing methods (Sanger and Tuppy 1951) led to the
sequencing of representatives of several of the more common protein families such as
cytochromes from a variety of organisms. Margaret Dayhoff (1972, 1978) and her collabo-
rators at the National Biomedical Research Foundation (NBRF), Washington, DC, were the
first to assemble databases of these sequences into a protein sequence atlas in the 1960s, and
their collection center eventually became known as the Protein Information Resource (PIR,
formerly Protein Identification Resource; http://watson.gmu.edu:8080/pirwww/index.
html). The NBRF maintained the database from 1984, and in 1988, the PIR-International
Protein Sequence Database (http://www-nbrf.georgetown.edu/pir) was established as a
collaboration of NBRF, the Munich Center for Protein Sequences (MIPS), and the Japan
International Protein Information Database (JIPID).

Dayhoff and her coworkers organized the proteins into families and superfamilies based
on the degree of sequence similarity. Tables that reflected the frequency of changes observed
in the sequences of a group of closely related proteins were then derived. Proteins that were
less than 15% different were chosen to avoid the chance that the observed amino acid
changes reflected two sequential amino acid changes instead of only one. From aligned
sequences, a phylogenetic tree was derived showing graphically which sequences were most
related and therefore shared a common branch on the tree. Once these trees were made,
they were used to score the amino acid changes that occurred during evolution of the genes
for these proteins in the various organisms from which they originated (Fig. 1.1).

Figure 1.1. Method of predicting phylogenetic relationships and probable amino acid changes dur-
ing the evolution of related protein sequences. Shown are three highly conserved sequences (A, B, and
C) of the same protein from three different organisms. The sequences are so similar that each posi-
tion should only have changed once during evolution. The proteins differ by one or two substitu-
tions, allowing the construction of the tree shown. Once this tree is obtained, the indicated amino
acid changes can be determined. The particular changes shown are examples of two that occur much
more often than expected by a random replacement process.
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Subsequently, a set of matrices (tables)—the percent amino acid mutations accepted by
evolutionary selection or PAM tables—which showed the probability that one amino acid
changed into any other in these trees was constructed, thus showing which amino acids are
most conserved at the corresponding position in two sequences. These tables are still used
to measure similarity between protein sequences and in database searches to find
sequences that match a query sequence. The rule used is that the more identical and con-
served amino acids that there are in two sequences, the more likely they are to have been
derived from a common ancestor gene during evolution. If the sequences are very much
alike, the proteins probably have the same biochemical function and three-dimensional
structural folds. Thus, Dayhoff and her colleagues contributed in several ways to modern
biological sequence analysis by providing the first protein sequence database as well as
PAM tables for performing protein sequence comparisons. Amino acid substitution tables
are routinely used in performing sequence alignments and database similarity searches,
and their use for this purpose is discussed in Chapters 3 and 7.

DNA SEQUENCE DATABASES

DNA sequence databases were first assembled at Los Alamos National Laboratory (LANL),
New Mexico, by Walter Goad and colleagues in the GenBank database and at the European
Molecular Biology Laboratory (EMBL) in Heidelberg, Germany. Translated DNA
sequences were also included in the Protein Information Resource (PIR) database at the
National Biomedical Research Foundation in Washington, DC. Goad had conceived of the
GenBank prototype in 1979; LANL collected GenBank data from 1982 to 1992. GenBank
is now under the auspices of the National Center for Biotechnology Information (NCBI)
(http://www.ncbi.nlm.nih.gov). The EMBL Data Library was founded in 1980
(http://www.ebi.ac.uk). In 1984 the DNA DataBank of Japan (DDBJ), Mishima, Japan,
came into existence (http://www.ddbj.nig.ac.jp). GenBank, EMBL, and DDBJ have now
formed the International Nucleotide Sequence Database Collaboration (http://www.
ncbi.nlm.nih.gov/collab), which acts to facilitate exchange of data on a daily basis. PIR has
made similar arrangements.

Initially, a sequence entry included a computer filename and DNA or protein sequence
files. These were eventually expanded to include much more information about the
sequence, such as function, mutations, encoded proteins, regulatory sites, and references.
This information was then placed along with the sequence into a database format that
could be readily searched for many types of information. There are many such databases
and formats, which are discussed in Chapter 2.

The number of entries in the nucleic acid sequence databases GenBank and EMBL has
continued to increase enormously from the daily updates. Annotating all of these new
sequences is a time-consuming, painstaking, and sometimes error-prone process. As time
passes, the process is becoming more automated, creating additional problems of acc-
uracy and reliability. In December 1997, there were 1.26 � 109 bases in GenBank; this
number increased to 2.57 � 109 bases as of April 1999, and 1.0 � 1010 as of September
2000. Despite the exponentially increasing numbers of sequences stored, the implementa-
tion of efficient search methods has provided ready public access to these sequences.

To decrease the number of matches to a database search, non-redundant databases that
list only a single representative of identical sequences have been prepared. However, many
sequence databases still include a large number of entries of the same gene or protein
sequences originating from sequence fragments, patents, replica entries from different
databases, and other such sequences.

Many types of se-
quence databases are
described in the first
annual issue of the
journal Nucleic Acids
Research.

The growth of the
number of sequences
in GenBank can be
tracked at http://www.
ncbi.nlm.nih.gov/Gen
Bank/genebankstats.
html.

Walter Goad
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SEQUENCE RETRIEVAL FROM PUBLIC DATABASES

An important step in providing sequence database access was the development of Web
pages that allow queries to be made of the major sequence databases (GenBank, EMBL,
etc.). An early example of this technology at NCBI was a menu-driven program called GEN-
INFO developed by D. Benson, D. Lipman, and colleagues. This program searched rapidly
through previously indexed sequence databases for entries that matched a biologist’s query.
Subsequently, a derivative program called ENTREZ (http://www.ncbi.nlm.nih.gov/Entrez)
with a simple window-based interface, and eventually a Web-based interface, was developed
at NCBI. The idea behind these programs was to provide an easy-to-use interface with a
flexible search procedure to the sequence databases.

Sequence entries in the major databases have additional information about the
sequence included with the sequence entry, such as accession or index number, name and
alternative names for the sequence, names of relevant genes, types of regulatory
sequences, the source organism, references, and known mutations. ENTREZ accesses this
information, thus allowing rapid searches of entire sequence databases for matches to one
or more specified search terms. These programs also can locate similar sequences (called
“neighbors” by ENTREZ) on the basis of previous similarity comparisons. When asked to
perform a search for one or more terms in a database, simple pattern search programs will
only find exact matches to a query. In contrast, ENTREZ searches for similar or related
terms, or complex searches composed of several choices, with great ease and lists the
found items in the order of likelihood that they matched the original query. ENTREZ
originally allowed straightforward access to databases of both DNA and protein sequences
and their supporting references, and even to an index of related entries or similar
sequences in separate or the same databases. More recently, ENTREZ has provided access
to all of Medline, the full bibliographic database of the National Library of Medicine
(NLM), Washington, DC. Access to a number of other databases, such as a phylogenetic
database of organisms and a protein structure database, is also provided. This access is
provided without cost to any user—private, government, industry, or research—a deci-
sion by the staff of NCBI that has provided a stimulus to biomedical research that cannot
be underestimated. NCBI presently handles several million independent accesses to their
system each day.

A note of caution is in order. Database query programs such as ENTREZ greatly facili-
tate keeping up with the increasing number of sequences and biomedical journals.
However, as with any automated method, one should be wary that a requested database
search may not retrieve all of the relevant material, and important entries may be
missed. Bear in mind that each database entry has required manual editing at some 
stage, giving rise to a low frequency of inescapable spelling errors and other problems.
On occasion, a particular reference that should be in the database is not found because
the search terms may be misspelled in the relevant database entry, the entry may not be
present in the database, or there may be some more complicated problem. If exhaustive
and careful attempts fail, reporting such problems to the program manager or system
administrator should correct the problem.

David Lipman
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SEQUENCE ANALYSIS PROGRAMS

Because DNA sequencing involves ordering a set of peaks (A, G, C, or T) on a sequencing
gel, the process can be quite error-prone, depending on the quality of the data.

As more DNA sequences became available in the late 1970s, interest also increased in
developing computer programs to analyze these sequences in various ways. In 1982 and
1984, Nucleic Acids Research published two special issues devoted to the application of com-
puters for sequence analysis, including programs for large mainframe computers down to
the then-new microcomputers. Shortly after, the Genetics Computer Group (GCG) was
started at the University of Wisconsin by J. Devereux, offering a set of programs for analysis
that ran on a VAX computer. Eventually GCG became commercial (http://www.gcg.com/).
Other companies offering microcomputer programs for sequence analysis, including Intelli-
genetics, DNAStar, and others, also appeared at approximately the same time. Laboratories
also developed and shared computer programs on a no-cost or low-cost basis. For example,
to facilitate the collection of data, the programs PHRED (Ewing and Green 1998; Ewing et
al. 1998) and PHRAP were developed by Phil Green and colleagues at the University of
Washington to assist with reading and processing sequencing data. PHRED and PHRAP are
now distributed by CodonCode Corporation (http://www.codoncode.com).

These commercial and noncommercial programs are still widely used. In addition, Web
sites are available to perform many types of sequence analyses; they are free to academic
institutions or are available at moderate cost to commercial users. Following is a brief
review of the development of methods for sequence analysis.

THE DOT MATRIX OR DIAGRAM METHOD FOR COMPARING SEQUENCES

In 1970, A.J. Gibbs and G.A. McIntyre (1970) described a new method for comparing two
amino acid and nucleotide sequences in which a graph was drawn with one sequence writ-
ten across the page and the other down the left-hand side. Whenever the same letter
appeared in both sequences, a dot was placed at the intersection of the corresponding
sequence positions on the graph (Fig. 1.2). The resulting graph was then scanned for a
series of dots that formed a diagonal, which revealed similarity, or a string of the same
characters, between the sequences. Long sequences can also be compared in this manner
on a single page by using smaller dots.

The dot matrix method quite readily reveals the presence of insertions or deletions
between sequences because they shift the diagonal horizontally or vertically by the amount
of change. Comparing a single sequence to itself can reveal the presence of a repeat of the
same sequence in the same (direct repeat) or reverse (inverted repeat or palindrome) ori-
entation. This method of self-comparison can reveal several features, such as similarity
between chromosomes, tandem genes, repeated domains in a protein sequence, regions of
low sequence complexity where the same characters are often repeated, or self-comple-
mentary sequences in RNA that can potentially base-pair to give a double-stranded struc-
ture. Because diagonals may not always be apparent on the graph due to weak similarity,
Gibbs and McIntyre counted all possible diagonals and these counts were compared to
those of random sequences to identify the most significant alignments.

Maizel and Lenk (1981) later developed various filtering and color display schemes that
greatly increased the usefulness of the dot matrix method. This dot matrix representation
of sequence comparisons continues to play an important role in analysis of DNA and pro-
tein sequence similarity, as well as repeats in genes and very long chromosomal sequences,
as described in Chapter 3 (p. 59).

Methods for DNA
sequencing were devel-
oped in 1977 by
Maxam and Gilbert
(1977) and Sanger et
al. (1977). They are
described in greater
detail at the beginning
of Chapter 2.
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ALIGNMENT OF SEQUENCES BY DYNAMIC PROGRAMMING

Although the dot matrix method can be used to detect sequence similarity, it does not
readily resolve similarity that is interrupted by regions that do not match very well or that
are present in only one of the sequences (e.g., insertions or deletions). Therefore, one
would like to devise a method that can find what might be a tortuous path through a dot
matrix, providing the very best possible alignment, called an optimal alignment, between
the two sequences. Such an alignment can be represented by writing the sequences on suc-
cessive lines across the page, with matching characters placed in the same column and
unmatched characters placed in the same column as a mismatch or next to a gap as an
insertion (or deletion in the other sequence), as shown in Figure 1.3. To find an optimal
alignment in which all possible matches, insertions, and deletions have been considered to
find the best one is computationally so difficult that for proteins of length 300, 1088 com-
parisons will have to be made (Waterman 1989).

To simplify the task, Needleman and Wunsch (1970) broke the problem down into a
progressive building of an alignment by comparing two amino acids at a time. They start-
ed at the end of each sequence and then moved ahead one amino acid pair at a time, allow-
ing for various combinations of matched pairs, mismatched pairs, or extra amino acids in
one sequence (insertion or deletion). In computer science, this approach is called dynam-
ic programming. The Needleman and Wunsch approach generated (1) every possible
alignment, each one including every possible combination of match, mismatch, and single
insertion or deletion, and (2) a scoring system to score the alignment. The object was to
determine which was the best alignment of all by determining the highest score. Thus,
every match in a trial alignment was given a score of 1, every mismatch a score of 0, and
individual gaps a penalty score. These numbers were then added across the alignment to

Figure 1.2. A simple dot matrix comparison of two DNA sequences, AGCTAGGA and GACTAG-
GC. The diagonal of dots reveals a run of similar sequence CTAGG in the two sequences.
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obtain a total score for the alignment. The alignment with the highest possible score was
defined as the optimal alignment.

The procedure for generating all of the possible alignments is to move sequentially
through all of the matched positions within a matrix, much like the dot matrix graph (see
above), starting at those positions that correspond to the end of one of the sequences, as
shown in Figure 1.4. At each position in the matrix, the highest possible score that can be
achieved up to that point is placed in that position, allowing for all possible starting points
in either sequence and any combination of matches, mismatches, insertions, and deletions.
The best alignment is found by finding the highest-scoring position in the graph, and then
tracing back through the graph through the path that generated the highest-scoring posi-
tions. The sequences are then aligned so that the sequence characters corresponding to this
path are matched.

Figure 1.4. Simplified example of Needleman-Wunsch alignment of sequences GATCTA and
GATCA. First, all matches in the two sequences are given a score of 1, and mismatches a score of 0
(not shown), chosen arbitrarily for this example. Second, the diagonal 1s are added sequentially, in
this case to a total score of 4. At this point the row cannot be extended by another match of 1 to a
total score of 5. However, an extension is possible if a gap is placed in GATCA to produce 
GATC � A, where � is the gap. To add the gap, a penalty score is subtracted from the total match
score of 5 now appearing in the last row and column. The best alignment is found starting with the
sequence characters that correspond to the highest number and tracing back through the positions
that contributed to this highest score.
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FINDING LOCAL ALIGNMENTS BETWEEN SEQUENCES

The above method finds the optimal alignment between two sequences, including the
entirety of each of the sequences. Such an alignment is called a global alignment. Smith and
Waterman (1981a,b) recognized that the most biologically significant regions in DNA and
protein sequences were subregions that align well and that the remaining regions made up
of less-related sequences were less significant. Therefore, they developed an important
modification of the Needleman-Wunsch algorithm, called the local alignment or Smith-
Waterman (or the Waterman-Smith) algorithm, to locate such regions. They also recog-
nized that insertions or deletions of any size are likely to be found as evolutionary changes
in sequences, and therefore adjusted their method to accommodate such changes. Finally,
they provided mathematical proof that the dynamic programming method is guaranteed
to provide an optimal alignment between sequences. The algorithm is discussed in detail
in Chapter 3 (p. 64).

Two complementary measurements had been devised for scoring an alignment of two
sequences, a similarity score and a distance score. As shown in Figure 1.3, there are three
types of aligned pairs of characters in each column of an alignment—identical matches,
mismatches, and a gap opposite an unmatched character. Using as an example a simple
scoring system of 1 for each type of match, the similarity score adds up all of the matches
in the aligned sequences, and divides by the sum of the number of matches and mis-
matches (gaps are usually ignored). This method of scoring sequence similarity is the one
most familiar to biologists and was devised by Needleman and Wunsch and used by Smith
and Waterman. The other scoring method is a distance score that adds up the number of
substitutions required to change one sequence into the other. This score is most useful for
making predictions of evolutionary distances between genes or proteins to be used for phy-
logenetic (evolutionary) predictions, and the method was the work of mathematicians,
notably P. Sellers. The distance score is usually calculated by summing the number of
mismatches in an alignment divided by the total number of matches and mismatches. The
calculation represents the number of changes required to change one sequence into the
other, ignoring gaps. Thus, in the example shown in Figure 1.3, there are 6 matches and 1
mismatch in an alignment. The similarity score for the alignment is 6/7 � 0.86 and the dis-
tance score is 1/7 � 0.14, if the required condition is given a simple score of 1. With this
simple scoring scheme, the similarity and distance scores add up to 1. Note also the equiv-
alence that the sum of the sequence lengths is equal to twice the number of matches plus
mismatches plus the number of deletions or insertions. Thus, in our example, the calcula-
tion is 8 � 9 � 2 � (6 � 1) � 3 � 17. Usually more complex systems of scoring are used
to produce meaningful alignments, and alignments are evaluated by likelihood or odds
scores (Chapter 3), but an inverse relationship between similarity and distance scores for
the alignment still holds.

A difficult problem encountered in aligning sequences is deciding whether or not a par-
ticular alignment is significant. Does a particular alignment score reveal similarity between
two sequences, or would the score be just as easily found between two unrelated sequences
(or random sequence of similar composition generated by the computer)? This problem
was addressed by S. Karlin and S. Altschul (1990, 1993) and is addressed in detail in Chap-
ter 3 (p. 96).

An analysis of scores of unrelated or random sequences revealed that the scores could
frequently achieve a value much higher than expected in a normal distribution. Rather, the
scores followed a distribution with a positively skewed tail, known as the extreme value dis-
tribution. This analysis provided a way to assess the probability that a score found between
two sequences could also be found in an alignment of unrelated or random sequences of

Mike Waterman

Temple Smith
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the same length. This discovery was particularly useful for assessing matches between a
query sequence and a sequence database discussed in Chapter 7. In this case, the evalua-
tion of a particular alignment score must take into account the number of sequence com-
parisons made in searching the database. Thus, if a score between a query protein sequence
and a database protein sequence is achieved with a probability of 10�7 of being between
unrelated sequences, and 80,000 sequences were compared, then the highest expected
score (called the EXPECT score) is 10�7 � 8 � 104 � 8 � 10�3 � 0.008. A value of
0.02–0.05 is considered significant. Even when such a score is found, the alignment must
be carefully examined for shortness of the alignment, unrealistic amino acid matches, and
runs of repeated amino acids, the presence of which decreases confidence in an alignment.

MULTIPLE SEQUENCE ALIGNMENT

In addition to aligning a pair of sequences, methods have been developed for aligning three
or more sequences at the same time (for an early example, see Johnson and Doolittle 1986).
These methods are computer-intensive and usually are based on a sequential aligning of
the most-alike pairs of sequences. The programs commonly used are the GCG program
PILEUP (http://www.gcg. com/) and CLUSTALW (Thompson et al. 1994) (Baylor College
of Medicine, http://dot.imgen.bcm.tmc.edu:9331/multi-align/multi-align.html). Once the
alignment of a related set of molecular sequences (a family) has been produced, highly
conserved regions (Gribskov et al. 1987) can be identified that may be common to that
particular family and may be used to identify other members of the same family. Two
matrix representations of the multiple sequence alignment called a PROFILE and a 
POSITION-SPECIFIC SCORING MATRIX (PSSM) are important computational tools
for this purpose.

Multiple sequence alignments can also be the starting point for evolutionary modeling.
Each column of aligned sequence characters is examined, and then the most probable phy-
logenetic relationship or tree that would give rise to the observed changes is identified.

Another form of multiple sequence alignment is to search for a pattern that a set of DNA
or protein sequences has in common without first aligning the sequences (Stormo et al. 1982;
Stormo and Hartzell 1989; Staden 1984, 1989; Lawrence and Reilly 1990). For proteins, these
patterns may define a conserved component of a structural or functional domain. For DNA
sequences, the patterns may specify the binding site for a regulatory protein in a promoter
region or a processing signal in an RNA molecule. Both statistical and nonstatistical methods
have been widely used for this purpose. In effect, these methods sort through the sequences
trying to locate a series of adjacent characters in each of the sequences that, when aligned,
provides the highest number of matches. Neural networks, hidden Markov models, and the
expectation maximization and Gibbs sampling methods (Stormo et al. 1982; Lawrence et al.
1993; Krogh et al. 1994; Eddy et al. 1995) are examples of methods that are used. Explana-
tions and examples of these methods are described in Chapter 4.

PREDICTION OF RNA SECONDARY STRUCTURE

In addition to methods for predicting protein structure, other methods for predicting
RNA secondary structure on computers were also developed at an early time. If the com-
plement of a sequence on an RNA molecule is repeated down the sequence in the opposite
chemical direction, the regions may base-pair and form a hairpin structure, as illustrated
in Figure 1.5.
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Tinoco et al. (1971) generated these symmetrical regions in small oligonucleotide
molecules and tried to predict their stability based on estimates of the free energy associat-
ed with stacked base pairs in the model and of the destabilizing effects of loops, using a
table of energy values (Tinoco et al. 1971; Salser 1978). Single-stranded loops and other
unpaired regions decreased the predicted energy. Subsequently, Nussinov and Jacobson
(1980) devised a fast computer method for predicting an RNA molecule with the highest
possible number of base pairs based on the same dynamic programming algorithm used
for aligning sequences. This method was improved by Zuker and Stiegler (1981), who
added molecular constraints and thermodynamic information to predict the most ener-
getically stable structure.

Another important use of RNA structure modeling is in the construction of databases
of RNA molecules. One of the most significant of these is the ribosomal RNA database
prepared by the laboratory of C. Woese (1987) (http://www.cme.msu.edu/RDP
html/index.html). RNA secondary structure prediction is discussed in Chapter 5. Align-
ment, structural modeling, and phylogenetic analysis based on these RNA sequences have
made possible the discovery of evolutionary relationships among organisms that would
not have been possible otherwise.

DISCOVERY OF EVOLUTIONARY RELATIONSHIPS USING SEQUENCES

Variations within a family of related nucleic acid or protein sequences provide an invalu-
able source of information for evolutionary biology. With the wealth of sequence infor-
mation becoming available, it is possible to track ancient genes, such as ribosomal RNA
and some proteins, back through the tree of life and to discover new organisms based on
their sequence (Barns et al. 1996). Diverse genes may follow different evolutionary histo-
ries, reflecting transfers of genetic material between species. Other types of phylogenetic
analyses can be used to identify genes within a family that are related by evolutionary
descent, called orthologs. Gene duplication events create two copies of a gene, called par-
alogs, and many such events can create a family of genes, each with a slightly altered, or
possibly new, function. Once alignments have been produced and alignment scores found,
the most closely related sequence pairs become apparent and may be placed in the outer
branches of an evolutionary tree, as shown for sequences A and B in Figure 1.1 (p. 2). The
next most-alike sequence, sequence C in Figure 1.1, will be represented by the next branch
down on the tree. Continuing this process generates a predicted pattern of evolution for

Figure 1.5. Folding of single-stranded RNA molecule into a hairpin secondary structure. Shown are
portions of the sequence that are complementary: They can base-pair to form a double-stranded
region. G/C base pairs are the most energetic due to 3 H bonds; A/U and G/U are next most ener-
getic with two and one H bonds, respectively.
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that particular gene. Once a tree has been found, the sequence changes that have taken
place in the tree branches can be inferred.

The starting point for making a phylogenetic tree is a sequence alignment. For each pair
of sequences, the sequence similarity score gives an indication as to which sequences are
most closely related. A tree that best accounts for the numbers of changes (distances)
between the sequences (Fitch and Margoliash 1987) of these scores may then be derived.
The method most commonly used for this purpose is the neighbor-joining method (Saitou
and Nei 1987) described in Chapter 6. Alternatively, if a reliable multiple sequence align-
ment is available, the tree that is most consistent with the observed variation found in each
column of the sequence alignment may be used. The tree that imposes the minimum num-
ber of changes (the maximum parsimony tree) is the one chosen (Felsenstein 1988).

In making phylogenetic predictions, one must consider the possibility that several trees
may give almost the same results. Tests of significance have therefore been derived to
determine how well the sequence variation supports the existence of a particular tree
branch (Felsenstein 1988). These developments are also discussed in Chapter 6.

IMPORTANCE OF DATABASE SEARCHES FOR SIMILAR SEQUENCES

As DNA sequencing became a common laboratory activity, genes with an important bio-
logical function could be sequenced with the hope of learning something about the bio-
chemical nature of the gene product. An example was the retrovirus-encoded v-sis and 
v-src oncogenes, genes that cause cancer in animals. By comparing the predicted sequences
of the viral products with all of the known protein sequences at the time, R. Doolittle and
colleagues (1983) and W. Barker and M. Dayhoff (1982) both made the startling discovery
that these genes appeared to be derived from cellular genes. The Sis protein had a sequence
very similar to that of the platelet-derived growth factor (PDGF) from mammalian cells,
and Src to the catalytic chain of mammalian cAMP-dependent kinases. Thus, it appeared
likely that the retrovirus had acquired the gene from the host cell as some kind of genetic
exchange event and then had produced a mutant form of the protein that could compro-
mise the function of the normal protein when the virus infected another animal. Subse-
quently, as molecular biologists analyzed more and more gene sequences, they discovered
that many organisms share similar genes that can be identified by their sequence similarity.

These searches have been greatly facilitated by having genetic and biochemical informa-
tion from model organisms, such as the bacterium Escherichia coli and the budding yeast Sac-
charomyces cerevisiae. In these organisms, extensive genetic analysis has revealed the function
of genes, and the sequences of these genes have also been determined. Finding a gene in a new
organism (e.g., a crop plant) with a sequence similar to a model organism gene (e.g., yeast)
provides a prediction that the new gene has the same function as in the model organism.
Such searches are becoming quite commonplace and are greatly facilitated by programs such
as FASTA (Pearson and Lipman 1988) and BLAST (Altschul et al. 1990).

The methods used by BLAST and other additional powerful methods to perform
sequence similarity searching are described further in the next section and in Chapter 7.

THE FASTA AND BLAST METHODS FOR DATABASE SEARCHES

As the number of new sequences collected in the laboratory increased, there was also an
increased need for computer programs that provided a way to compare these new
sequences sequentially to each sequence in the existing database of sequences, as was done
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to identify successfully the function of viral oncogenes. The dynamic programming
method of Needleman and Wunsch would not work because it was much too slow for the
computers of the time; today, however, with much faster computers available, this method
can be used. W. Pearson and D. Lipman (1988) developed a program called FASTA, which
performed a database scan for similarity in a short enough time to make such scans rou-
tinely possible. FASTA provides a rapid way to find short stretches of similar sequence
between a new sequence and any sequence in a database. Each sequence is broken down
into short words a few sequence characters long, and these words are organized into a table
indicating where they are in the sequence. If one or more words are present in both
sequences, and especially if several words can be joined, the sequences must be similar in
those regions. Pearson (1990, 1996) has continued to improve the FASTA method for sim-
ilarity searches in sequence databases.

An even faster program for similarity searching in sequence databases, called BLAST,
was developed by S. Altschul et al. (1990). This method is widely used from the Web site
of the National Center for Biotechnology Information at the National Library of Medicine
in Washington, DC (http://www.ncbi.nlm.nih.gov/BLAST). The BLAST server is probably
the most widely used sequence analysis facility in the world and provides similarity search-
ing to all currently available sequences. Like FASTA, BLAST prepares a table of short
sequence words in each sequence, but it also determines which of these words are most sig-
nificant such that they are a good indicator of similarity in two sequences, and then con-
fines the search to these words (and related ones), as described in Figure 1.6. There are ver-
sions of BLAST for searching nucleic acid and protein databases, which can be used to
translate DNA sequences prior to comparing them to protein sequence databases (Altschul
et al. 1997). Recent improvements in BLAST include GAPPED-BLAST, which is threefold
faster than the original BLAST, but which appears to find as many matches in databases,
and PSI-BLAST (position-specific-iterated BLAST), which can find more distant matches
to a test protein sequence by repeatedly searching for additional sequences that match an
alignment of the query and initially matched sequences. These methods are discussed in
Chapter 7.

PREDICTING THE SEQUENCE OF A PROTEIN BY TRANSLATION OF DNA SEQUENCES

Protein sequences are predicted by translating DNA sequences that are cDNA copies of
mRNA sequences from a predicted start and end of an open reading frame. Unfortunate-
ly, cDNA sequences are much less prevalent than genomic sequences in the databases. Par-
tial sequence (expressed sequence tags, or ESTs) libraries for many organisms are available,
but these only provide a fraction of the carboxy-terminal end of the protein sequence and
usually only have about 99% accuracy. For organisms that have few or no introns in their
genomic DNA (such as bacterial genomes), the genomic DNA may be translated. For most

Figure 1.6. Rapid identification of sequence similarity by FASTA and BLAST. FASTA looks for
short regions in these two amino acid sequences that match and then tries to extend the alignment
to the right and left. In this case, the program found by a quick and simple indexing method that
W, I, and then V occurred in the same order in both sequences, providing a good starting point for
an alignment. BLAST works similarly, but only examines matched patterns of length 3 of the more
significant amino acid substitutions that are expected to align less frequently by chance alone.
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–
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Bill Pearson
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eukaryotic organisms with introns in their genes, the protein-encoding exons must be pre-
dicted and then translated by methods described in Chapter 8. These genome-based pre-
dictions are not always accurate, and thus it remains important to have cDNA sequences
of protein-encoding genes. Promoter sequences in genomes may also be analyzed for com-
mon patterns that reflect common regulatory features. These types of analyses require
sophisticated approaches that are also discussed in Chapter 8 (Hertz et al. 1990).

PREDICTING PROTEIN SECONDARY STRUCTURE

There are a large number of proteins whose sequences are known, but very few whose
structures have been solved. Solving protein structures involves the time-consuming and
highly specialized procedures of X-ray crystallography and nuclear magnetic resonance
(NMR). Consequently, there is much interest in trying to predict the structure of a protein,
given its sequence. Proteins are synthesized as linear chains of amino acids; they then form
secondary structures along the chain, such as � helices, as a result of interactions between
side chains of nearby amino acids. The region of the molecule with these secondary struc-
tures then folds back and forth on itself to form tertiary structures that include � helices,
� sheets comprising interacting � strands, and loops (Fig. 1.7). This folding often leaves
amino acids with hydrophobic side chains facing into the interior of the folded molecule
and polar amino acids that can interact with water and the molecular environment facing
outside in loops. The amino acid sequence of the protein directs the folding pathway,
sometimes assisted by proteins called chaperonins. Chou and Fasman (1978) and Garnier
et al. (1978) searched the small structural database of proteins for the amino acids associ-
ated with each of the secondary structure types—� helices, turns, and � strands. Sequences
of proteins whose structures were not known were then scanned to determine whether the
amino acids in each region were those often associated with one type of structure. For
example, the amino acid proline is not often found in � helices because its side chain is not
compatible with forming a helix. This method predicted the structure of some proteins
well but, in general, was about as likely to predict a correct as an incorrect structure.

As more protein structures were solved experimentally, computational methods were
used to find those that had a similar structural fold (the same arrangement of secondary
structures connected by similar loops). These methods led to the discovery that as new
protein structures were being solved, they often had a structural fold that was already
known in a group of sequences. Thus, proteins are found to have a limited number of ~500
folds (Chothia 1992), perhaps due to chemical restraints on protein folding or to the exis-

Figure 1.7. Folding of a protein from a linear chain of amino acids to a three-dimensional structure.
The folding pathway involves amino acid interactions. Many different amino acid patterns are found
in the same types of folds, thus making structure prediction from amino acid sequence a difficult
undertaking.
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tence of a single evolutionary pathway for protein structure (Gibrat et al. 1996). Further-
more, proteins without any sequence similarity could adopt the same fold, thus greatly
complicating the prediction of structure from sequence. Methods for finding whether or
not a given protein sequence can occupy the same three-dimensional conformation as
another based on the properties of the amino acids have been devised (Bowie et al. 1991).
Databases of structural families of proteins are available on the Web and are described in
Chapter 9.

Amos Bairoch (Bairoch et al. 1997) developed another method for predicting the bio-
chemical activity of an unknown protein, given its sequence. He collected sequences of
proteins that had a common biochemical activity, for example an ATP-binding site, and
deduced the pattern of amino acids that was responsible for that activity, allowing for some
variability. These patterns were collected into the PROSITE database (http://www.expasy.
ch/prosite). Unknown sequences were scanned for the same patterns. Subsequently, Steve
and Jorga Henikoff (Henikoff and Henikoff 1992) examined alignments of the protein
sequences that make up each MOTIF and discovered additional patterns in the aligned
sequences called BLOCKS (see http://www.blocks.fhcrc.org/). These patterns offered an
expanded ability to determine whether or not an unknown protein possessed a particular
biochemical activity. The changes that were in each column of these aligned patterns were
counted and a new set of amino acid substitution matrices, called BLOSUM matrices, sim-
ilar to the PAM matrices of Margaret Dayhoff, were produced. One of these matrices,
BLOSUM62, is most often used for aligning protein sequences and searching databases for
similar sequences (Henikoff and Henikoff 1992) (see Chapter 7).

Sophisticated statistical and machine-training techniques have been used in more recent
protein structure prediction programs, and the success rate has increased. A recent
advance in this now active field of research is to organize proteins into groups or families
on the basis of sequence similarity, and to find consensus patterns of amino acid domains
characteristic of these families using the statistical methods described in Chapters 4 and 9.
There are many publicly accessible Web sites described in Chapter 9 that provide the lat-
est methods for identifying proteins and predicting their structures.

THE FIRST COMPLETE GENOME SEQUENCE

Although many viruses had already been sequenced, the first planned attempt to sequence
a free-living organism was by Fred Blattner and colleagues (Blattner et al. 1997) using the
bacterium E. coli. However, there was some concern over whether such a large sequence,
about 4 � 106 bp, could be obtained by the then-current sequencing technology. The first
published genome sequence was that of the single, circular chromosome of another bac-
terium, Hemophilus influenzae (Fleischmann et al. 1995), by The Institute of Genetics
Research (TIGR, at http://www.tigr.org/), which had been started by researcher Craig Ven-
ter. The project was assisted by microbiologist Hamilton Smith, who had worked with this
organism for many years. The speedup in sequencing involved using automated reading of
DNA sequencing gels through dye-labeling of bases, and breaking down the chromosome
into random fragments and sequencing these fragments as rapidly as possible without
knowledge of their location in the whole chromosome. Computer analysis of such shotgun
cloning and sequencing techniques had been developed much earlier by R. Staden at Cam-
bridge University and other workers, but the TIGR undertaking was much more ambi-
tious. In this genome project, newly read sequences were immediately entered into a com-
puter database and compared with each other to find overlaps and produce contigs of two
or more sequences with the assistance of computer programs. This procedure circumvent-
ed the need to grow and keep track of large numbers of subclones. Although the same
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sequence was often obtained up to 10 times, the sequence of the entire chromosome (2 �
109 bp), less a few gaps, was rapidly assembled in the computer over a 9-month period at
a cost of about $106.

This success heralded a large number of other sequencing projects of various prokary-
otic and eukaryotic microorganisms, with a tremendous potential payoff in terms of uti-
lizable gene products and evolutionary information about these organisms. To date, com-
pleted projects include more than 30 prokaryotes, yeast S. cerevisiae (see Cherry et al.
1997), the nematode Caenorhabditis elegans (see C. elegans Sequencing Consortium 1998),
and the fruit fly Drosophila (see Adams et al. 2000). The plant Arabidopsis thaliana and the
human genome sequencing projects are ongoing and will be completed during 2000 or
shortly thereafter.

ACEDB, THE FIRST GENOME DATABASE

As more genetic and sequence information became available for the model organisms,
interest arose in generating specific genome databases that could be queried to retrieve this
information. Such an enterprise required a new level of sharing of data and resources
between laboratories. Although there were initial concerns about copyright issues, credits,
accuracy, editorial review, and curating, eventually these concerns disappeared or became
resolved as resources on the Internet developed. The first genome database, called ACEDB
(a C. elegans database), and the methods to access this database were developed by Mike
Cherry and colleagues (Cherry and Cartinhour 1993). This database was accessible
through the internet and allowed retrieval of sequences, information about genes and
mutants, investigator addresses, and references. Similar databases were subsequently
developed using the same methods for A. thaliana and S. cerevisiae. Presently, there is a
large number of such publicly available databases. Web access to these databases is dis-
cussed in Chapter 10 (Table 10.1, p. 482).

REFERENCES

Adams M.D., Celniker S.E., Holt R.A., Evans C.A., Gocayne J.D., Amanatides P.G., Scherer S.E., Li P.W.,
Hoskins R.A., Galle R.F., et al. 2000. The genome sequence of Drosophila melanogaster. Science 287:
2185–2195.

The Human Genome Project, a large, federally funded collaborative project, will com-
plete sequencing of the entire human genome by 2003. The project was developed from
an idea discussed at scientific meetings in 1984 and 1985, and a pilot project, the
Human Genome Initiative, was begun by the Department of Energy (DOE) in 1986.
National Institutes of Health funding of the project began in 1987 under the Office of
Genome Research. Currently, the project is constituted as the National Human
Genome Research Initiative. In 1998, a new commercial venture under the leadership
of Craig Venter was formed to sequence the majority of the human genome by 2001.
This group, which uses a whole genome shotgun cloning approach and intensive com-
puter processing of data, has already completed the Drosophila sequence and will
sequence the mouse genome following completion of the human genome. Both groups
simultaneously announced completion of the sequencing of the human genome in
2000.



16 ■ C H A P T E R  1

Altschul S.F., Gish W., Miller W., Myers E.W., and Lipman D.J. 1990. Basic local alignment search tool.
J. Mol. Biol. 215: 403–410.

Altschul S.F., Madden T.L., Schaffer A.A., Zhang J., Zhang Z., Miller W., and Lipman D.J. 1997. Gapped
BLAST and PSI-BLAST: A new generation of protein database search programs. Nucleic Acids Res.
25: 3389–3402.

Bairoch A., Bucher P., and Hofmann K. 1997. The PROSITE database, its status in 1997. Nucleic Acids
Res. 25: 217–221.

Barker W.C. and Dayhoff M.O. 1982. Viral src gene products are related to the catalytic chain of mam-
malian cAMP-dependent protein kinase. Proc. Natl. Acad. Sci. 79: 2836–2839.

Barns S.M., Delwiche C.F., Palmer J.D., and Pace N.R. 1996. Perspectives on archaeal diversity, ther-
mophily and monophyly from environmental rRNA sequences. Proc. Natl. Acad. Sci. 93: 9188–9193.

Blattner F.R., Plunkett III, G., Bloch C.A., Perna N.T., Burland V., Riley M., Collado-Vides J., Glasner
J.D., Rode C.K., Mayhew G.F., Gregor J., Davis N.W., Kirkpatrick H.A., Goeden M.A., Rose D.J.,
Mau B., and Shao Y. 1997. The complete genome sequence of Escherichia coli K-12. Science 277:
1453–1474.

Bowie J.U., Luthy R., and Eisenberg D. 1991. A method to identify protein sequences that fold into a
known three-dimensional structure. Science 253: 164–170.

C. elegans Sequencing Consortium. 1998. Genome sequence of the nematode C. elegans: A platform for
investigating biology. Science 282: 2012–2018.

Cherry J.M. and Cartinhour S.W. 1993. ACEDB, a tool for biological information. In Automated DNA
sequencing and analysis (ed. M. Adams et al.). Academic Press, New York.

Cherry J.M., Ball C., Weng S., Juvik G., Schmidt R., Adler C., Dunn B., Dwight S., Riles L., Mortimer 
R. K., and Botstein D. 1997. Genetic and physical maps of Saccharomyces cerevisiae. Nature (suppl.
6632) 387: 67–73.

Chothia C. 1992. Proteins. One thousand families for the molecular biologist. Nature 357: 543–544.
Chou P.Y. and Fasman G.D. 1978. Prediction of the secondary structure of proteins from their amino

acid sequence. Adv. Enzymol. Relat. Areas Mol. Biol. 47: 45–147.
Dayhoff M.O., Ed. 1972. Atlas of protein sequence and structure, vol. 5. National Biomedical Research

Foundation, Georgetown University, Washington, D.C.
———. 1978. Survey of new data and computer methods of analysis. In Atlas of protein sequence and

structure, vol. 5, suppl. 3. National Biomedical Research Foundation, Georgetown University, Wash-
ington, D.C.

Doolittle R.F., Hunkapiller M.W., Hood L.E., Devare S.G., Robbins K.C., Aaronson S.A., and Antoni-
ades H.N. 1983. Simian sarcoma onc gene v-sis is derived from the gene (or genes) encoding a
platelet-derived growth factor. Science 221: 275–277.

Eddy S.R., Mitchison G., and Durbin R. 1995. Maximum discrimination hidden Markov models of
sequence consensus. J. Comput. Biol. 2: 9–23.

Ewing B. and Green P. 1998. Base-calling of automated sequence traces using phred. II. Error probabil-
ities. Genome Res. 8: 186–194.

Ewing B., Hillier L., Wendl, M.C., and Green P. 1998. Base-calling of automated sequence traces using
phred. I. Accuracy assessment. Genome Res. 8: 175–185.

Felsenstein J. 1988. Phylogenies from molecular sequences: Inferences and reliability. Annu. Rev. Genet.
22: 521–565.

Fitch W.M. and Margoliash E. 1987. Construction of phylogenetic trees. Science 155: 279–284.
Fleischmann R.D., Adams M.D., White O., Clayton R.A., Kirkness E.F., Kerlavage A.R., Bult C.J., Tomb

J.F., Dougherty B.A., Merrick J.M., et al. 1995. Whole-genome random sequencing and assembly of
Haemophilus influenzae Rd. Science 269: 496–512.

Garnier J., Osguthorpe D.J., and Robson B. 1978. Analysis of the accuracy and implications of simple
methods for predicting the secondary structure of globular proteins. J. Mol. Biol. 120: 97–120.

Gibbs A.J. and McIntyre G.A. 1970. The diagram, a method for comparing sequences. Its use with amino
acid and nucleotide sequences. Eur. J. Biochem. 16: 1–11.

Gibrat J.F., Madej T., and Bryant S.H. 1996. Surprising similarity in structure comparison. Curr. Opin.
Struct. Biol. 6: 377–385.

Gribskov M., McLachlan A.D., and Eisenberg D. 1987. Profile analysis: Detection of distantly related
proteins. Proc. Natl. Acad. Sci. 84: 4355–4358.

Henikoff S. and Henikoff J.G. 1992. Amino acid substitution matrices from protein blocks. Proc. Natl.
Acad. Sci. 89: 10915–10919.



H I S T O R I C A L  I N T R O D U C T I O N  A N D  O V E R V I E W ■ 17

Hertz G.Z., Hartzell III, G.W., and Stormo G.D. 1990. Identification of consensus patterns in unaligned
DNA sequences known to be functionally related. Comput. Appl. Biosci. 6: 81–92.

Johnson M.S. and Doolittle R.F. 1986. A method for the simultaneous alignment of three or more amino
acid sequences. J. Mol. Evol. 23: 267–268.

Karlin S. and Altschul S.F. 1990. Methods for assessing the statistical significance of molecular sequence
features by using general scoring schemes. Proc. Natl. Acad. Sci. 87: 2264–2268.

———. 1993. Applications and statistics for multiple high-scoring segments in molecular sequences.
Proc. Natl. Acad. Sci. 90: 5873–5877.

Krogh A., Brown M., Mian I.S., Sjölander K., and Haussler D. 1994. Hidden Markov models in compu-
tational biology. Applications to protein modeling. J. Mol. Biol. 235: 1501–1531.

Lawrence C.E. and Reilly A.A. 1990. An expectation maximization (EM) algorithm for the identification
and characterization of common sites in unaligned biopolymer sequences. Proteins Struct. Funct.
Genet. 7: 41–51.

Lawrence C.E., Altschul S.F., Boguski M.S., Liu J.S., Neuwald A.F., and Wootton J.C. 1993. Detecting
subtle sequence signals: A Gibbs sampling strategy for multiple alignment. Science 262: 208–214.

Maizel Jr., J.V. and Lenk R.P. 1981. Enhanced graphic matrix analyses of nucleic acid and protein syn-
thesis. Proc. Natl. Acad. Sci. 78: 7665–7669.

Maxam A.M. and Gilbert W. 1977. A new method for sequencing DNA. Proc. Natl. Acad. Sci. 74:
560–564.

Needleman S.B. and Wunsch C.D. 1970. A general method applicable to the search for similarities in the
amino acid sequence of two proteins. J. Mol. Biol. 48: 443–453.

Nussinov R. and Jacobson A.B. 1980. Fast algorithm for predicting the secondary structure of single-
stranded RNA. Proc. Natl. Acad. Sci. 77: 6903–6913.

Pearson W.R. 1990. Rapid and sensitive sequence comparison with FASTP and FASTA. Methods Enzy-
mol. 183: 63–98.

———. 1996. Effective protein sequence comparison. Methods Enzymol. 266: 227–258.
Pearson W.R. and Lipman D.J. 1988. Improved tools for biological sequence comparison. Proc. Natl.

Acad. Sci. 85: 2444–2448.
Saitou N. and Nei M. 1987. The neighbor-joining method: A new method for reconstructing phyloge-

netic trees. Mol. Biol. Evol. 4: 406–425.
Salser W. 1978. Globin mRNA sequences: Analysis of base pairing and evolutionary implications. Cold

Spring Harbor Symp. Quant. Biol. 42: 985–1002.
Sanger F. and Tuppy H. 1951. The amino acid sequence of the phenylalanyl chain of insulin. Biochem. J.

49: 481–490.
Sanger F., Nicklen S., and Coulson A.R. 1977. DNA sequencing with chain terminating inhibitors. Proc.

Natl. Acad. Sci. 74: 5463–5467.
Smith T.F. and Waterman M.S. 1981a. Identification of common molecular subsequences. J. Mol. Biol.

147: 195–197.
———. 1981b. Comparison of biosequences. Adv. Appl. Math. 2: 482–489.
Staden R. 1984. Computer methods to locate signals in nucleic acid sequences. Nucleic Acids Res. 12:

505–519.
———. 1989. Methods for calculating the probabilities of finding patterns in sequences. Comput. Appl.

Biosci. 5: 89–96.
Stormo G.D. and Hartzell III, G.W. 1989. Identifying protein-binding sites from unaligned DNA frag-

ments. Proc. Natl. Acad. Sci. 86: 1183–1187.
Stormo G.D., Schneider T.D., Gold L., and Ehrenfeucht A. 1982. Use of the ‘Perceptron’ algorithm to

distinguish translational initiation sites in E. coli. Nucleic Acids Res. 10: 2997–3011.
Thompson J.D., Higgins D.G., and Gibson T.J. 1994. CLUSTAL W: Improving the sensitivity of pro-

gressive multiple sequence alignment through sequence weighting, position-specific gap penalties
and weight matrix choice. Nucleic Acids Res. 22: 4673–4680.

Tinoco Jr., I., Uhlenbeck O.C., and Levine M.D. 1971. Estimation of secondary structure in ribonucleic
acids. Nature 230: 362–367.

Waterman M.S., Ed. 1989. Sequence alignments. In Mathematical methods for DNA sequences. CRC
Press, Boca Raton, Florida.

Woese C.R. 1987. Bacterial evolution. Microbiol. Rev. 51: 221–271.
Zuker M. and Stiegler P. 1981. Optimal computer folding of large RNA sequences using thermodynam-

ics and auxiliary information. Nucleic Acids Res. 9: 133–148.



18 ■ C H A P T E R  1

Additional Reading

Reference Books and Special Journal Editions

Baldi P. and Brunck S. 1998. Bioinformatics: The machine learning approach. MIT Press, Cambridge,
Massachusetts.

Baxevanis A.D. and Ouellette B.F., Eds. 1998. Bioinformatics: A practical guide to the analysis of genes and
proteins. John Wiley & Sons, New York.

Doolittle R.F. 1986. Of URFS and ORFS: A primer on how to analyze derived amino acid sequences. Uni-
versity Science Books, Mill Valley, California.

———, Ed. 1990. Molecular evolution: Computer analysis of protein and nucleic acid sequences. Meth-
ods Enzymol., vol. 183. Academic Press, San Diego.

———, Ed. 1996. Computer methods for macromolecular sequence analysis. Methods Enzymol., vol.
266. Academic Press, San Diego, California.

Durbin R., Eddy S., Krogh A., and Mitchison G., Eds. 1998. Biological sequence analysis. Probabilistic
models of proteins and nucleic acids. Cambridge University Press, Cambridge, United Kingdom.

Gribskov M. and Devereux J., Eds. 1991. Sequence analysis primer. University of Wisconsin Biotechnol-
ogy Center Biotechnical Resource Ser. (ser. ed. R.R. Burgess). Stockton Press, New York.

Gusfield D. 1997. Algorithms on strings, trees, and sequences: Computer science and computational biology.
Cambridge University Press, Cambridge, United Kingdom.

Martinez H., Ed. 1984. Mathematical and computational problems in the analysis of molecular
sequences (special commemorative issue honoring Margaret Oakley Dayhoff). Bull. Math. Biol.
Pergamon Press, New York.

Nucleic Acids Research. 1996–2000. Special database issues published in the January issues of volumes
22–26. Oxford University Press, Oxford, United Kingdom.

Salzberg S.L., Searls D.B., and Kasif S., Eds. 1999. Computational methods in molecular biology. New
Compr. Biochem., vol. 32. Elsevier, Amsterdam, The Netherlands.

Sankoff D. and Kruskal J.R., Eds. 1983. Time warps, string edits, and macromolecules: The theory and prac-
tice of sequence comparison. Addison-Wesley, Don Mills, Ontario.

Söll D. and Roberts R.J., Eds. 1982. The application of computers to research on nucleic acids. I. Nucle-
ic Acids Res., vol. 10. Oxford University Press, Oxford, United Kingdom.

———. 1984. The application of computers to research on nucleic acids. II. Nucleic Acids Res., vol. 12.
Oxford University Press, Oxford, United Kingdom.

von Heijne G. 1987. Sequence analysis in molecular biology — Treasure trove or trivial pursuit. Academic
Press, San Diego, California.

Waterman M.S., Ed. 1989. Mathematical analysis of molecular sequences (special issue). Bull. Math. Biol.
Pergamon Press, New York.

———. 1995. Introduction to computational biology: Maps, sequences, and genomes. Chapman and Hall,
London, United Kingdom.

Yap, T.K., Frieder O., and Martino R.L. 1996. High performance computational methods for biological
sequence analysis. Kluwer Academic, Norwell, Massachusetts.

Journals That Routinely Publish Papers on Sequence Analysis

Bioinformatics (formerly Comput. Appl. Biosci. [CABIOS]). Oxford University Press, Oxford, United
Kingdom. http://bioinformatics.oupjournals.org/cabios/.

Journal of Computational Biology. Mary Ann Liebert, Larchmont, New York. http://www-
hto.usc.edu/jcb/.

Journal of Molecular Biology. Academic Press, London, United Kingdom. http://www.hbuk.co.uk/jmb. 
Nucleic Acids Research (sections on Genomics and Computational Biology). Oxford University Press,

Oxford, United Kingdom. http://nar.oupjournals.org.



Collecting and Storing Sequences in
the Laboratory

DNA sequencing, 20
Genomic sequencing, 24
Sequencing cDNA libraries of expressed genes, 25
Submission of sequences to the databases, 26
Sequence accuracy, 26
Computer storage of sequences, 27
Sequence formats, 29

GenBank DNA sequence entry, 29
European Molecular Biology Laboratory data library format, 31
SwissProt sequence format, 31
FASTA sequence format, 31
National Biomedical Research Foundation/Protein Information Resource

sequence format, 31
Stanford University/Intelligenetics sequence format, 33
Genetics Computer Group sequence format, 33
Format of sequence file retrieved from the National Biomedical Research

Foundation/Protein Information Resource, 34
Plain/ASCII. Staden sequence format, 34
Abstract Syntax Notation sequence format, 35
Genetic Data Environment sequence format, 35

Conversions of one sequence format to another, 36
READSEQ to switch between sequence formats, 36
GCG Programs for Conversion of Sequence Formats, 40

Multiple sequence formats, 40
Storage of information in a sequence database, 44
Using the database access program ENTREZ, 45
REFERENCES, 48

19

2C H A P T E R



20 ■ C H A P T E R  2

THIS CHAPTER SUMMARIZES METHODS used to collect sequences of DNA molecules and
store them in computer files. Once in the computer, the sequences can be analyzed by a
variety of methods. Additionally, assembly of the sequences of large molecules from short
sequence fragments can readily be undertaken. Assembled sequences are stored in a com-
puter file along with identifying features, such as DNA source (organism), gene name, and
investigator. Sequences and accessory information are then entered into a database. This
procedure organizes them so that specific ones can be retrieved by a database query pro-
gram for subsequent use. Unfortunately, most sequence analysis programs require that the
information in a sequence file be stored in a particular format. To use these programs, it is
necessary to be aware of these formats and to be able to convert one format to another.
These programs are outlined in greater detail in Chapter 3.

DNA SEQUENCING

Sequencing DNA has become a routine task in the molecular biology laboratory. Purified
fragments of DNA cut from plasmid/phage clones or amplified by polymerase chain reac-
tion (PCR) are denatured to single strands, and one of the strands is hybridized to an
oligonucleotide primer. In an automated procedure, new strands of DNA are synthesized
from the end of the primer by heat-resistant Taq polymerase from a pool of deoxyribonu-
cleotide triphosphates (dNTPs) that includes a small amount of one of four chain-termi-
nating nucleotides (ddNTPs). For example, using ddATP, the resulting synthesis creates a
set of nested DNA fragments, each one ending at one of the As in the sequence through the
substitution of a fluorescent-labeled ddATP, as shown in Figure 2.1. A similar set of frag-
ments is made for each of the other three bases, but each is labeled with a different fluo-
rescent ddNTP.

The combined mixture of all labeled DNA fragments is electrophoresed to separate the
fragments by size, and the ladder of fragments is scanned for the presence of each of the
four labels, producing data similar to those shown in Figure 2.2. A computer program then
determines the probable order of the bands and predicts the sequence. Depending on the
actual procedure being used, one run may generate a reliable sequence of as many as 500
nucleotides. For accurate work, a printout of the scan is usually examined for abnormali-

Figure 2.1. Method used to synthesize a nested set of DNA fragments, each ending at a base position
complementary to one of the bases in the template sequence. To the left is a double-stranded DNA
molecule several kilobases in length. After denaturation, the DNA is annealed to a short primer oligonu-
cleotide primer (black arrow), which is complementary to an already sequenced region on the molecule.
New DNA is then synthesized in the presence of a fluorescently labeled chain-terminating ddNTP or one
of the four bases. The reactions produce a nested set of labeled molecules. The resulting fragments are sep-
arated in order by length to give the sequence display shown in Fig. 2.2.
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Figure 2.2. Continued.
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Figure 2.2. Example of a DNA sequence obtained on an ABI-Prism 377 automated sequencer. The target DNA is denatured by heating and then annealed
to a specific primer. Sequencing reactions are carried out in a single tube containing Amplitaq (Perkin-Elmer), dNTPs, and four ddNTPs, each base labeled
with a different fluorescent dichloro-rhodamine dye. The polymerase extends synthesis from the primer, until a ddNTP is incorporated instead of dNTP,
terminating the molecule. The denaturing, reannealing, and synthesis steps are recycled up to 25 times, excess labeled ddNTPs are removed, and the
remaining products are electrophoresed on one lane of a polyacrylamide gel. As the bands move down the gel, the rhodamine dyes are excited by a laser
within the sequencer. Each of the four ddNTP types emits light at a different wavelength band that is detected by a digital camera. The sequence of changes
is plotted as shown in the figure and the sequence is read by a base-calling algorithm. More recently developed machines allow sequencing of 96 samples
at a time by capillary electrophoresis using more automated procedures. The accuracy and reliability of high-throughput sequencing have been much
improved by the development of the PHRED, PHRAP, and CONSED system for base-calling, sequence assembly, and assembled sequence editing (Ewing
and Green 1998; Gordon et al. 1998).
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ties that decrease the quality of the sequence, and the sequence may then be edited manu-
ally. The sequence can also be verified by making an oligonucleotide primer complemen-
tary to the distal part of the readable sequence and using it to obtain the sequence of the
complementary strand on the original DNA template. The first sequence can also be
extended by making a second oligonucleotide matching the distal end of the readable
sequence and using this primer to read more of the original template. When the process is
fully automated, a number of priming sites may be used to obtain sequencing results that
give optimal separation of bands in each region of the sequence. By repeating this proce-
dure, both strands of a DNA fragment several kilobases in length can be sequenced
(Fig. 2.3).

GENOMIC SEQUENCING

To sequence larger molecules, such as human chromosomes, individual chromosomes are
purified and broken into 100-kb or larger random fragments, which are cloned into vec-
tors designed for large molecules, such as artificial yeast (YAC) or bacterial (BAC) chro-
mosomes. In a laborious procedure, the resulting library is screened for fragments called
contigs, which have overlapping or common sequences, to produce an integrated map of
the chromosome. Many levels of clone redundancy may be required to build a consensus
map because individual clones can have rearrangements, deletions, or two separate frag-
ments. These do not reflect the correct map and have to be eliminated. Once the correct
map has been obtained, unique overlapping clones are chosen for sequencing. However,
these molecules are too large for direct sequencing. One procedure for sequencing these
clones is to subclone them further into smaller fragments that are of sizes suitable for
sequencing, make a map of these clones, and then sequence overlapping clones (Fig. 2.4).
However, this method is expensive because it requires a great deal of time to keep track of
all the subclones.

An alternative method is to sequence all the subclones, produce a computer database of
the sequences, and then have the computer assemble the sequences from the overlaps that
are found. Up to 10 levels of redundancy are used to get around the problem of a small
fraction of abnormal clones. This procedure was first used to obtain the sequence of the 4-
Mb chromosome of the bacterium Haemophilus influenzae by The Institute of Genetics
Research (TIGR) team (Fleischmann et al. 1995). Only a few regions could not be joined
because of a problem subcloning those regions into plasmids, requiring manual sequenc-
ing of these regions from another library of phage subclones.

Figure 2.3. Sequential sequencing of a DNA molecule using oligonucleotide primers. One of the
denatured template DNA strands is primed for sequencing by an oligonucleotide (yellow) comple-
mentary to a known sequence on the molecule. The resulting sequence may then be used to pro-
duce two more oligonucleotide primers downstream in the sequence, one to sequence more of the
same strand (purple) and a second (turquoise) that hybridizes to the complementary strand and pro-
duces a sequence running backward on this strand, thus providing a way to confirm the first
sequence obtained.
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SEQUENCING cDNA LIBRARIES OF EXPRESSED GENES

Two common goals in sequence analysis are to identify sequences that encode proteins,
which determine all cellular metabolism, and to discover sequences that regulate the
expression of genes or other cellular processes. Genomic sequencing as described above
meets both goals. However, only a small percentage of the genomic sequence of many
organisms actually encodes proteins because of the presence of introns within coding
regions and other noncoding regions in the genome. Although there has been a great deal
of progress in developing computational methods for analyzing genomic sequences and
finding these protein-encoding regions (see Chapter 8), these methods are not completely

Shotgun Sequencing

A controversy has arisen as to whether or not the above shotgun sequencing strategy
can be applied to genomes with repetitive sequences such as those likely to be
encountered in sequencing the human genome (Green 1997; Myers 1997). When
DNA fragments derived from different chromosomal regions have repeats of the
same sequence, they will appear to overlap. In a new whole shotgun approach, Cel-
era Genomics is sequencing both ends of DNA fragments of short (2 kb), medium
(10 kb), and long (BAC or �100 kb) lengths. A large number of reads are then
assembled by computer. This method has been used to assemble the genome of the
fruit fly Drosophila melanogaster after removal of the most highly repetitive regions
(Myers et al. 2000) and also to assemble a significant proportion of the human
genome.

Map fragments

Sequence overlapping
fragments Sequence all fragments

and assemble

Assembled
sequence

Figure 2.4. Methods for large-scale sequencing. A large DNA molecule 100 kb to several megabas-
es in size is randomly sheared and cloned into a cloning vector. In one method, a map of various-
sized fragments is first made, overlapping fragments are identified, and these are sequenced. In a
faster method that is computationally intense, fragments in different size ranges are placed in vec-
tors, and their ends are sequenced. Fragments are sequenced without knowledge of their chromoso-
mal location, and the sequence of the large parent molecule is assembled from any overlaps found.
As more and more fragments are sequenced, there are enough overlaps to cover most of the
sequence.
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reliable and, furthermore, such genomic sequences are often not available. Therefore,
cDNA libraries have been prepared that have the same sequences as the mRNA molecules
produced by organisms, or else cDNA copies are sequenced directly by RT-PCR (copying
of mRNA by reverse transcriptase followed by sequencing of the cDNA copy by the poly-
merase chain reaction). By using cDNA sequence with the introns removed, it is much
simpler to locate protein-encoding sequences in these molecules. The only possible diffi-
culty is that a gene of interest may be developmentally expressed or regulated in such a way
that the mRNA is not present. This problem has been circumvented by pooling mRNA
preparations from tissues that express a large proportion of the genome, from a variety of
tissues and developing organs or from organisms subjected to several environmental influ-
ences. An important development for computational purposes was the decision by Craig
Venter to prepare databases of partial sequences of the expressed genes, called expressed
sequence tags or ESTs, which have just enough DNA sequence to give a pretty good idea
of the protein sequence. The translated sequence can then be compared to a database of
protein sequences with the hope of finding a strong similarity to a protein of known func-
tion, and hence to identify the function of the cloned EST. The corresponding cDNA clone
of the gene of interest can then be obtained and the gene completely sequenced.

SUBMISSION OF SEQUENCES TO THE DATABASES

Investigators are encouraged to submit their newly obtained sequences directly to a
member of the International Nucleotide Sequence Database Collaboration, such as the
National Center for Biotechnology Information (NCBI), which manages GenBank
(http://www.ncbi.nlm.nih.gov); the DNA Databank of Japan (DDBJ;
http://www.ddbj.nig.ac.jp); or the European Molecular Biology Laboratory (EMBL)/EBI
Nucleotide Sequence Database (http://www.embl-heidelberg.de). NCBI reviews new
entries and updates existing ones, as requested. A database accession number, which is
required to publish the sequence, is provided. New sequences are exchanged daily by the
GenBank, EMBL, and DDBJ databases.

The simplest and newest way of submitting sequences is through the Web site
http://www.ncbi.nlm.nih.gov/ on a Web form page called BankIt. The sequence can also be
annotated with information about the sequence, such as mRNA start and coding regions.
The submitted form is transformed into GenBank format and returned to the submitter
for review before being added to GenBank. The other method of submission is to use
Sequin (formerly called Authorin), which runs on personal computers and UNIX
machines. The program provides an easy-to-use graphic interface and can manage large
submissions such as genomic sequence information. It is described and demonstrated on
http://www.ncbi.nlm.nih.gov/Sequin/index.html and may be obtained by anonymous FTP
from ncbi.nlm.nih.gov/sequin/. Completed files can also be E-mailed to gb-
sub�ncbi.nlm.nih.gov or can be mailed on diskette to GenBank Submissions, National
Center for Biotechnology Information, National Library of Medicine, Bldg. 38A, Room
8N-803, Bethesda, Maryland 20894.

SEQUENCE ACCURACY

It should be apparent from the above description of sequencing projects that the higher the
level of accuracy required in DNA sequences, the more time-consuming and expensive the
procedure. There is no detailed check of sequence accuracy prior to submission to GenBank
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and other databases. Often, a sequence is submitted at the time of publication of the
sequence in a journal article, providing a certain level of checking by the editorial peer-
review process. However, many sequences are submitted without being published or prior
to publication. In laboratories performing large sequencing projects, such as those engaged
in the Human Genome Project or the genome projects of model organisms, the granting
agency requires a certain level of accuracy of the order of 1 possible error per 10 kb. This
level of accuracy should be sufficient for most sequence analysis applications such as
sequence comparisons, pattern searching, and translation. In other laboratories, such as
those performing a single-attempt sequencing of ESTs, the error rate may be much higher,
approximately 1 in 100, including incorrectly identified bases and inserted or deleted bases.
Thus, in translating EST sequences in GenBank and other databases, incorrect bases may
translate to the wrong amino acid. The worst problem, however, is that base insertions/dele-
tions will cause frameshifts in the sequence, thus making alignment with a protein sequence
very difficult. Another type of database sequence that is error-prone is a fragment of
sequence from the immunological variant of a pathogenic organism, such as the regions in
the protein coat of the human immunodeficiency virus (HIV). Although this low level of
accuracy may be suitable for some purposes such as identification, for more detailed analy-
ses, e.g., evolutionary analyses, the accuracy of such sequence fragments should be verified.

COMPUTER STORAGE OF SEQUENCES

Before using a sequence file in a sequence analysis program, it is important to ensure that
computer sequence files contain only sequence characters and not special characters used
by text editors. Editing a sequence file with a word processor can introduce such changes
if one is not careful to work only with text or so-called ASCII files (those on the typewrit-
er keyboard). Most text editors normally create text files that include control characters in
addition to standard ASCII characters. These control characters will only be recognized
correctly by the text editor program. Sequence files that contain such control characters
may not be analyzed correctly, depending on whether or not the sequence analysis pro-
gram filters them out. Editors usually provide a way to save files with only standard ASCII
characters, and these files will be suitable for most sequence analysis programs.

ASCII and Hexadecimal

Computers store sequence information as simple rows of sequence characters called
strings, which are similar to the sequences shown on the computer terminal. Each
character is stored in binary code in the smallest unit of memory, called a byte. Each
byte comprises 8 bits, with each bit having a possible value of 0 or 1, producing 255
possible combinations. By convention, many of these combinations have a specific
definition, called their ASCII equivalent. Some ASCII values are defined as keyboard
characters, others as special control characters, such as signaling the end of a line (a
line feed and a carriage return), or the end of a file full of text (end-of-file character).
A file with only ASCII characters is called an ASCII file. For convenience, all binary
values may be written in a hexadecimal format, which corresponds to our decimal
format 0, 1, . . . . . . 9 plus the letters A, B, . . . . F. Thus, hexadecimal 0F corresponds
to binary 0000 1111 and decimal 15, and FF corresponds to binary 1111 1111 and
decimal 255. A DNA sequence is usually stored and read in the computer as a series
of 8-bit words in this binary format. A protein sequence appears as a series of 8-bit
words comprising the corresponding binary form of the amino acid letters.
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Sequence and other data files that contain non-ASCII characters also may not be transferred
correctly from one machine to another and may cause unpredictable behavior of the commu-
nications software. Some communications software can be set to ignore such control charac-
ters. For example, the file transfer program (FTP) has ASCII and binary modes, which may be
set by the user. The ASCII mode is useful for transferring text files, and the binary mode is use-
ful for transferring compressed data files, which also contain non-ASCII characters.

Most sequence analysis programs also require not only that a DNA or protein sequence
file be a standard ASCII file, but also that the file be in a particular format such as the
FASTA format (see below). The use of windows on a computer has simplified such prob-
lems, since one merely has to copy a sequence from one window, for example, a window
that is running a Web browser on the ENTREZ Web site, and paste it into another, for
example, that of a translation program.

In addition to the standard four base symbols, A, T, G, and C, the Nomenclature
Committee of the International Union of Biochemistry has established a standard code to
represent bases in a nucleic acid sequence that are uncertain or ambiguous. The codes are
listed in Table 2.1.

For computer analysis of proteins, it is more convenient to use single-letter than three-
letter amino acid codes. For example, GenBank DNA sequence entries contain a translat-
ed sequence in single-letter code. The standard, single-letter amino acid code was estab-
lished by a joint international committee, and is shown in Table 2.2. When the name of
only one amino acid starts with a particular letter, then that letter is used, e.g., C, cysteine.
In other cases, the letter chosen is phonetically similar (R, arginine) or close by in the
alphabet (K, lysine).

Table 2.1. Base–nucleic acid codes

Symbol Meaning Explanation

G G Guanine
A A Adenine
T T Thymine
C C Cytosine
R A or G puRine
Y C or T pYrimidine
M A or C aMino
K G or T Keto
S C or G Strong interactions

3 h bonds
W A or T Weak interactions

2 h bonds
H A, C or T H follows G in

not G alphabet
B C, G or T B follows A in

not A alphabet
V A, C or G V follows U in

not T (not U) alphabet 
D A, G or T D follows C in

not C alphabet
N A,C,G or T Any base

Adapted from NC-IUB (1984).
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SEQUENCE FORMATS

One major difficulty encountered in running sequence analysis software is the use of dif-
fering sequence formats by different programs. These formats all are standard ASCII files,
but they may differ in the presence of certain characters and words that indicate where dif-
ferent types of information and the sequence itself are to be found. The more commonly
used sequence formats are discussed below.

GenBank DNA Sequence Entry

The format of a database entry in GenBank, the NCBI nucleic acid and protein sequence
database, is as follows: Information describing each sequence entry is given, including lit-
erature references, information about the function of the sequence, locations of mRNAs
and coding regions, and positions of important mutations. This information is organized
into fields, each with an identifier, shown as the first text on each line. In some entries,
these identifiers may be abbreviated to two letters, e.g., RF for reference, and some identi-
fiers may have additional subfields. The information provided in these fields is described
in Figure 2.5 and the database organization is described in Figure 2.6. The CDS subfield in
the field FEATURES gives the amino acid sequence, obtained by translation of known and

Table 2.2. Table of standard amino acid code letters

1-letter code 3-letter code Amino acid

Aa Ala alanine
C Cys cysteine
D Asp aspartic acid
E Glu glutamic acid
F Phe phenylalanine
G Gly glycine
H His histidine
I Ile isoleucine
K Lys lysine
L Leu leucine
M Met methionine
N Asn asparagine
P Pro proline
Q Gln glutamine
R Arg arginine
S Ser serine
T Thr threonine
V Val valine
W Trp tryptophan
X Xxx undetermined amino acid
Y Tyr tyrosine
Zb Glx either glutamic acid or glutamine

Adapted from IUPAC-IUB (1969, 1972, 1983).
a Letters not shown are not commonly used.
b Note that sometimes when computer programs translate DNA sequences, they will put a

“Z” at the end to indicate the termination codon. This character should be deleted from the
sequence.
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potential open reading frames, i.e., a consecutive set of three-letter words that could be
codons specifying the amino acid sequence of a protein. The sequence entry is assumed by
computer programs to lie between the identifiers “ORIGIN” and “//”.

The sequence includes numbers on each line so that sequence positions can be located
by eye. Because the sequence count or a sequence checksum value may be used by the com-
puter program to verify the sequence composition, the sequence count should not be mod-
ified except by programs that also modify the count. The GenBank sequence format often
has to be changed for use with sequence analysis software.

Figure 2.5. GenBank DNA sequence entry.

Figure 2.6. Organization of the GenBank database and the search procedure used by ENTREZ. In this database format, each
row is another sequence entry and each column another GenBank field. When one sequence entry is retrieved, all of these
fields will be displayed, as in Fig. 2.5. Only a few fields and simple examples are shown for illustration. A search for the term
“SOS regulon and coli” in all fields will find two matching sequences. Finding these sequences is simple because indexes have
been made listing all of the sequences that have any given term, one index for each field. Similarly, a search for transcriptional
regulator will find three sequences.
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European Molecular Biology Laboratory Data Library Format

The European Molecular Biology Laboratory (EMBL) maintains DNA and protein
sequence databases. The format for each entry in these databases is shown in Figure 2.7. As
with GenBank entries, a large amount of information describing each sequence entry is
given, including literature references, information about the function of the sequence,
locations of mRNAs and coding regions, and positions of important mutations. This infor-
mation is organized into fields, each with an identifier, shown as the first text on each line.
The meaning of each of these fields is explained in Figure 2.7. These identifiers are abbre-
viated to two letters, e.g., RF for reference, and some identifiers may have additional sub-
fields. The sequence entry is assumed by computer programs to lie between the identifiers
“SEQUENCE” and “//” and includes numbers on each line to locate parts of the sequence
visually. The sequence count or a checksum value for the sequence may be used by com-
puter programs to make sure that the sequence is complete and accurate. For this reason,
the sequence part of the entry should usually not be modified except with programs that
also modify this count. This EMBL sequence format is very similar to the GenBank format.
The main differences are in the use of the term ORIGIN in the GenBank format to indi-
cate the start of sequence; also, the EMBL entry does not include the sequence of any trans-
lation products, which are shown instead as a different entry in the database. This sequence
format often has to be changed for use with sequence analysis software.

SwissProt Sequence Format

The format of an entry in the SwissProt protein sequence database is very similar to the
EMBL format, except that considerably more information about the physical and bio-
chemical properties of the protein is provided.

FASTA Sequence Format

The FASTA sequence format includes three parts shown in Figure 2.8: (1) a comment line
identified by a “�” character in the first column followed by the name and origin of the

Figure 2.7. EMBL sequence entry format.

The output of a DDBJ
DNA sequence entry is
almost identical to
that of GenBank.
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sequence; (2) the sequence in standard one-letter symbols; and (3) an optional “*” which
indicates end of sequence and which may or may not be present. The presence of “*” may
be essential for reading the sequence correctly by some sequence analysis programs. The
FASTA format is the one most often used by sequence analysis software. This format pro-
vides a very convenient way to copy just the sequence part from one window to another
because there are no numbers or other nonsequence characters within the sequence. The
FASTA sequence format is similar to the protein information resource (NBRF) format
except that the NBRF format includes a first line with a “�” character in the first column
followed by information about the sequence, a second line containing an identification
name for the sequence, and the third to last lines containing the sequence, as described
below.

National Biomedical Research Foundation/Protein Information Resource Sequence
Format

This sequence format, which is sometimes also called the PIR format, has been used by the
National Biomedical Research Foundation/Protein Information Resource (NBRF) and
also by other sequence analysis programs. Note that sequences retrieved from the PIR
database on their Web site (http://www-nbrf.georgetown.edu) are not in this compact for-
mat, but in an expanded format with much more information about the sequence, as
shown below. The NBRF format is similar to the FASTA sequence format but with signif-
icant differences. An example of a PIR sequence format is given in Figure 2.9. The first line
includes an initial “�” character followed by a two-letter code such as P for complete
sequence or F for fragment, followed by a 1 or 2 to indicate type of sequence, then a semi-
colon, then a four- to six-character unique name for the entry. There is also an essential
second line with the full name of the sequence, a hyphen, then the species of origin. In
FASTA format, the second line is the start of the sequence and the first line gives the
sequence identifier after a “�” sign. The sequence terminates with an asterisk.

Figure 2.8. FASTA sequence entry format.

Figure 2.9. NBRF sequence entry format.
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Stanford University/Intelligenetics Sequence Format

Started by a molecular genetics group at Stanford University, and subsequently continued
by a company, Intelligenetics, the IG format is similar to the PIR format (Fig. 2.10), except
that a semicolon is usually placed before the comment line. The identifier on the second
line is also present. At the end of the sequence, a 1 is placed if the sequence is linear, and a
2 if the sequence is circular.

Genetics Computer Group Sequence Format

Earlier versions of the Genetics Computer Group (GCG) programs require a unique
sequence format and include programs that convert other sequence formats into GCG for-
mat. Later versions of GCG accept several sequence formats. A converted GenBank file is
illustrated in Figure 2.11. Information about the sequence in the GenBank entry is first
included, followed by a line of information about the sequence and a checksum value. This
value (not shown) is provided as a check on the accuracy of the sequence by the addition
of the ASCII values of the sequence. If the sequence has not been changed, this value
should stay the same. If one or more sequence characters become changed through error,
a program reading the sequence will be able to determine that the change has occurred
because the checksum value in the sequence entry will no longer be correct. Lines of infor-
mation are terminated by two periods, which mark the end of information and the start of
the sequence on the next line. The rest of the text in the entry is treated as sequence. Note
the presence of line numbers. Since there is no symbol to indicate end of sequence, no text
other than sequence should be added beyond this point. The sequence should not be
altered except by programs that will also adjust the checksum score for the sequence. The
GCG sequence format may have to be changed for use with other sequence analysis soft-
ware. GCG also includes programs for reformatting sequence files.

Figure 2.10. Intelligenetics sequence entry format.

Figure 2.11. GCG sequence entry format.
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Format of Sequence File Retrieved from the National Biomedical Research
Foundation/Protein Information Resource

The file format has approximately the same information as a GenBank or EMBL sequence
file but is formatted slightly differently, as in Figure 2.12. This format is presently called the
PIR/CODATA format.

Plain/ASCII.Staden Sequence Format

This sequence format is a computer file that includes only the sequence with no other
accessory information. This particular format is used by the Staden Sequence Analysis pro-
grams (http://www/.mrc-lmb.com.ac.uk/pubseq) produced by Roger Staden at Cambridge
University (Staden et al. 2000). The sequence must be further formatted to be used for
most sequence analysis programs.

Figure 2.12. Protein Information Resource sequence format.
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Abstract Syntax Notation Sequence Format

Abstract Syntax Notation (ASN.1) is a formal data description language that has been
developed by the computer industry. ASN.1 (http://www-sop.inria.fr/rodeo/personnel/
hoschka/asn1.html; NCBI 1993) has been adopted by the National Center for Biotechnol-
ogy Information (NCBI) to encode data such as sequences, maps, taxonomic information,
molecular structures, and bibliographic information. These data sets may then be easily
connected and accessed by computers. The ASN.1 sequence format is a highly structured
and detailed format especially designed for computer access to the data. All the informa-
tion found in other forms of sequence storage, e.g., the GenBank format, is present. For
example, sequences can be retrieved in this format by ENTREZ (see below). However, the
information is much more difficult to read by eye than a GenBank formatted sequence.
One would normally not need to use the ASN.1 format except when running a computer
program that uses this format as input.

Genetic Data Environment Sequence Format

Genetic Data Environment (GDE) format is used by a sequence analysis system called the
Genetic Data Environment, which was designed by Steven Smith and collaborators (Smith
et al. 1994) around a multiple sequence alignment editor that runs on UNIX machines.
The GDE features are incorporated into the SEQLAB interface of the GCG software, ver-
sion 9. GDE format is a tagged-field format similar to ASN.1 that is used for storing all
available information about a sequence, including residue color. The file consists of vari-
ous fields (Fig. 2.13), each enclosed by brackets, and each field has specific lines, each with
a given name tag. The information following each tag is placed in double quotes or follows
the tag name by one or more spaces.

Figure 2.13. The Genetic Data Environment format.
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CONVERSIONS OF ONE SEQUENCE FORMAT TO ANOTHER

READSEQ to Switch between Sequence Formats

READSEQ is an extremely useful sequence formatting program developed by D. G. Gilbert
at Indiana University, Bloomington (gilbertd�bio.indiana.edu). READSEQ can recognize
a DNA or protein sequence file in any of the formats shown in Table 2.3, identify the for-
mat, and write a new file with an alternative format. Some of these formats are used for
special types of analyses such as multiple sequence alignment and phylogenetic analysis.
The appearance of these formats for two sample DNA sequences, seq1 and seq2, is shown
in Table 2.4. READSEQ may be reached at the Baylor College of Medicine site at
http://dot.imgen.bcm.tmc.edu:9331/seq-util/readseq.html and also by anonymous FTP
from ftp.bio.indiana.edu/molbio/readseq or ftp.bioindiana.edu/molbio/mac to obtain the
appropriate files.

Data files that have multiple sequences, such as those required for multiple sequence
alignment and phylogenetic analysis using parsimony (PAUP), are also converted. Exam-
ples of the types of files produced are shown in Table 2.4. Options to reverse-complement
and to remove gaps from sequences are included. SEQIO, another sequence conversion
program for a UNIX machine, is described at http://bioweb.pasteur.fr/docs/seqio/seqio.
html and is available for download at http://www.cs.ucdavis.edu/�gusfield/seqio.html.

Table 2.3. Sequence formats recognized by format conversion
program READSEQ

1. Abstract Syntax Notation (ASN.1)
2. DNA Strider
3. European Molecular Biology Laboratory (EMBL)
4. Fasta/Pearson
5. Fitch (for phylogenetic analysis)
6. GenBank
7. Genetics Computer Group (GCG)a

8. Intelligenetics/Stanford
9. Multiple sequence format (MSF)

10. National Biomedical Research Foundation (NBRF)
11. Olsen (in only)
12. Phylogenetic Analysis Using Parsimony (PAUP) NEXUS format
13. Phylogenetic Inference package (Phylip v3.3, v3.4)
14. Phylogenetic Inference package (Phylip v3.2)
15. Plain text/Stadena

16. Pretty format for publication (output only)
17. Protein Information Resource (PIR or CODATA)
18. Zuker for RNA analysis (in only)

a For conversion of single sequence files only. The other conversions can
be performed on files with single or multiple sequences.
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Table 2.4. Multiple sequence format conversions by READSEQ

1. Fasta/Pearson format

>seq1
agctagct agct agct
>seq2
aactaact aact aact

2. Intelligenetics format

;seq1, 16 bases, 2688 checksum.
seq1
agctagctagctagct1
;seq2, 16 bases, 25C8 checksum.
seq2
aactaactaactaact1

3. GenBank format

LOCUS    seq1      16 bp
DEFINITION seq1, 16 bases, 2688 checksum.
ORIGIN 

1 agctagctag ctagct
//
LOCUS     seq2      16 bp
DEFINITION seq2, 16 bases, 25C8 checksum.
ORIGIN 
1 aactaactaa ctaact

//

4. NBRF format

>DL;seq1
seq1, 16 bases, 2688 checksum.
agctagctag ctagct*

>DL;seq2
seq2, 16 bases, 25C8 checksum.
aactaactaa ctaact*

5. EMBL format

ID seq1
DE seq1, 16 bases, 2688 checksum.
SQ        16 BP

agctagctag ctagct
//
ID seq2
DE seq2, 16 bases, 25C8 checksum.
SQ        16 BP

aactaactaa ctaact
//

Continued.
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Table 2.4. Continued.

6. GCG format

seq1
seq1  Length: 16  Check: 9864 ..

1  agctagctag ctagct 

seq2
seq2  Length: 16  Check: 9672 ..

1  aactaactaa ctaact

7. Format for the Macintosh sequence analysis program DNA Strider

; ### from DNA Strider ;-)
; DNA sequence  seq1, 16 bases, 2688 checksum.
;
agctagctagctagct
//
; ### from DNA Strider ;-)
; DNA sequence  seq2, 16 bases, 25C8 checksum.
;
aactaactaactaact
//

8. Format for phylogenetic analysis programs of Walter Fitch

seq1,  16 bases, 2688 checksum.
agc tag cta gct agc t

seq2,  16 bases, 25C8 checksum.
aac taa cta act aac t

9. Format for phylogenetic analysis programs PHYLIP of J. Felsenstein v 3.3 and 3.4.

2 16
seq1       agctagctag ctagct
seq2       aactaactaa ctaact

10. Protein International Resource PIR/CODATA format

\\\
ENTRY           seq1 
TITLE           seq1, 16 bases, 2688 checksum.
SEQUENCE     

5        10        15        20
25        30

1  a g c t a g c t a g c t a g c t
///
ENTRY           seq2 
TITLE           seq2, 16 bases, 25C8 checksum. 
SEQUENCE 

5        10        15        20 
25        30

1  a a c t a a c t a a c t a a c t
///
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Table 2.4. Continued.

11. GCG multiple sequence format (MSF)

/tmp/readseq.in.2449  MSF: 16 Type: N January 01, 
1776  12:00  Check: 9536 ..

Name: seq1             Len:    16 Check:  9864 
Weight:  1.00
Name: seq2             Len:    16 Check:  9672 
Weight:  1.00

//

seq1  agctagctag ctagct
seq2  aactaactaa ctaact

12. Abstract Syntax Notation (ASN.1) format

Bioseq-set ::= {
seq-set {
seq {
id { local id 1 },
descr { title “seq1” },
inst {
repr raw, mol dna, length 16, topology linear,
seq-data
iupacna “agctagctagctagct”

} } ,
seq {
id { local id 2 },
descr { title “seq2” },
inst {
repr raw, mol dna, length 16, topology linear,
seq-data
iupacna “aactaactaactaact”

} } ,
} }

13. NEXUS format used by the phylogenetic analysis program PAUP by David Swofford

#NEXUS
[/tmp/readseq.in.2506 -- data title]

[Name: seq1              Len: 16 Check: 2688]
[Name: seq2              Len: 16 Check: 25C8]

begin data;
dimensions ntax=2 nchar=16;
format datatype=dna interleave missing=-;
matrix

seq1  agctagctagctagct 
seq2  aactaactaactaact

Two sequences in FASTA multiple sequence format (1) were used as input for the remainder of the for-
mat options (2–14).
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GCG Programs for Conversion of Sequence Formats

The “from” programs convert sequence files from GCG format into the named format,
and the “to” programs convert the alternative format into GCG format. Shown are the
actual program names, no spaces included. There are no programs to convert to GenBank
and EMBL formats.

FROMEMBL
FROMFASTA
FROMGENBANK
FROMIG
FROMPIR
FROMSTADEN
TOFASTA
TOIG
TOPIR
TOSTADEN

In addition, the GCG programs include the following sequence formatting programs: (1)
GETSEQ, which converts a simple ASCII file being received from a remote PC to GCG for-
mat; (2) REFORMAT, which will format a GCG file that has been edited, and will also per-
form other functions; and (3) SPEW, which sends a GCG sequence file as an ASCII file to
a remote PC.

MULTIPLE SEQUENCE FORMATS

Most of the sequence formats listed above can be used to store multiple sequences in tan-
dem in the same computer file. Exceptions are the GCG and raw sequence formats, which
are designed only for single sequences. GCG has an alternative multiple sequence format,
which is described below. In addition, there are formats especially designed for multiple
sequences that can also be used to show their alignments or to perform types of multiple
sequence analyses such as phylogenetic analysis. In the case of PAUP, the program will
accept MSA format and convert to the NEXUS format. These formats are illustrated below
using the same two short sequences.

1. Aligned sequences in FASTA format. The aligned sequence characters occupy the same
line and column, and gaps are indicated by a dash.

>gi|730305|
MATHHTLWMGLALLGVLGDLQAAPEAQVSVQPNFQQDKFL
RTQTPRAELKEKFTAFCKAQGFTEDTIVFLPQTDKCMTEQ
>gi|404390|
----------------------APEAQVSVQPNFQPDKFL
RTQTPRAELKEKFTAFCKAQGFTEDSIVFLPQTDKCMTEQ
>gi|895868
MAALRMLWMGLVLLGLLGFPQTPAQGHDTVQPNFQQDKFL
RTQTLKDELKEKFTTFSKAQGLTEEDIVFLPQPDKCIQE-

represents the same alignment as:

MATHHTLWMGLALLGVLGDLQAAPEAQVSVQPNFQQDKFL
----------------------APEAQVSVQPNFQPDKFL

RTQTPRAELKEKFTAFCKAQGFTEDTIVFLPQTDKCMTEQ
RTQTLKDELKEKFTTFSKAQGLTEEDIVFLPQPDKCIQE-
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2. GCG multiple sequence format (MSF) produced by the GCG multiple sequence align-
ment program PILEUP. The gap symbol is “~”. The length indicated is the length of the
alignment, which is the length of the longest sequence including gaps.

3. ALN form produced by multiple sequence alignment program CLUSTALW (Thomp-
son et al. 1994). In addition to the alignment position, the program also shows the cur-
rent sequence position at the end of each row.

4. Blocked alignment used by GDE and GCG SEQLAB (Fig. 2.14). Unlike the other exam-
ples shown, which are all simple text files of an alignment, the following figure is a
screen display of an alignment, using GDE and SEQLAB display programs. The under-
lying alignment in text format would be similar to the GCG multiple sequence align-
ment file shown above.

Page 1.1
1            15 16           30 31           45 

1 gi|730305| MATHHTLWMGLALLG VLGDLQAAPEAQVSV QPNFQQDKFLGRWFS 
23 

2 gi|404390| --------------- -------APEAQVSV QPNFQPDKFLGRWFS 
45 

3 gi|895868  MAALRMLWMGLVLLG LLGFPQTPAQGHDTV QPNFQQDKFLGRWYS 

PileUp of: @list4

Symbol comparison table: GenRunData:blosum62.cmp CompCheck: 6430

GapWeight: 12
GapLengthWeight: 4

list4.msf  MSF: 883  Type: P  February 28, 1997 16:42  Check: 482

Name: haywire          Len:   883  Check: 3979  Weight:  1.00
Name: xpb-human        Len:   883  Check: 9129  Weight:  1.00
Name: rad25            Len:   883  Check: 5359  Weight:  1.00
Name: xpb-ara          Len:   883  Check: 2015  Weight:  1.00

//

1                                                   50
haywire  ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~MGPPK

xpb-human  ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~
rad25  MTDVEGYQPK SKGKIFPDMG ESFFSSDEDS PATDAEIDEN YDDNRETSEG

xpb-ara  ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~~

51                                                 100
haywire  KSRKDRSG.. GDKFGKKRRA EDEAFTQLVD DNDSLDATES EGIPGAASKN

xpb-human  MGKRDRAD.. RDKKKSRKRH YED...EEDD EEDAPGNDPQ EAVPSAAGKQ
rad25  RGERDTGAMV TGLKKPRKKT KSSRHTAADS SMNQMDAKDK ALLQDTNSDI

xpb-ara  ~~~~~~~~~~ ~~~~~~~~~~ ~~~~~~~~~M KYGGKDDQKM KNIQNAEDYY
.
.
.
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5. Format used by Fitch phylogenetic analysis programs.

6. Formats used by Felsenstein phylogenetic analysis programs PHYLIP (phylogenetic
inference package): 2 for two sequences, 16 for length of alignment.

7. Format used by phylogenetic analysis program PAUP (phylogenetic analysis using par-
simony). ntax is number of taxa, nchar is the length of the alignment, and interleave
allows the alignment to be shown in readable blocks. The other terms describe the type
of sequence and the character used to indicate gaps.

a. version 3.2

2 16 YF
seq1         agctagctag ctagct
seq2         aactaactaa ctaact

b. versions 3.3 and 3.4

2 16
seq1         agctagctag ctagct
seq2         aactaactaa ctaact

seq1, 16 bases, 2688 checksum.
agc tag cta gct agc t
seq2, 16 bases, 25C8 checksum.
aac taa cta act aac t

Figure 2.14. A multiple sequence alignment editor for GCG MSF files. For information on using multiple sequence align-
ment editors and for examples of other editors, see Chapter 4.
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8. The Selex format used by hidden Markov program HMMER by Sean Eddy has been
used to keep track of the alignment of small RNA molecules.

Each line contains a name, followed by the aligned sequence. A space, dash, underscore,
or period denotes a gap. Long alignments are split into multiple blocks and interleaved or
separated by blank lines. The number of sequences, their order, and their names must be
the same in every block, and every sequence must be represented even though there are no
residues present.

9. The block multiple sequence alignment format (see http://www.blocks.fhcrc.org/).

Identification starts contain a short identifier for the group of sequences from which the
block was made and often is the original Prosite group ID. The identifier is terminated by
a semicolon, and “BLOCK” indicates the entry type.

AC contains the block number, a seven-character group number for sequences from
which the block was made, followed by a letter (A–Z) indicating the order of the block in
the sequences. The block number is a 5-digit number preceded by BL (BLOCKS database)
or PR (PRINTS database). min,max is the minimum,maximum number of amino acids
from the previous block or from the sequence start. DE describes sequences from which

# Example selex file

seq1     ACGACGACGACG.
seq2     ..GGGAAAGG.GA
seq3     UUU..AAAUUU.A

seq1  ..ACG
seq2  AAGGG
seq3  AA...UUU

#NEXUS 

[ comments ]

begin data;
dimensions ntax=4 nchar=100;
format datatype=protein interleave gap=-;
matrix

[            1      
50]

haywire  ---------- ---------- ---------- ---------- ----- MGPPK 
xpb-human  ---------- ---------- ---------- ---------- --------- - 

rad25  MTDVEGYQPK SKGKIFPDMG ESFFSSDEDS PATDAEIDEN YDDNRETSEG 
xpb-ara  ---------- ---------- ---------- ---------- --------- - 

[            51     
100]

haywire  KSRKDRSG-- GDKFGKKRRA EDEAFTQLVD DNDSLDATES EGIPGAASKN 
xpb-human  MGKRDRAD-- RDKKKSRKRH YED---EEDD EEDAPGNDPQ EAVPSAAGKQ 

rad25  RGERDTGAMV TGLKKPRKKT KSSRHTAADS SMNQMDAKDK ALLQDTNSDI 
xpb-ara  ---------- ---------- ---------M KYGGKDDQKM KNIQNAEDYY 

;
endblock;
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the block was made. BL contains information about the block: xxx is the amino acids in the
spaced triplet found by MOTIF upon which the block is based. w is the width of the
sequence segments (columns) in the block. s is the number of sequence segments (rows)
in the block. Other values (n1, n2) describe statistical features of the block. Sequence_id is
a list of sequences. Each sequence line contains a sequence identifier, the offset from the
beginning of the sequence to the block in parentheses, the sequence segment, and a weight
for the segment.

STORAGE OF INFORMATION IN A SEQUENCE DATABASE

As shown by the above examples, each DNA or protein sequence database entry has much
information, including an assigned accession number(s); source organism; name of locus;
reference(s); keywords that apply to sequence; features in the sequence such as coding
regions, intron splice sites, and mutations; and finally the sequence itself. The above infor-
mation is organized into a tabular form very much like that found in a relational database.
(Additional information about databases is given in the box “Database Types.”) If one
imagines a large table with each sequence entry occupying one row, then each column will
include one of the above types of information for each sequence, and each column is called
a FIELD (see Fig. 2.6). The last column contains the sequences themselves. It is very easy
to make an index of the information in each of these fields so that a search query can locate
all the occurrences through the index. Even related sequences are cross-referenced. In
addition, the information in one database can be cross-referenced to that in another
database. The DNA, protein, and reference databases have all been cross-referenced so that
moving between them is readily accomplished (see ENTREZ section below, p. 45).

Database Types

There are several types of databases; the two principal types are the relational and
object-oriented databases. The relational database orders data in tables made up of

ID   short_identifier; BLOCK
AC   block_number; distance from previous block = (min,max)
DE   description
BL   xxx motif; width=w; seqs=s; 99.5%=n1; strength=n2
sequence_id  (offset) sequence_segment  sequence_weight.

//

ID   GLU_CARBOXYLATION; BLOCK
AC   BL00011; distance from previous block=(1,64)
DE   Vitamin K-dependent carboxylation domain proteins.
BL   ECA motif; width=40; seqs=34; 99.5%=1833; strength=1412
FA10_BOVIN (  45) LEEVKQGNLERECLEEACSLEEAREVFEDAEQTDEFWSKY 31
FA10_CHICK (  45) LEEMKQGNIERECNEERCSKEEAREAFEDNEKTEEFWNIY 46
FA10_HUMAN (  45) LEEMKKGHLERECMEETCSYEEAREVFEDSDKTNEFWNKY 33
FA7_BOVIN (   5) LEELLPGSLERECREELCSFEEAHEIFRNEERTRQFWVSY 57
FA7_HUMAN (  65) LEELRPGSLERECKEEQCSFEEAREIFKDAERTKLFWISY 42
OSTC_CHICK (   6) SGVAGAPPNPIEAQREVCELSPDCNELADELGFQEAYQRR 94

//
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DNA sequence analysis software packages often include sequence databases that are
updated regularly. The organizations that manage sequence databases also provide public
access through the internet. Using a browser such as Netscape or Explorer on a local per-
sonal computer, these sites may be visited through the internet and a form can be filled out
with the sequence name. Once the correct sequence has been identified, the sequence is
delivered to the browser and may be saved as a local computer file, cut-and-pasted from
the browser window into another window of an analysis program or editor, or even past-
ed into another browser page for analysis at a second Web site. A useful feature of brows-
er programs for sequence analysis is the capability of having more than one browser win-
dow running at a time. Hence, one browser window may retrieve sequences from a
database and a second may analyze these sequences. At the time of retrieving the sequence,
several sequence formats may be available. The FASTA format, which is readily converted
into other formats and also is smaller and simpler, containing just a line of sequence iden-
tifiers followed by the sequence without numbers, is very useful for this purpose. A list of
sequence databases accessible through the internet is provided in Table 2.5.

USING THE DATABASE ACCESS PROGRAM ENTREZ

One straightforward way to access the sequence databases is through ENTREZ, a resource
prepared by the staff of the National Center for Biotechnology Information, National
Library of Medicine, Bethesda, Maryland, and available through their web site at
http://ncbi.nlm.nih.gov/Entrez. ENTREZ provides a series of forms that can be filled out
to retrieve a DNA or protein sequence, or a Medline reference related to the molecular
biology sequence databases. After search for either a protein or a DNA sequence is chosen
at the above address, another Web page is provided with a form to fill out for the search,
as shown in Figure 2.15.

rows giving specific items in the database, and columns giving the features as
attributes of those items. These tables are carefully indexed and cross-referenced with
each other, sometimes using additional tables, so that each item in the database has a
unique set of identifying features. A relational model for the GenBank sequence
database has been devised at the National Center for Genome Resources
(http://www.ncgr.org/research/sequence/schema.html).

The object-oriented database structure has been useful in the development of bio-
logical databases. The objects, such as genetic maps, genes, or proteins, each have an
associated set of utilities for analysis and display of the object and a set of attributes
such as identifying name or references. In developing the database, relationships
among these objects are identified. To standardize some commonly arising objects in
biological databases, e.g., maps, the Object Management Group (http://www.
omg.org) has formed a Life Science Research Group. The Life Science Research
Group is a consortium of commercial companies, academic institutions, and soft-
ware vendors that is trying to establish standards for displaying biological informa-
tion from bioinformatics and genomics analyses (http://www.omg.org/home
pages/lsr). The Common Object Request Broker Architecture (CORBA) is the Object
Management Group’s interface for objects that allows different computer applica-
tions to communicate with each other through a common language, Interface Defi-
nition Language (IDL). To plan an object-oriented database by defining the classes of
objects and the relationships among these objects, a specific set of procedures called
the Unified Modeling Language (UML) has been devised by the OMG group.
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On the ENTREZ form, make a selection in the data entry window after the term
“Search,” then enter search terms in the longer data entry window after “for.” The database
will be searched for sequence database entries that contain all of these terms or related
ones. Using boolean logic, the search looks for database entries that include the first term
AND the second, and subsequent terms repeated until the last term. The “Limits” link on
the ENTREZ form page is used to limit the GenBank field to be searched, and various log-
ical combinations of search terms may be designed by this method. These fields refer to the
GenBank fields described above in Figure 2.5. When searching for terms in a particular
field, some knowledge of the terms that are in the database can be helpful. To assist in find-
ing suitable terms, for each field, ENTREZ provides a list of index entries.

For a protein search, for example, current choices for fields include accession (number),
all fields, author name, E. C. number, issue, journal name, keyword, modification date,
organism, page number, primary accession (number), properties, protein name, publica-
tion date (of reference), seqID string, sequence length, substance name, text word, title
word, volume, and sequence ID. Similar fields are shown for the DNA database search.
Later, the results of searches in separate fields may be combined to narrow down the
choices. The number of terms to be searched for and the field to be searched are the main
decisions to be made. In doing so, keep in mind that it is important to be as specific as pos-
sible, or else there may be a great many possibilities. Thus, knowing accession number,
protein name, or name of gene should be enough to find the required entry quickly. If the
same protein has been sequenced in several organisms, providing an organism name is also
helpful. When the chosen search terms and fields have been decided and submitted, a
database comprising all of the currently available sequences (called the nonredundant or
NR database) will be searched. Other database selections may also be made.

The program returns the number of matches found and provides an opportunity to nar-
row this list by including more terms. When the number of matching sequences has been
narrowed to a reasonable number, the sequence may be retrieved in a chosen format in

Table 2.5. Major sequence databases accessible through the internet

1. GenBank at the National Center of Biotechnology Information, National Library of Medicine, Wash-
ington, DC accessible from:
http://www.ncbi.nlm.nih.gov/Entrez

2. European Molecular Biology Laboratory (EMBL) Outstation at Hixton, England
http://www.ebi.ac.uk/embl/index.html

3. DNA DataBank of Japan (DDBJ) at Mishima, Japan
http://www.ddbj.nig.ac.jp/

4. Protein International Resource (PIR) database at the National Biomedical Research Foundation in
Washington, DC (see Barker et al. 1998)
http://www-nbrf.georgetown.edu/pirwww/

5. The SwissProt protein sequence database at ISREC, Swiss Institute for Experimental Cancer Research
in Epalinges/Lausanne
http://www.expasy.ch/cgi-bin/sprot-search-de

6. The Sequence Retrieval System (SRS) at the European Bioinformatics Institute allows both simple and
complex concurrent searches of one or more sequence databases. The SRS system may also be used on
a local machine to assist in the preparation of local sequence databases.
http://srs6.ebi.ac.uk

The databases are available at the indicated addresses and return sequence files through an internet brows-
er. Many of the sites shown provide access to multiple databases. The first three database centers are updat-
ed daily and exchange new sequences daily, so that it is only necessary to access one of them. Additional Web
addresses of databases of protein families and structure, and genomic databases, are given in Chapter 9.
These databases can also provide access to sequence of a protein family or organism.

Biological databases
are beginning to use
“controlled vocabular-
ies” for entering data
so that these defined
terms can confidently
be used for database
subsequent searches.
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Figure 2.15. ENTREZ Web form for protein database search. The window shown is from the protein database search option
at http://www.ncbi.nlm.nih.gov/Entrez/. The search term input window is activated by clicking, one or more search terms are
typed, and the “Go” button is clicked (top window). Batch ENTREZ, available from the main ENTREZ Web page, provides
a method for retrieving large numbers of sequences at the same time. A particular field (e.g., gene name, organism, protein
name) in the GenBank entry can also be searched, by using the “Limits” option. The request is then sent to a server in which
all key words in the sequence entries have been indexed, as in looking up a word in the index of a book. GenBank entries with
all of the requested terms can be readily identified because the index will indicate in which entry they are all found. The
machine returns the number of matches found. Clicking on the retrieve button leads to a list of the found items. Those items
chosen are retrieved in a new window format.

several straightforward steps. It is important to look through the sequences to locate the
one intended. There may be several different copies of the sequence because it may have
been sequenced from more than one organism, or the sequence may be a mutant sequence,
a particular clone, or a fragment. There is no simple way to find the correct sequence with-
out manually checking the information provided in each sequence, but this usually takes
only a short time. Before leaving ENTREZ, it is often useful to check for sequence database
entries that are similar to the one of interest, called “neighbors” by ENTREZ. The expand-
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ed query searches other database entries of interest, such as the same protein in another
organism, a large chromosomal sequence that includes the gene, or members of the same
gene family. While visiting the site, note that ENTREZ has been adapted to search through
a number of other biological databases, and also through Medline, and these searches are
available from the initial ENTREZ Web page.
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Retrieving a Specific Sequence

Even following the above instructions, it can be difficult to retrieve the sequence of a
specific gene or protein simply because of the sheer number of sequences in the Gen-
Bank database and the complex problem of indexing them. For projects that require
the most currently available sequences, the NR databases should be searched. Other
projects may benefit from the availability of better curated and annotated protein
sequence databases, including PIR and SwissProt. The genomic databases described
in Chapter 10 can also provide the sequence of a particular gene or protein. Protein
sequences in the Genpro database are generated by automatic translation of DNA
sequences. When read from cDNA copies of mRNA sequences, they provide a reli-
able sequence, given a certain amount of uncertainty as to the translational start site.
Many protein sequences are now predicted by translation of genomic sequences,
requiring a prediction of exons, a somewhat error-prone step described in more
detail in Chapter 8. The origin of protein sequence entries thus needs to be deter-
mined, and if they are not from a cDNA sequence, it may be necessary to obtain and
sequence a cDNA copy of the gene.
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INTRODUCTION

PAIR-WISE SEQUENCE ALIGNMENT IS a very large topic to cover as one chapter. Thus,
starting with this chapter, more detailed discussions of topics, and information on subjects
of more peripheral interest, will be available from the Web site for this book. This site is
organized according to the same subject headings as this chapter and can be found at
http://www.bioinformaticsonline.org. In addition, starting with this chapter, procedural
flowcharts will appear at the beginning of the Methods section of most chapters to provide
an overview of the methods of analysis. This chapter discusses pair-wise sequence align-
ment. Multiple sequence alignment is discussed in Chapter 4.

DEFINITION OF SEQUENCE ALIGNMENT

Sequence alignment is the procedure of comparing two (pair-wise alignment) or more
(multiple sequence alignment) sequences by searching for a series of individual characters
or character patterns that are in the same order in the sequences. Two sequences are aligned
by writing them across a page in two rows. Identical or similar characters are placed in the
same column, and nonidentical characters can either be placed in the same column as a mis-
match or opposite a gap in the other sequence. In an optimal alignment, nonidentical char-
acters and gaps are placed to bring as many identical or similar characters as possible into
vertical register. Sequences that can be readily aligned in this manner are said to be similar.

There are two types of sequence alignment, global and local, and they are illustrated
below in Figure 3.1. In global alignment, an attempt is made to align the entire sequence,
using as many characters as possible, up to both ends of each sequence. Sequences that are
quite similar and approximately the same length are suitable candidates for global align-
ment. In local alignment, stretches of sequence with the highest density of matches are
aligned, thus generating one or more islands of matches or subalignments in the aligned
sequences. Local alignments are more suitable for aligning sequences that are similar along
some of their lengths but dissimilar in others, sequences that differ in length, or sequences
that share a conserved region or domain.

Global Alignment

For the two hypothetical protein sequence fragments in Figure 3.1, the global alignment is
stretched over the entire sequence length to include as many matching amino acids as pos-
sible up to and including the sequence ends. Vertical bars between the sequences indicate

Figure 3.1. Distinction between global and local alignments of two sequences.
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the presence of identical amino acids. Although there is an obvious region of identity in
this example (the sequence GKG preceded by a commonly observed substitution of T for
A), a global alignment may not align such regions so that more amino acids along the
entire sequence lengths can be matched.

Local Alignment

In a local alignment, the alignment stops at the ends of regions of identity or strong simi-
larity, and a much higher priority is given to finding these local regions (Fig. 3.1) than to
extending the alignment to include more neighboring amino acid pairs. Dashes indicate
sequence not included in the alignment. This type of alignment favors finding conserved
nucleotide patterns, DNA sequences, or amino acid patterns in protein sequences.

SIGNIFICANCE OF SEQUENCE ALIGNMENT

Sequence alignment is useful for discovering functional, structural, and evolutionary infor-
mation in biological sequences. It is important to obtain the best possible or so-called
“optimal” alignment to discover this information. Sequences that are very much alike, or
“similar” in the parlance of sequence analysis, probably have the same function, be it a reg-
ulatory role in the case of similar DNA molecules, or a similar biochemical function and
three-dimensional structure in the case of proteins. Additionally, if two sequences from
different organisms are similar, there may have been a common ancestor sequence, and the
sequences are then defined as being homologous. The alignment indicates the changes that
could have occurred between the two homologous sequences and a common ancestor
sequence during evolution, as shown in Figure 3.2.

With the advent of genome analysis and large-scale sequence comparisons, it becomes
important to recognize that sequence similarity may be an indicator of several possible

Figure 3.2. The evolutionary relationship between two similar sequences and a possible common
ancestor sequence that would make the sequences homologous. The number of steps required to
change one sequence to the other is the evolutionary distance between the sequences, and is also the
sum of the number of steps to change the common ancestor sequence into one of the sequences (x)
plus the number of steps required to change the common ancestor into the other (y). The common
ancestor sequence is not available, such that x and y cannot be calculated; only x � y is known. By
the simplest definition, the distance x � y is the number of mismatches in the alignment (gaps are
not usually counted), as illustrated in Fig. 1.3. In a phylogenetic analysis of three or more similar
sequences, the separate distances from the ancestor can be estimated, as discussed in Chapter 6.

Sequence A

x steps y steps

Sequence B

Ancestor sequence
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types of ancestor relationships, or there may be no ancestor relationship at all, as illustrat-
ed in Figure 3.3. For example, new gene evolution is often thought to occur by gene dupli-
cation, creating two tandem copies of the gene, followed by mutations in these copies. In
rare cases, new mutations in one of the copies provide an advantageous change in func-
tion. The two copies may then evolve along separate pathways. Although the resulting sep-
aration of function will generate two related sequence families, sequences among both
families will still be similar due to the single gene ancestor. In addition, genetic rearrange-

Figure 3.3. Origins of genes having a similar sequence. Shown are illustrative examples of gene evo-
lution. In A, a duplication of gene a to produce tandem genes a1 and a2 in an ancestor of species I
and II has occurred. Separation of the duplicated region by speciation gives rise to two separate
branches, shown in B as blue and red. a1 in species I and a1 in species II are orthologous because
they share a common ancestor. Similarly, a2 in species I and a2 in species II are orthologous. How-
ever, the a1 genes are paralogous to the a2 genes because they arose from a gene duplication event,
indicated in A. If two or more copies of a gene family have been separated by speciation in this fash-
ion, they tend to all undergo change as a group, due to gene conversion-type mechanisms (Li and
Graur 1991). In C, a gene in species I and a different gene in species II have converged on the same
function by separate evolutionary paths. Such analogous genes, or genes that result from convergent
evolution, include proteins that have a similar active site but within a different backbone sequence.
In D, genes in species I and II are related through the transfer of genetic material between species,
even though the two species are separated by a long evolutionary distance. Although the transfer is
shown between outer branches of the evolutionary tree, it could also have occurred in lower-down
branches, thus giving rise to a group of organisms with the transferred gene. Such genes are known
as xenologous or horizontally transferred genes. Transfer of the P transposable elements between
Drosophila species is a prime example of such horizontal transfer (Kidwell 1983). Horizontal trans-
fer also is found in bacterial genomes and can be traced as a regional variation in base composition
within chromosomes. A similar type of transfer is that of the small ribosomal RNA subunits of mito-
chondria and chloroplasts, which originated from early prokaryotic organisms. Symbiotic relation-
ships between organisms may be a precursor event leading to such exchanges. Other rearrangements
within the genome (not shown) may produce chimeric genes comprising domains of genes that
were evolving separately.
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ments can reassort domains in proteins, leading to more complex proteins with an evolu-
tionary history that is difficult to reconstruct (Henikoff et al. 1997).

Evolutionary theory provides terms that may be used to describe sequence relationships.
Homologous genes that share a common ancestry and function in the absence of any evi-
dence of gene duplication are called orthologs. When there is evidence for gene duplica-
tion, the genes in an evolutionary lineage derived from one of the copies and with the same
function are also referred to as orthologs. The two copies of the duplicated gene and their
progeny in the evolutionary lineage are referred to as paralogs. In other cases, similar
regions in sequences may not have a common ancestor but may have arisen independent-
ly by two evolutionary pathways converging on the same function, called convergent evo-
lution. There are some remarkable examples in protein structures. For instance, although
the enzymes chymotrypsin and subtilisin have totally different three-dimensional struc-
tures and folds, the active sites show similar structural features, including histidine (H),
serine (S), and aspartic acid (D) in the catalytic sites of the enzymes (for discussion, see
Branden and Tooze 1991). Additional examples are given in Chapter 10 (p. 509). In such
cases, the similarity will be highly localized. Such sequences are referred to as analogous
(Fitch 1970). A closer examination of alignments can help to sort out possible evolution-
ary origins among similar sequences (Tatusov et al. 1997).

As pointed out by Fitch and Smith (1983), sequences can be either homologous or non-
homologous, but not in between. The genetic rearrangements referred to above can give
rise to chimeric genes, in which some regions are homologous and others are not. Refer-
ring to the entire sequences as homologous in such situations leads to an inaccurate and
incomplete description of the sequence lineage.

Another complication in tracing the origins of similar sequences is that individual genes
may not share the same evolutionary origin as the rest of the genome in which they
presently reside. Genetic events such as symbioses and viral-induced transduction can
cause horizontal transfer of genetic material between unrelated organisms. In such cases,
the evolutionary history of the transferred sequences and that of the organisms will be dif-
ferent. Again, with the capability of detecting such events in the genomes of organisms
comes the responsibility to describe these changes with the correct evolutionary terminol-
ogy. In this case, the sequences are xenologous (Gray and Fitch 1983). Recently, Lawrence
and Ochman (1997) have shown that horizontal transfer of genes between species is as
common in enteric bacteria, if not more common, than mutation. Describing such
changes requires a careful description of sequence origins. As discussed in Chapters 6 and
10, phylogenetic and other types of sequence analyses help to uncover such events.

OVERVIEW OF METHODS OF SEQUENCE ALIGNMENT

Alignment of Pairs of Sequences

Alignment of two sequences is performed using the following methods:

1. Dot matrix analysis

2. The dynamic programming (or DP) algorithm

3. Word or k-tuple methods, such as used by the programs FASTA and BLAST, described
in Chapter 7.

Unless the sequences are known to be very much alike, the dot matrix method should
be used first, because this method displays any possible sequence alignments as diagonals

It is important to
describe these relation-
ships accurately in
publications. A com-
mon error in the molec-
ular biology literature
is to refer to sequence
“homology” when one
means sequence simi-
larity. Sequence “simi-
larity” is a measure of
the matching charac-
ters in an alignment,
whereas homology is a
statement of common
evolutionary origin.

Genes that are descend-
ed from a common
ancestor are called
homologs.
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on the matrix. Dot matrix analysis can readily reveal the presence of insertions/deletions
and direct and inverted repeats that are more difficult to find by the other, more automat-
ed methods. The major limitation of the method is that most dot matrix computer pro-
grams do not show an actual alignment.

The dynamic programming method, first used for global alignment of sequences by
Needleman and Wunsch (1970) and for local alignment by Smith and Waterman (1981a),
provides one or more alignments of the sequences. An alignment is generated by starting
at the ends of the two sequences and attempting to match all possible pairs of characters
between the sequences and by following a scoring scheme for matches, mismatches, and
gaps. This procedure generates a matrix of numbers that represents all possible alignments
between the sequences. The highest set of sequential scores in the matrix defines an opti-
mal alignment. For proteins, an amino acid substitution matrix, such as the Dayhoff per-
cent accepted mutation matrix 250 (PAM250) or blosum substitution matrix 62 
(BLOSUM62) is used to score matches and mismatches. Similar matrices are available for
aligning DNA sequences.

The dynamic programming method is guaranteed in a mathematical sense to provide
the optimal (very best or highest-scoring) alignment for a given set of user-defined vari-
ables, including choice of scoring matrix and gap penalties. Fortunately, experience with
the dynamic programming method has provided much help for making the best choices,
and dynamic programming has become widely used. The dynamic programming method
can also be slow due to the very large number of computational steps, which increase
approximately as the square or cube of the sequence lengths. The computer memory
requirement also increases as the square of the sequence lengths. Thus, it is difficult to use
the method for very long sequences. Fortunately, computer scientists have greatly reduced
these time and space requirements to near-linear relationships without compromising the
reliability of the dynamic programming method, and these methods are widely used in the
available dynamic programming applications to sequence alignment. Other shortcuts have
been developed to speed up the early phases of finding an alignment.

The word or k-tuple methods are used by the FASTA and BLAST algorithms (see Chap-
ter 7). They align two sequences very quickly, by first searching for identical short stretch-
es of sequences (called words or k-tuples) and by then joining these words into an align-
ment by the dynamic programming method. These methods are fast enough to be suitable
for searching an entire database for the sequences that align best with an input test
sequence. The FASTA and BLAST methods are heuristic; i.e., an empirical method of com-
puter programming in which rules of thumb are used to find solutions and feedback is
used to improve performance. However, these methods are reliable in a statistical sense,
and usually provide a reliable alignment.

Multiple Sequence Alignment

From a multiple alignment of three or more protein sequences, the highly conserved
residues that define structural and functional domains in protein families can be identified.
New members of such families can then be found by searching sequence databases for
other sequences with these same domains. Alignment of DNA sequences can assist in find-
ing conserved regulatory patterns in DNA sequences. Despite the great value of multiple
sequence alignments, obtaining one presents a very difficult algorithmic problem. The
methods that have been devised are discussed in Chapter 4.
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DOT MATRIX SEQUENCE COMPARISON

A dot matrix analysis is primarily a method for comparing two sequences to look for pos-
sible alignment of characters between the sequences, first described by Gibbs and McIntyre
(1970). The method is also used for finding direct or inverted repeats in protein and DNA
sequences, and for predicting regions in RNA that are self-complementary and that, there-
fore, have the potential of forming secondary structure. Every laboratory that does
sequence analysis should have at least one dot matrix program available. In choosing a pro-
gram, look for as many of the features described below as possible. The dot matrix should
be visible on the computer terminal, thus providing an interactive environment so that dif-
ferent types of analyses may be tried. Use of colored dots can enhance the detection of
regions of similarity (Maizel and Lenk 1981). Additional descriptions of the dot matrix
method have appeared elsewhere (Doolittle 1986; States and Boguski 1991). The examples
given below use the dot matrix module of DNA Strider (version 1.3) on a Macintosh com-
puter. The program DOTTER has interactive features for the UNIX X-Windows environ-
ment (Sonnhammer and Durbin 1995; http://www.cgr.ki.se/cgr/groups/sonnhammer/
Dotter.html). The Genetics Computer Group programs COMPARE and DOTPLOT also
perform a dot matrix analysis. Although not a dot matrix method, the program PLALIGN
in the FASTA suite may be used to display the alignments found by the 
dynamic programming method between two sequences on a graph (http://fasta.bioch.
virginia.edu/fasta/fasta_list.html; Pearson 1990). A dot matrix program that may be used
with a Web browser is described in Junier and Pagni (2000) (http://www.isrec.isb-
sib.ch/java/ dotlet/Dotlet.html).

1. This chart assumes that both sequences are protein sequences or that both are DNA sequences. If one
is a DNA sequence, that sequence should be translated and then aligned with the second, protein
sequence.

2. The local alignment program, e.g., LALIGN or BESTFIT, usually has a recommended scoring matrix
and gap penalty combination. It is important to make sure that the combination is one that is known
to produce a confined, local alignment with random (or scrambled) sequences. A global alignment
program may also be used with sequences of approximately the same length.

3. For protein sequences, a high-quality alignment is one that includes most of each sequence, a signifi-
cant proportion (e.g., 25%) of identities throughout the alignment, multiple examples of conservative
substitutions (chemically and structurally similar amino acids), and relatively few gaps confined to
specific regions of the alignment. A poor-quality alignment includes only a portion of the sequences,
has few and widely dispersed identities and conservative substitutions, tends to include regions of low
complexity (repeats of same amino acid), and includes gaps that are obviously necessary to obtain the
alignment. For DNA sequences, a significant alignment must include long runs of identities and few
gaps. For two random or unrelated DNA sequences of length 100 and normal composition (0.25 of
each base), the longest run of matches that can be expected is 6 or 7 (see text). A clue as to the signif-
icance of an alignment may also be obtained by using an alignment program that gives multiple alter-
native alignments, e.g., LALIGN. The first alignment found, which will be the highest scoring, should
have a much higher score than the following ones, which are designed so that the same sequence posi-
tions will not be aligned a second time. Hence, these subsequent alignments should usually be random.

4. The result of this analysis can be a guide for the test of significance that follows. In the test described
in this chapter, the second sequence is scrambled and realigned with the first sequence. Scrambling can
be done at the level of the individual nucleotide or amino acid, or at the level of words by keeping the
composition of short stretches of sequence intact.
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Pair-wise Sequence Comparison

The major advantage of the dot matrix method for finding sequence alignments is that all
possible matches of residues between two sequences are found, leaving the investigator the
choice of identifying the most significant ones. Then, sequences of the actual regions that
align can be detected by using one of two other methods for performing sequence align-
ments, e.g., dynamic programming. These methods are automatic and usually show one
best or optimal alignment, even though there may be several different, nearly alike align-
ments. Alignments generated by these programs can be compared to the dot matrix align-
ment to determine whether the longest regions are being matched and whether insertions
and deletions are located in the most reasonable places.

In the dot matrix method of sequence comparison, one sequence (A) is listed across the
top of a page and the other sequence (B) is listed down the left side, as illustrated in Fig-
ures 3.4 and 3.5. Starting with the first character in B, one then moves across the page keep-
ing in the first row and placing a dot in any column where the character in A is the same.
The second character in B is then compared to the entire A sequence, and a dot is placed
in row 2 wherever a match occurs. This process is continued until the page is filled with
dots representing all the possible matches of A characters with B characters. Any region of
similar sequence is revealed by a diagonal row of dots. Isolated dots not on the diagonal
represent random matches that are probably not related to any significant alignment.

Detection of matching regions may be improved by filtering out random matches in a
dot matrix. Filtering is achieved by using a sliding window to compare the two sequences.
Instead of comparing single sequence positions, a window of adjacent positions in the two

Figure 3.4. Dot matrix analysis of DNA sequences encoding phage � cI (vertical sequence) and
phage P22 c2 (horizontal sequence) repressors. This analysis was performed using the dot matrix dis-
play of the Macintosh DNA sequence analysis program DNA Strider, vers. 1.3. The window size was
11 and the stringency 7, meaning that a dot is printed at a matrix position only if 7 out of the next
11 positions in the sequences are identical.
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sequences is compared at the same time, and a dot is printed on the page only if a certain
minimal number of matches occur. The window starts at the positions in A and B to be
compared and includes characters in a diagonal line going down and to the right, compar-
ing each pair in turn, as in making an alignment. A larger window size is generally used for
DNA sequences than for protein sequences because the number of random matches is
much greater due to the use of only four DNA symbols as compared to 20 amino acid sym-
bols. A typical window size for DNA sequences is 15 and a suitable match requirement in
this window is 10. For protein sequences, the matrix is often not filtered, but a window size
of 2 or 3 and a match requirement of 2 will highlight matching regions. If two proteins are
expected to be related but to have long regions of dissimilar sequence with only a small
proportion of identities, such as similar active sites, a large window, e.g., 20, and small
stringency, e.g., 5, should be useful for seeing any similarity. Identification of sequence
alignments by the dot matrix method can be aided by performing a count of dots in all pos-
sible diagonal lines through the matrix to determine statistically which diagonals have the
most matches, and by comparing these match scores with the results of random sequence
comparisons (Gibbs and McIntyre 1970; Argos 1987).

An example of a dot matrix analysis between the DNA sequences that encode the
Escherichia coli phage � cI and phage P22 c2 repressor proteins is shown in Figure 3.4. With
a window of 1 and stringency of 1, there is so much noise that no diagonals can be seen,
but, as shown in the figure, with a window of 11 and a stringency of 7, diagonals appear in
the lower right. The analysis reveals that there are regions of similarity in the 3� ends of the
coding regions, which, in turn, suggests similarity in the carboxy-terminal domains of the

Figure 3.5. Dot matrix analysis of the amino acid sequences of the phage � cI (horizontal sequence)
and phage P22 c2 (vertical sequence) repressors performed as described in Fig. 3.4. The window size
and stringency were both 1.
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encoded repressors. Note that sequential diagonals in matrix C do not line up exactly, indi-
cating the presence of extra nucleotides in one sequence (the lambda cI gene on the verti-
cal scale). The diagonals shown in the lower part of the matrix reveal a region of sequence
similarity in the carboxy-terminal domains of the proteins. A small insertion in the cI pro-
tein that is approximately in the middle of this region and shifts the diagonal slightly
downward accounts for this pattern.

An example of a dot matrix analysis between the amino acid sequences of the same two
E. coli phage lambda cI and phage P22 c2 repressor proteins is shown in Figure 3.5. This
matrix was filtered by a window of 1 and a stringency of 1. As found with the DNA
sequence alignment of the corresponding genes, diagonals shown in the lower part of the
matrix reveal a region of sequence similarity in the carboxy-terminal domains of the pro-
teins. The small insertion in the cI protein approximately in the middle of this region
which shifts the diagonal slightly downward and which is also observed in the DNA align-
ment of these corresponding genes is also visible. Note that these windows are much small-
er than required for DNA sequence comparisons due to the greater number of possible
symbols (20 amino acids) and therefore fewer random matches.

In conclusion, for DNA sequence dot matrix comparisons, use long windows and high
stringencies, e.g., 7 and 11, 11 and 15. For protein sequences, use short windows, e.g., 1 and
1, for window and stringency, respectively, except when looking for a short domain of par-
tial similarity in otherwise not-similar sequences. In this case, use a longer window and a
small stringency, e.g., 15 and 5, for window and stringency, respectively.

There are three types of variations in the analysis of two protein sequences by the dot
matrix method. First, chemical similarity of the amino acid R group or some other feature
for distinguishing amino acids may be used to score similarity. Second, a symbol compar-
ison table such as the PAM250 or BLOSUM62 tables may be used (States and Boguski
1991). These tables provide scores for matches based on their occurrence in aligned pro-
tein families. These tables are discussed later in this chapter (pages 78 and 85, respective-
ly). When these tables are used, a dot is placed in the matrix only if a minimum similarity
score is found. These table values may also be used in a sliding window option, which aver-
ages the score within the window and prints a dot only above a certain average score. Final-
ly, several different matrices can be made, each with a different scoring system, and the
scores can be averaged. This method should be useful for aligning more distantly related
proteins. The scores of each possible diagonal through the matrix are then calculated, and
the most significant ones are identified and shown on a computer screen (Argos 1987).

Sequence Repeats

Dot matrix analysis can also be used to find direct and inverted repeats within sequences.
Repeated regions in whole chromosomes may be detected by a dot matrix analysis, and an
interactive Web-based program has been designed for showing these regions at increasing
levels of detail (http://genome-www.stanford.edu/Saccharomyces/SSV/viewer_start.html).
Direct repeats may also be found by performing sequence alignments with dynamic pro-
gramming methods (see next section). When used to align a sequence with itself, the pro-
gram LALIGN will show alternative possible alignments between the repeated regions;
PLALIGN will plot these alignments on a graph similar in appearance to a dot matrix (see
http://fasta.bioch.virginia.edu/fasta/fasta-list.html; Pearson 1990). Here, the sequence is
analyzed against itself and the presence of repeats is revealed by diagonal rows of dots. A
Bayesian method for finding direct repeats is described on page 122. Inverted repeats
require special handling and are discussed in Chapters 5 and 8. In Figure 3.6, an example
of such an analysis for direct repeats in the amino acid sequence of the human low-densi-
ty lipoprotein (LDL) receptor is shown. A list of additional proteins with direct repeats is
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Figure 3.6. Dot matrix analysis of the human LDL receptor against itself using DNA Strider, vers. 1.3, on a Macintosh com-
puter. (A) Window 1, Stringency 1. There is a diagonal line from upper left to lower right due to the fact that the same
sequence is being compared to itself. The rest of the graph is symmetrical about this line. Other (quite hard to see) lines on
either side of this diagonal are also present. These lines indicate repeated sequences perhaps 50 or so long. Patches of high-
density dots, e.g., at the position corresponding to position 800 in both sequences representing short repeats of the same
amino acid, are also seen. (B) Window 23, Stringency 7. The occurrence of longer repeats may be found by using this sliding
window. In this example, a dot is placed on the graph at a given position only if 7/23 of the residues are the same. These choic-
es are arbitrary and several combinations may need to be tried. Many repeats are seen in the first 300 positions. A pattern of
approximate length 20 and at position 30 is repeated at least six times at positions 70, 100, 140, 180, 230, and 270. Two longer,
overlapping repeats of length 70 are also found in this same region starting at positions 70 and 100, and repeated at position
200. Since few of these diagonals remain in new analyses at 11/23 (stringency/window) and all disappear at 15/23, they are not
repeats of exactly the same sequence but they do represent an average of about 7/23 matches with no deletions or insertions.
The information from the above dot matrix may be used as a basis for listing the actual amino acid repeats themselves by one
of the other methods for sequence alignment described below.
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given in Doolittle (1986, p. 50), and repeats are also discussed in States and Boguski (1991,
p.109). As discussed in Chapters 9 and 10, there are many examples of proteins composed
of multiple copies of a single domain.

Repeats of a Single Sequence Symbol

A dot matrix analysis can also reveal the presence of repeats of the same sequence charac-
ter many times. These repeats become apparent on the dot matrix of a protein sequence
against itself as horizontal or vertical rows of dots that sometimes merge into rectangular
or square patterns. Such patterns are particularly apparent in the right and lower regions
of the dot matrix of the human LDL receptor shown in Figure 3.6 but are also seen
throughout the rest of the matrix. The occurrence of such repeats of the same sequence
character increases the difficulty of aligning sequences because they create alignments with
artificially high scores. A similar problem occurs with regions in which only a few sequence
characters are found, called low-complexity regions. Programs that automatically detect
and remove such regions from the analysis so that they do not interfere with database sim-
ilarity searches are discussed in Chapter 7.

DYNAMIC PROGRAMMING ALGORITHM FOR SEQUENCE ALIGNMENT

Dynamic programming is a computational method that is used to align two protein or
nucleic acid sequences. The method is very important for sequence analysis because it pro-
vides the very best or optimal alignment between sequences. Programs that perform this
analysis on sequences are readily available, and there are Web sites that will perform the
analysis. However, the method requires the intelligent use of several variables in the pro-
gram. Thus, it is important to understand how the program works in order to make
informed choices of these variables.

The method compares every pair of characters in the two sequences and generates an
alignment. This alignment will include matched and mismatched characters and gaps in
the two sequences that are positioned so that the number of matches between identical or
related characters is the maximum possible. The dynamic programming algorithm pro-
vides a reliable computational method for aligning DNA and protein sequences. The
method has been proven mathematically to produce the best or optimal alignment
between two sequences under a given set of match conditions. Optimal alignments provide
useful information to biologists concerning sequence relationships by giving the best pos-
sible information as to which characters in a sequence should be in the same column in an
alignment, and which are insertions in one of the sequences (or deletions on the other).
This information is important for making functional, structural, and evolutionary predic-
tions on the basis of sequence alignments.

Both global and local types of alignments may be made by simple changes in the basic
dynamic programming algorithm. A global alignment program is based on the Needle-
man-Wunsch algorithm, and a local alignment program on the Smith-Waterman algo-
rithm, described below (p. 72). The predicted alignment will be given a score that gives the
odds of obtaining the score between sequences known to be related to that obtained by
chance alignment of unrelated sequences. There is a method to calculate whether or not an
alignment obtained this way is statistically significant. One of the sequences may be scram-
bled many times and each randomly generated sequence may be realigned with the second
sequence to demonstrate that the original alignment is unique. The statistical significance
of alignment scores is discussed in detail below (p. 96).
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Another feature of the dynamic programming algorithm is that the alignments obtained
depend on the choice of a scoring system for comparing character pairs and penalty scores
for gaps. For protein sequences, the simplest system of comparison is one based on iden-
tity. A match in an alignment is only scored if the two aligned amino acids are identical.
However, one can also examine related protein sequences that can be aligned easily and
find which amino acids are commonly substituted for each other. The probability of a sub-
stitution between any pair of the 20 amino acids may then be used to produce alignments.
Recent improvements and experience with the dynamic programming programs and the
scoring systems have greatly simplified their use. These enhancements are discussed below
and at http://www.bioinformaticsonline.org.

It is important to recognize that several different alignments may provide approximate-
ly the same alignment score; i.e., there are alignments almost as good as the highest-scor-
ing one reported by the alignment program. Some programs, e.g., LALIGN, provide sever-
al entirely different alignments with different sequence positions matched that can be
compared to improve confidence in the best-scoring one. Alignment programs have also
been greatly improved in algorithmic design and performance. With the advent of faster
machines, it is possible to do a dynamic programming alignment between a query
sequence and an entire sequence database and to find the similar sequences in several min-
utes. Dynamic programming has also been used to perform multiple sequence alignment,
but only for a small number of sequences because the complexity of the calculations
increases substantially for more than two sequences. Sequence alignment programs are
available as a part of most sequence analysis packages, such as the widely used Genetics
Computer Group GAP (global alignment) and BESTFIT (local alignment) programs.
Sequences can also be pasted into a text area on a guest Web page on a remote host
machine that will perform a dynamic programming alignment, and there are also versions
of alignment programs that will run on a microcomputer (Table 3.1).

In deciding to perform a sequence alignment, it is important to keep the goal of the
analysis in mind. Is the investigator interested in trying to find out whether two proteins
have similar domains or structural features, whether they are in the same family with a
related biological function, or whether they share a common ancestor relationship? The
desired objective will influence the way the analysis is done. There are several decisions to
be made along the way, including the type of program, whether to produce a global or local
alignment, the type of scoring matrix, and the value of the gap penalties to be used. There
are a very large number of amino acid scoring matrices in use (see book Web site), some
much more popular than others, and these scoring matrices are designed for different pur-
poses. Some, such as the Dayhoff PAM matrices, are based on an evolutionary model of
protein change, whereas others, such as the BLOSUM matrices, are designed to identify
members of the same family. Alignments between DNA sequences require similar kinds of
considerations. It is often worth the effort to try several approaches to find out which
choice of scoring system and gap penalty give the most reasonable result. Fortunately, most
alignment programs come with a recommended scoring matrix and gap penalties that are
useful for most situations. A more recent development (see Bayesian methods discussed on
p. 124) is the simultaneous use of a set of scoring matrices and gap penalties by a method
that generates the most probable alignments (see Table 3.1). The final choice as to the most
believable alignment is up to the investigator, subject to the condition that reasonable deci-
sions have been made regarding the methods used.

For sequences that are very similar, e.g., �95%, the sequence alignment is usually quite
obvious, and a computer program may not even be needed to produce the alignment. As
the sequences become less and less similar, the alignment becomes more difficult to pro-
duce and one is less confident of the result. For protein sequences, similarity can still be
recognized down to a level of approximately 25% amino acid identity. At this level of iden-
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tity, the relative numbers of mismatched amino acids and gaps in the alignment have to be
decided empirically and a decision made as to which gap penalties work the best for a given
scoring matrix. Alignment of sequences at this level of identity is called the “twilight zone”
of sequence alignment by Doolittle (1981). The alignment program may provide a quite
convincing alignment, which suggests that the two sequences are homologous. The statis-
tical significance of the alignment score may then be evaluated, as described later in this
chapter.

Description of the Algorithm

Alignment of two sequences without allowing gaps requires an algorithm that performs a
number of comparisons roughly proportional to the square of the average sequence length,
as in a dot matrix comparison. If the alignment is to include gaps of any length at any posi-
tion in either sequence, the number of comparisons that must be made becomes astro-
nomical and is not achievable by direct comparison methods. Dynamic programming is a
method of sequence alignment that can take gaps into account but that requires a man-
ageable number of comparisons.

The method of sequence alignment by dynamic programming and the proof that the
method provides an optimal (highest scoring) alignment are illustrated in Figures 3.7 and
3.8. To understand how the method works, we must first recall what is meant by an align-

Table 3.1. Web sites for alignment of sequence pairs

Name of site Web address Reference

Bayes block aligner http://www.wadsworth.org/res&res/bioinfo Zhu et al. (1998)
BCM Search Launcher:

Pairwise sequence alignmenta http://dot.imgen.bcm.tmc.edu:9331/seq- see Web site
search/alignment.html

SIM—Local similarity program for finding http://www.expasy.ch/tools/sim.html Huang et al. (1990);
alternative alignments Huang and Miller (1991);

Pearson and Miller (1992)
Global alignment programs (GAP, NAP) http://genome.cs.mtu.edu/align/align.html Huang (1994)
FASTA program suiteb http://fasta.bioch.virginia.edu/fasta/fasta_list.html Pearson and Miller (1992);

Pearson (1996)
BLAST 2 sequence alignment (BLASTN, http://www.ncbi.nlm.nih.gov/gorf/bl2.html Altschul et al. (1990)

BLASTP)c

Likelihood-weighted sequence alignment http://www.ibc.wustl.edu/servive/lwa.html see Web site
(lwa)d

a This server provides access to a number of Web sites offering pair-wise alignments between nucleic acid sequences, protein
sequences, or between a nucleic acid and a protein sequence.

b The FASTA algorithm normally used for sequence database searches (see Chapter 7) provides an alternative method to dynamic
programming for producing an alignment between sequences. Briefly, all short patterns of a certain length are located in both
sequences. If multiple patterns are found in the same order in both sequences, these provide the starting point for an alignment by the
dynamic programming algorithm. Older versions of FASTA performed a global alignment, but more recent versions perform a local
alignment with statistical evaluations of the scores. The program PLFASTA in the FASTA program suite provides a plot of the best
matching regions, much like a dot matrix analysis, and thus gives an indication of alternative alignments. The FASTA suite is also avail-
able from Genestream at http://vega.igh.cnrs.fr/. Programs include ALIGN (global, Needleman-Wunsch alignment), LALIGN (local,
Smith-Waterman alignment), LALIGNO (Smith-Waterman alignment, no end gap penalty), FASTA (local alignment, FASTA
method), and PRSS (local alignment with scrambled copies of second sequence to do statistical analysis). Versions of these programs
that run with a command-line interface on MS-DOS and Macintosh microcomputers are available by anonymous FTP from ftp.vir-
ginia.edu/pub/fasta.

c The BLAST algorithm normally used for database similarity searches (Chapter 7) can also be used to align two sequences.
d A description of the probabilistic method of aligning two sequences is described in Durbin et al. (1998) and Chapter 4. A related

topic, hidden Markov models for multiple sequence alignments, is discussed in Chapter 4.
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ment, using the two protein sequences shown in Figure 3.7 as an example. The two
sequences will be written across the page, one under the other, the object being to bring as
many amino acids as possible into register. In some regions, amino acids in one sequence
will be placed directly below identical amino acids in the second. In other regions, this pro-
cess may not be possible and nonidentical amino acids may have to be placed next to each
other, or else gaps must be introduced into one of the sequences. Gaps are added to the
alignment in a manner that increases the matching of identical or similar amino acids at
subsequent portions in the alignment. Ideally, when two similar protein sequences are
aligned, the alignment should have long regions of identical or related amino acid pairs
and very few gaps. As the sequences become more distant, more mismatched amino acid
pairs and gaps should appear.

The quality of the alignment between two sequences is calculated using a scoring system
that favors the matching of related or identical amino acids and penalizes for poorly
matched amino acids and gaps. To decide how to score these regions, information on the
types of changes found in related protein sequences is needed. These changes may be
expressed by the following probabilities: (1) that a particular amino acid pair is found in
alignments of related proteins; (2) that the same amino acid pair is aligned by chance in
the sequences, given that some amino acids are abundant in proteins and others rare; and
(3) that the insertion of a gap of one or more residues in one of the sequences (the same as
an insertion of the same length in the other sequence), thus forcing the alignment of each
partner of the amino acid pair with another amino acid, would be a better choice. The ratio
of the first two probabilities is usually provided in an amino acid substitution matrix. Each

Figure 3.7. Example of scoring a sequence alignment with a gap penalty. The individual alignment scores are taken from an
amino acid substitution matrix.

Figure 3.8. Derivation of the dynamic programming algorithm.
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table entry gives the ratio of the observed frequency of substitution between each possible
amino acid pair in related proteins to that expected by chance, given the frequencies of the
amino acids in proteins. These ratios are called odds scores. The ratios are transformed to
logarithms of odds scores, called log odds scores, so that scores of sequential pairs may be
added to reflect the overall odds of a real to chance alignment of an alignment. Examples
are the Dayhoff PAM250 and BLOSUM62 substitution matrices described below (p. 76).
These matrices contain positive and negative values, reflecting the likelihood of each amino
acid substitution in related proteins. Using these tables, an alignment of a sequential set of
amino acid pairs with no gaps receives an overall score that is the sum of the positive and
negative log odds scores for each individual amino acid pair in the alignment. The higher
this score, the more significant is the alignment, or the more it resembles alignments in
related proteins. The score given for gaps in aligned sequences is negative, because such
misaligned regions should be uncommon in sequences of related proteins. Such a score
will reduce the score obtained from an adjacent, matching region upstream in the
sequences. The score of the alignment in Figure 3.7, using values from the BLOSUM62
amino acid substitution matrix and a gap penalty score of �11 for a gap of length 1, is 26
(the sum of amino acid pair scores) �11 �15. The value of �11 as a penalty for a gap of
length 1 is used because this value is already known from experience to favor the alignment
of similar regions when the BLOSUM62 comparison matrix is used. Choice of the gap
penalty is discussed further below where a table giving suitable choices is presented (see
Table 3.10 on p. 113). As shown in the example, the presence of the gap decreases signifi-
cantly the overall score of the alignment.

Calculating the Odds Score of an Alignment from the Odds Scores of Individual
Amino Acid Pairs

Sequence alignment scores are based on the individual scores of all amino acid pairs
in the alignment. The odds score for an amino acid pair is the ratio of the observed
frequency of occurrence of that pair in alignments of related proteins over the expect-
ed frequency based on the proportion of amino acids in proteins. Alignments are
built by making possible lists of amino acid pairs and by finding the most likely list
using odds scores. To calculate the odds score for an alignment, the odds scores for
the individual pairs are multiplied. This calculation is similar to finding the proba-
bility of one event AND also a second independent event by multiplying the proba-
bilities (if one event OR another is the choice, then the probabilities are added). Thus,
if the odds score of C/C is 7/1 and that of W/W is 50/1, then the probability of C/C
and W/W being in the alignment is 7/1 � 50/1 � 350/1 (note that the order or posi-
tion in the alignment does not matter). Usually, log odds scores are used in these cal-
culations, and these scores are added to produce an overall log odds score for the
alignment. To perform this optimal alignment using odds scores, the method
assumes that the odds score for matching a given pair of sequence positions is not
influenced by the odds score of any other matching pair; i.e., that there are no corre-
lations expected among the amino acids found at various sequence positions. Anoth-
er way of describing this assumption is that the sequences are each being modeled as
a Markov chain, with the amino acid found at each position not being influenced by
other amino acids in the sequence. Although correlations among sequence positions
are expected, since they give rise to structure and function in molecules, this simpli-
fying assumption allows the determination of a reasonable alignment between the
sequences.
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Although one may be able to align the two short sequences in Figure 3.7 by eye and to
place the gap where shown, the dynamic programming algorithm will automatically place
gaps in much longer sequence alignments so as to achieve the best possible alignment. The
derivation of the dynamic programming algorithm is illustrated in Figure 3.8, using the
above alignment as an example. Consider building this alignment in steps, starting with an
initial matching aligned pair of characters from the sequences (V/V) and then sequential-
ly adding a new pair until the alignment is complete, at each stage choosing a pair from all
the possible matches that provides the highest score for the alignment up to that point. If
the full alignment finally reached on the left side of Figure 3.8 (I) has the highest possible
or optimal score, then the old alignment from which it was derived (A) by addition of the
aligned Y/Y pair must also have been optimal up to that point in the alignment. If this were
incorrect, and a different preceding alignment other than A was the highest scoring one,
then the alignment on the left would also not be the highest scoring alignment, and we
started with that as a known condition. Similarly, in Figure 3.8 (II), alignment A must also
have been derived from an optimal alignment (B) by addition of a C/C pair. In this man-
ner, the alignment can be traced back sequentially to the first aligned pair that was also an
optimal alignment. One concludes that the building of an optimal alignment in this step-
wise fashion can provide an optimal alignment of the entire sequences.

The example in Figure 3.8 also illustrates two of the three choices that can be made in
adding to an alignment between two sequences: Match the next two characters in the next
positions in each sequence, or match the next character to a gap in the upper sequence. The
last possibility, not illustrated, is to add a gap to the lower sequence. This situation is anal-
ogous to performing a dot matrix analysis of the sequences, and of either continuing a
diagonal or of shifting the diagonal sideway or downward to produce a gap in one of the
sequences. An example of using the dynamic programming algorithm to align two short
protein sequences is illustrated in Figure 3.9.

Formal Description of the Dynamic Programming Algorithm

The algorithm (Fig. 3.9) may be written in mathematical form, as shown in Figure 3.10.
The diagram indicates the moves that are possible to reach a certain matrix position (i,j)
starting from the previous row and column at position (i � 1, j � 1) or from any position
in the same row and column.

The following equation describes the algorithm that was illustrated in Figure 3.9. There
are three paths in the scoring matrix for reaching a particular position, a diagonal move
from position i � 1, j � 1 to position i, j with no gap penalties, or a move from any other
position from column j or row i, with a gap penalty that depends on the size of the gap. For
two sequences a � a1a2 . . . an and b � b1 b2 . . . bn, where Sij � S(a1a2 . . . ai, b1b2..bj) then
(Smith and Waterman 1981a,b)

where Sij is the score at position i in sequence a and position j in sequence b, s(aibj) is the
score for aligning the characters at positions i and j, wx is the penalty for a gap of length x

Sij � max { Si � 1, j � 1 � s(aibj),

x
m
�
ax

1
(Si � x, j � wx),

y
ma

�
x
1

(Si j � y � wy)

} (1)
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in sequence a, and wy is the penalty for a gap of length y in sequence b. Note that Sij is a
type of running best score as the algorithm moves through every position in the matrix.
Eventually, when all of the matrix positions (all Sij) have been filled, the best score of the
alignment will be found as the highest scoring position in the last row and column (for a
global alignment), after correcting for any remaining gap penalties to align the sequence
ends, if applicable. To determine an optimal alignment of the sequences from the scoring
matrix, a second matrix called the trace-back matrix is used (Fig. 3.9). The trace-back
matrix keeps track of the positions in the scoring matrix that contributed to the highest
overall score found. The sequence characters corresponding to these high scoring positions
may align or may be next to a gap, depending on the information in the trace-back matrix.
An example of this procedure can be found on the book Web site.

Use of the dynamic programming method requires a scoring system for the comparison of
symbol pairs (nucleotides for DNA sequences and amino acids for protein sequences), and a
scheme for insertion/deletion (GAP) penalties. Once those parameters have been set, the
resulting alignment for two sequences should always be the same. Scoring matrices are

Figure 3.9. Example of using the dynamic programming algorithm to align sequences a1 a2 a3 a4 and b1 b2 b3 b4.

1. The sequences are written across the top and down the left side of a matrix, respectively, similar to that done in the dot
matrix analysis, except that an extra row and column labeled “gap” are added to allow the alignment to begin with a gap
of any length in either sequence. The gap rows are filled with penalty scores for gaps of increasing lengths, as indicated. A
zero is placed in the upper right box corresponding to no gaps in either sequence.

2. Maximum possible values are calculated for all other boxes below and to the right of the top row and left column, taking
into account any sized gap or no gap, using the steps listed in a through d below. The scores for individual matches a1-b1,
a1-b2, etc., are obtained from a scoring matrix (symbol comparison table). To calculate the value for a particular matrix
position, trial values are calculated from all moves into that position allowed by the algorithm. The allowed moves are from
any position above or to the left of the current position, in the same column or row, or from the upper left diagonal posi-
tion. The diagonal move attempts to align the sequence characters without introducing a gap. Thus, there is no gap penal-
ty in this case. However, moves from above and to the left will introduce gaps, and thus will require one or more gap penal-
ties to be used. (a) s11 is the score for an a1-b1 match added to 0 in the upper left position. According to the algorithm,
there are two other possible paths to this position shown by the vertical and horizontal arrows, but they would probably
have to give a lower score because they start at a gap penalty and must include an additional gap penalty. (b) Trial values
for s12 are calculated and the maximum score is chosen. Trial 1 is to add the score for the a1-b2 match to s11 and subtract
a penalty for a gap of size 1. The other three trials shown by arrows include gap penalties and so likely cannot yield a high-
er score than trial 1. (c) All possible scores for s21 are calculated by the trial moves indicated. The best score should be
obtained by adding the score of an a2-b1 match to s11 since all other moves include gap penalties. (d) Trial values of s22
are calculated by considering moves from s11, s21, and s12, and from the top row and left end column. s22 will be the best
score of several possible choices, including adding the score for an a2-b2 match to s11, or to s21 less a single gap penalty.
Other trials will normally be attempted from other positions above and to the left of this position, but in this case, they will
probably not provide a higher score for s22 because they include multiple gap penalties.

3. As the maximum scores for each matrix position are calculated, a record of the paths that produced the highest scores to
reach each matrix position is kept. These short paths, which represent extending the alignment to another matching pair,
with or without gaps, are recorded in another matrix called the trace-back matrix, illustrated below. For example, if mov-
ing from s11 to s21 gave the highest score of all moves to s21, then the corresponding region of the matrix will appear as
shown.

4. The paths in the trace-back matrix are joined to produce an alignment. In the example shown, the highest-scoring matrix
position in the sequence comparison matrix is located, in this case s44, and the arrows are then traced back as far as pos-
sible, generating the path shown. The corresponding alignment A is shown below the matrix. More than one alignment
may be possible if there is more than one path from the highest scoring matrix position. As an example, s43 could also be
a high-scoring position, generating trace-back alignment B, an alignment that includes a gap opposite a2. Another gap may
also be placed opposite b4, which has no matching symbol. Scoring end gaps is optional in the alignment programs. If

Legend continues.
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included in this case, alignment B would be disfavored by an additional gap penalty. In addition to this series of alignments,
or so-called clump of alignments starting from the highest scoring position, there will be other possible alignments start-
ing from other high-scoring matrix positions, and these may also have multiple pathways through the scoring matrix, each
representing a different alignment. Note that these alignments are global alignments because they include the entire
sequences.
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described below. The most commonly used ones for protein sequence alignments are the log
odds form of the PAM250 matrix and the BLOSUM62 matrix. However, a number of other
choices are available.

Dynamic Programming Can Provide Global or Local Sequence Alignments

Global Alignment: Needleman-Wunsch Algorithm

The dynamic programming method as described above gives a global alignment of
sequences, as described by Needleman and Wunsch (1970), but was also proven mathe-
matically and extended to include an improved scoring system by Smith and Waterman
(1981a,b). The optimal score at each matrix position is calculated by adding the current
match score to previously scored positions and subtracting gap penalties, if applicable.
Each matrix position may have a positive or negative score, or 0. The Needleman-Wunsch
algorithm will maximize the number of matches between the sequences along the entire
length of the sequences. Gaps may also be present at the ends of sequences, in case there is
extra sequence left over after the alignment. These end gaps are often, but not always, given
a gap penalty. The effect of these penalties is illustrated below. An example of a global
alignment of two short sequences calculated by hand using the algorithm is shown on the
book Web site. The example also reveals that more than one alignment may be equally as
likely.

Local Alignment: Smith-Waterman Algorithm

A modification of the dynamic programming algorithm for sequence alignment provides
a local sequence alignment giving the highest-scoring local match between two sequences
(Smith and Waterman 1981a,b). Local alignments are usually more meaningful than glob-
al matches because they include patterns that are conserved in the sequences. They can also
be used instead of the Needleman-Wunsch algorithm to match two sequences that may

Figure 3.10. Formal description of the dynamic programming algorithm.
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have a matched region that is only a fraction of their lengths, that have different lengths,
that overlap, or where one sequence is a fragment or subsequence of the other. The rules
for calculating scoring matrix values are slightly different, the most important differences
being (1) the scoring system must include negative scores for mismatches, and (2) when a
dynamic programming scoring matrix value becomes negative, that value is set to zero,
which has the effect of terminating any alignment up to that point. The alignments are pro-
duced by starting at the highest-scoring positions in the scoring matrix and following a
trace path from those positions up to a box that scores zero. The mathematical formula-
tion of the dynamic programming algorithm is revised to include a choice of zero as the
minimum value at any matrix position. For two sequences a � a1a2 . . . an and b � b1 b2 . . .
bn, where Hij � H(a1a2 . . . ai, b1b2..bj), then (Smith and Waterman 1981a)

where Hij is the score at position i in sequence a and position j in sequence b, s(aibj) is the
score for aligning the characters at positions i and j, wx is the penalty for a gap of length x
in sequence a, and wy is the penalty for a gap of length y in sequence b.

To illustrate the difference between the Needleman-Wunsch and Smith-Waterman
methods, a local alignment of the same two sequences is shown on the book Web site.

Does a Local Alignment Program Always Produce a Local Alignment and a Global
Alignment Program Always Produce a Global Alignment?

Although a computer program that is based on the above Smith-Waterman local align-
ment algorithm is used for producing an optimal alignment, this feature alone does not
assure that a local alignment will be produced. The scoring matrix or match and mismatch
scores and the gap penalties chosen also influence whether or not a local alignment is
obtained. Similarly, a program based on the Needleman-Wunsch algorithm can also
return a local alignment depending on the weighting of end gaps and on other scoring
parameters. Often, one can simply inspect the alignment obtained to see how many gaps
are present. If the matched regions are long and cover most of the sequences and obvious-
ly depend on the presence of many gaps, the alignment is global. A local alignment, on the
other hand, will tend to be shorter and not include many gaps, just as in the example given
on the book Web site. However, these tests are quite subjective, and a more precise method
of knowing whether a given program and set of scoring parameters will provide a local or
global alignment is required. Looking ahead in the chapter for a moment, the best way of
knowing is by looking at what happens when many random or completely unrelated
sequences are aligned under the chosen conditions. As the length of the random sequences
being aligned increases, the score of a global alignment will just increase proportionally.

Hij � max { Hi�1, j � 1 � s(aibj),

x
m
�
ax

1
(Hi � x, j � wx),

y
m
�
ax

1
(Hi, j � y � wy),

0
} (2)
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This is easy to see. Because a global alignment matches most of the sequence, and the neg-
ative mismatch score and gap penalties are deliberately chosen to be small in comparison
to match scores in order to provide a long alignment, only matches count and the score has
to be proportional to the length.

If using a scoring matrix, a matrix that gives on the average a positive score to each
aligned position, combined with a small enough gap penalty to allow extension of the
alignment through poorly matched regions, will give a global alignment. Conversely, for
the local alignment, a negative mismatch score and gap penalties are chosen to balance the
positive score of a match and to prevent the alignment growing into regions that do not
match very well. The scoring matrix in this case will on the average give a negative value to
the matched positions, and the gap penalty will be large enough to prevent gaps from
extending the alignment. The local alignment score of random sequences does not increase
proportionally to sequence length, because the positive score of matches is offset by the
mismatch and penalty scores. In this case, it may be shown by theory and experiment that
the score of local random alignments increases much more slowly, and proportionally to
the logarithm of the product of the sequence lengths. It is this different behavior of the
alignment score of random sequences with length that distinguishes global and local align-
ments.

One may well ask, Does it really matter whether I use a sequence alignment program
based on the global alignment algorithm or one based on the local alignment algorithm?
The answer is that sometimes both methods will provide the same alignment with the same
scoring system and sometimes they will not. The most reasonable approach is to use a pro-
gram based on the appropriate algorithm for the analysis at hand, and then to choose the
scoring system carefully. Small changes in the scoring system can abruptly change an align-
ment from a local to a global one. There are even examples in the bioinformatics literature
where this feature of alignment scoring systems has been overlooked. The rest of this chap-
ter is designed to provide a suitable guide for making the right choices.

Additional Development and Use of the Dynamic Programming Algorithm for Sequence
Alignments

Use of Distance Scores for Sequence Alignment

As originally designed by Needleman and Wunsch and Smith and Waterman, the dynam-
ic programming algorithm was used for sequence alignments scored on the basis of the
similarity or identity of sequence characters. An alternative method is to score alignments
based on differences between sequences and sequence characters; i.e., how many changes
are required to change one sequence into another. Using this measure, the greater the dis-
tance between sequences, the greater the evolutionary time that has elapsed since the
sequences diverged from a common ancestor. Hence, distance scores provide a more bio-
logically natural way to compare sequences than do similarity scores. Using a distance
scoring scheme, Sellers (1974, 1980) showed that the dynamic programming method
could be used to provide an alignment that highlighted the evolutionary changes. Smith
et al. (1981) and Smith and Waterman (1981b) showed that alignments based on a simi-
larity scoring scheme could give a similar alignment. This analysis is discussed further on
the book Web site. Conversion between distance and similarity scores is discussed in
Chapter 6.
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Improvement in Speed and Memory Requirement for the Dynamic
Programming Algorithm

The dynamic programming methods for sequence alignments originally required between
n � m and n � m2 steps and storage in several matrices of size n � m, where n is the length
of the shorter sequence (Needleman and Wunsch 1970; Waterman et al. 1976; Smith and
Waterman 1981a). On the book Web site, a series of improvements in this algorithm that
reduced the number of steps and amount of memory required are described. These steps
include: (1) a decreased number of steps in the alignment algorithm by Gotoh (1982); (2)
a reduction in the amount of memory required to a linear function of sequence length
(Myers and Miller 1988); (3) ability to find near-optimal alignments (Chao et al. 1994) and
to align long sequences (Schwartz et al. 1991); and (4) ability to find the best-scoring alter-
native alignments that do not include alignments of the same sequence positions (Water-
man and Eggert 1987; Huang et al. 1990; Huang and Miller 1991).

An alternative global alignment is found by giving the matrix position that begins with
an alignment score of zero, and then all matrix positions that are affected by this change
are recalculated. The next highest matrix score and the path leading to it provide an alter-
native alignment of the sequences that does not include the same sequence matches as were
present in the original alignment (Waterman and Eggert 1987). Alternative local align-
ments are found by a more complex algorithm (the SIM algorithm) that includes the
improvements listed above (Huang et al. 1990; Huang and Miller 1991).

Examples of Global and Local Alignments

An example of global and local alignments between two phage repressor proteins using the
Genetics Computer Group (GCG) programs GAP (Needleman-Wunsch algorithm) and
BESTFIT (Smith-Waterman algorithm) is shown in Figure 3.11. Note that the proteins are
58% similar in the carboxy-terminal domain, which is the region required for
protein–protein interactions and a self-cleavage function that leads to phage induction. In
these GCG implementations of the Needleman-Wunsch and Smith-Waterman algorithms,
the alignments found in the carboxy-terminal domain are identical. However, the Smith-
Waterman method (B) only reports the most alike regions, as expected by the focus on a
local alignment strategy. In contrast, the Needleman-Wunsch method shows the entire
alignment of the sequences but reports a lower score of similarity due to the longer align-
ment.

LALIGN (Fig. 3.12) is an implementation of the SIM algorithm for finding multiple
unique (nonintersecting) alignments in DNA and protein sequences (Huang and Miller
1991) distributed in the FASTA package from W. Pearson. The program is also available
on Web sites (see Table 3.1). Two features of these alignments are noteworthy: First, the
highest-scoring alignment is similar to that found by the GAP program using a different
amino acid substitution matrix and different gap penalties, with some minor variations in
the more dissimilar regions and extension of the alignment farther into the amino-termi-
nal domains. Second, by design, the alternative alignments never align the same amino
acids and, in this example, the second and third alignments score much lower than the first
one. These observations that strongly aligning regions are not significantly influenced by
the scoring system, and that alternative high-scoring alignments are not possible, add con-
vincing support that the initial alignment represents true similarity between these
sequences. Another example of an alignment of these same sequences using ALIGN with a
different scoring system is given on page 116.

The alignment pro-
grams listed in Table
3.1 include these fea-
tures.
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Figure 3.11. Example of local alignment of phage � cI and phage P22 c2 repressors by dynamic programming using the GCG
GAP (Needleman-Wunsch algorithm) and BESTFIT (Smith-Waterman algorithm) programs. The log odds form of the
PAM120 amino acid substitution matrix was used. PAM120 is optimal for proteins that are �40% similar. The alignment
reveals that the proteins are similar in the carboxy-terminal domain. The penalty for opening a gap in one of the sequences is
11 and for extending the gap 8; these were the default values assigned by the programs. Gaps at the unaligned ends of sequences
were also weighted. In the program output, percent identity indicates the number of identical amino acids in the alignment,
and percent similarity, the number of similar amino acids. Similar amino acids are defined by high-scoring matches between
the amino acid pairs in the substitution matrix, and were defined at the time the program was run. The most similar pairs were
indicated by a ‘:’, less similar pairs by a ‘.’ and unrelated pairs by a space, ‘ ’, between the amino acid pairs. Although these
dynamic programming programs provide a single optimal alignment, it is important to realize that a series of alignments are
usually possible. Other programs, such as ALIGN in the FASTA set (Table 3.1 ALIGN-SITES), provide a user-specified num-
ber of alignments (see Fig. 3.12). Additionally, the alignments depend on the method used by the program to convert the trace-
back matrix into an alignment. GCG programs GAP and BESTFIT provide a method for printing two extremes of alignment,
depending on whether gaps are favored in one sequence or the other. These options are called high road and low road.

A.  GAP (Needleman-Wunsch algorithm)

Percent Similarity: 44.651        Percent Identity: 36.279

B.  BESTFIT (Smith-Waterman algorithm) 

Percent Similarity: 58.871        Percent Identity: 48.387
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USE OF SCORING MATRICES AND GAP PENALTIES IN SEQUENCE ALIGNMENTS

Amino Acid Substitution Matrices

Protein chemists discovered early on that certain amino acid substitutions commonly
occur in related proteins from different species. Because the protein still functions with
these substitutions, the substituted amino acids are compatible with protein structure and
function. Often, these substitutions are to a chemically similar amino acid, but other
changes also occur. Yet other substitutions are relatively rare. Knowing the types of
changes that are most and least common in a large number of proteins can assist with pre-
dicting alignments for any set of protein sequences, as illustrated in Figure 3.13. If related
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Figure 3.12. Example of LALIGN program for finding multiple local alignments of two protein sequences. Three indepen-
dent alignments of the phage � and P22 repressors are shown. The amino acid substitution matrix used was the log odds form
of the Dayhoff PAM250 matrix provided with the program, with a gap opening penalty of �12 and a gap extension penalty
of �2.

protein sequences are quite similar, they are easy to align, and one can readily determine
the single-step amino acid changes. If ancestor relationships among a group of proteins are
assessed, the most likely amino acid changes that occurred during evolution can be pre-
dicted. This type of analysis was pioneered by Margaret Dayhoff (1978).

Amino acid substitution matrices or symbol comparison tables, as they are sometimes
called, are used for such purposes. Although the most common use of such tables is for
comparison of protein sequences, other tables of nucleic acid symbols are also used for
comparison of nucleic acid sequences in order to accommodate ambiguous nucleotide
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characters or models of expected sequence changes during different periods of evolution-
ary time that vary scoring of transitions and transversions.

In the amino acid substitution matrices, amino acids are listed both across the top of a
matrix and down the side, and each matrix position is filled with a score that reflects how
often one amino acid would have been paired with the other in an alignment of related
protein sequences. The probability of changing amino acid A into B is always assumed to
be identical to the reverse probability of changing B into A. This assumption is made
because, for any two sequences, the ancestor amino acid in the phylogenetic tree is usual-
ly not known. Additionally, the likelihood of replacement should depend on the product
of the frequency of occurrence of the two amino acids and on their chemical and physical
similarities. A prediction of this model is that amino acid frequencies will not change over
evolutionary time (Dayhoff 1978).

Dayhoff Amino Acid Substitution Matrices (Percent Accepted Mutation or
PAM Matrices)

This family of matrices lists the likelihood of change from one amino acid to another in
homologous protein sequences during evolution. There is presently no other type of scor-
ing matrix that is based on such sound evolutionary principles as are these matrices. Even
though they were originally based on a relatively small data set, the PAM matrices remain
a useful tool for sequence alignment. Each matrix gives the changes expected for a given
period of evolutionary time, evidenced by decreased sequence similarity as genes encoding
the same protein diverge with increased evolutionary time. Thus, one matrix gives the
changes expected in homologous proteins that have diverged only a small amount from
each other in a relatively short period of time, so that they are still 50% or more similar.
Another gives the changes expected of proteins that have diverged over a much longer peri-
od, leaving only 20% similarity. These predicted changes are used to produce optimal
alignments between two protein sequences and to score the alignment. The assumption in
this evolutionary model is that the amino acid substitutions observed over short periods of

Figure 3.13. Use of amino acid substitution matrix to evaluate an alignment of two protein
sequences. The score for each amino acid pair (Tyr/Phe, etc.) is looked up in the BLOSUM62 matrix.
Each value represents an odds score, the likelihood that the two amino acids will be aligned in align-
ments of similar proteins divided by the likelihood that they will be aligned by chance in an align-
ment of unrelated proteins. In a series of individual matches in an alignment, these odds scores are
multiplied to give an overall odds score for the alignment itself. For convenience, odds scores are
converted to log odds scores so that the values for amino acid pairs in an alignment may be summed
to obtain the log odds score of the alignment. In this case, the logarithms are calculated to the base
2 and multiplied by 2 to give values designated as half-bits (a bit is the unit of an odds score that has
been converted to a logarithm to the base 2). The value of 4 indicates that the 4 amino acid align-
ment is 2(4/2)� 4-fold more likely than expected by chance.

sequence A
sequence B
BLOSUM62 matrix value

Alignment

Total score for alignment of sequence A with sequence B
= 3 – 1 + 2 + 0 = 4 

Tyr
Phe
3

Cys
Met
–1

Asp
Glu
2

Ala
Gly
0
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evolutionary history can be extrapolated to longer distances. The BLOSUM matrices (see
below) are based on scoring substitutions found over a range of evolutionary periods and
reveal that substitutions are not always as predicted by the PAM model.

In deriving the PAM matrices, each change in the current amino acid at a particular site
is assumed to be independent of previous mutational events at that site (Dayhoff 1978).
Thus, the probability of change of any amino acid a to amino acid b is the same, regard-
less of the previous changes at that site and also regardless of the position of amino acid a
in a protein sequence. Amino acid substitutions in a protein sequence are thus viewed as a
Markov model (see also hidden Markov models in Chapter 4), characterized by a series of
changes of state in a system such that a change from one state to another does not depend
on the previous history of the state. Use of this model makes possible the extrapolation of
amino acid substitutions observed over a relatively short period of evolutionary time to
longer periods of evolutionary time.

To prepare the Dayhoff PAM matrices, amino acid substitutions that occur in a group
of evolving proteins were estimated using 1572 changes in 71 groups of protein sequences
that were at least 85% similar. Because these changes are observed in closely related pro-
teins, they represent amino acid substitutions that do not significantly change the function
of the protein. Hence they are called “accepted mutations,” defined as amino acid changes
“accepted” by natural selection. Similar sequences were first organized into a phylogenet-
ic tree, as illustrated in Figure 1.1 in Chapter 1. The number of changes of each amino acid
into every other amino acid was then counted. To make these numbers useful for sequence
analysis, information on the relative amount of change for each amino acid was needed.

Relative mutabilities were evaluated by counting, in each group of related sequences, the
number of changes of each amino acid and by dividing this number by a factor, called the
exposure to mutation of the amino acid. This factor is the product of the frequency of
occurrence of the amino acid in that group of sequences being analyzed and the total num-
ber of all amino acid changes that occurred in that group per 100 sites. This factor nor-
malizes the data for variations in amino acid composition, mutation rate, and sequence
length. The normalized frequencies were then summed for all sequence groups. By these
scores, Asn, Ser, Asp, and Glu were the most mutable amino acids, and Cys and Trp were
the least mutable.

The above amino acid exchange counts and mutability values were then used to gener-
ate a 20 	 20 mutation probability matrix representing all possible amino acid changes.
Because amino acid change was modeled by a Markov model, the mutation at each site
being independent of the previous mutations, the changes predicted for more distantly
related proteins that have undergone N mutations could be calculated. By this model, the
PAM1 matrix could be multiplied by itself N times, to give transition matrices for com-
paring sequences with lower and lower levels of similarity due to separation of longer peri-
ods of evolutionary history. Thus, the commonly used PAM250 matrix represents a level
of 250% of change expected in 2500 my. Although this amount of change seems very large,
sequences at this level of divergence still have about 20% similarity. For example, alanine
will be matched with alanine 13% of the time and with another amino acid 87% of the
time.

The percentage of remaining similarity for any PAM matrix can be calculated by sum-
ming the percentages for amino acids not changing (Ala versus Ala, etc.) after multiplying
each by the frequency of that amino acid pair in the database (e.g., 0.089 for Ala) (Dayhoff
1978). The PAM120, PAM80, and PAM60 matrices should be used for aligning sequences
that are 40%, 50%, and 60% similar, respectively. Simulations by George et al. (1990) have
shown that, as predicted, the PAM250 matrix provides a better-scoring alignment than
lower-numbered PAM matrices for distantly related proteins of 14–27% similarity.

Do not confuse this
mutation probability
form of the PAM250
matrix with the log
odds form of the
matrix described be-
low.
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PAM matrices are usually converted into another form, called log odds matrices. The
odds score represents the ratio of the chance of amino acid substitution by two different
hypotheses––one that the change actually represents an authentic evolutionary variation at
that site (the numerator), and the other that the change occurred because of random
sequence variation of no biological significance (the denominator). Odds ratios are con-
verted to logarithms to give log odds scores for convenience in multiplying odds scores of
amino acid pairs in an alignment by adding the logarithms (Fig. 3.13).

Example: Calculations for obtaining the log odds score for changes between Phe and
Tyr at an evolutionary distance of 250 PAMs 

1. Of 1572 observed amino acid changes, there were 260 changes between Phe and
Tyr. These numbers were multiplied by (1) the relative mutability of Phe (see
text), and (2) the fraction of Phe to Tyr changes over all changes of Phe to any
other amino acid (since Phe to Tyr and Tyr to Phe changes are not distinguished
in the original mutation counts, sums of changes are used to calculate the frac-
tion) to obtain a mutation probability score of Phe to Tyr. A similar score was
obtained for changes of Phe to each of the other 18 amino acids, and also for the
calculated probability of not changing at all. The resulting 20 scores were
summed and divided by a normalizing factor such that their sum represented a
probability of change of 1%, as illustrated in Table 3.2.

In this matrix, the score for changing Phe to Tyr was 0.0021, as opposed to a
score of Phe not changing at all of 0.9946, as shown in Table 3.2. These calcula-
tions were repeated for Tyr changing to any other amino acid. The score for
changing Tyr to Phe was 0.0028, and that of not changing Tyr was 0.9946 (not
shown). These scores were placed in the PAM1 matrix, in which the overall
probability of each amino acid changing to another is �1%, and that of each not
changing is �99%.

2. The above PAM1 matrix was multiplied by itself 250 times to obtain the distri-
bution of changes expected for 250 PAMs of evolutionary change. These changes
can include both forward changes to another amino acid and reverse changes to
a former one. At this distance, the probability of change of Phe to Tyr was 0.15
as opposed to a probability of 0.32 of no change in Phe. The corresponding
probabilities for Tyr to Phe at 250 PAMs were 0.20 and 0.31 for no change.

3. The log odds values for changes between Phe and Tyr were then calculated. The
Phe-Tyr score in the 250 PAM matrix, 0.15, was divided by the frequency of Phe
in the sequence data, 0.040, to give the relative frequency of change. This ratio,
0.15/0.04 � 3.75, was converted to a logarithm to the base 10 (log103.75 � 0.57)
and multiplied by 10 to remove fractional values (0.57 � 10 � 5.7). Similarly,
the Tyr to Phe score is 0.20/0.03 � 6.7, and the logarithm of this number is
log106.7 � 0.83, and multiplied by 10 (0.83 � 10 � 8.3). The average of 5.7 and
8.3 is 7, the number entered in the log odds table for changes between Phe and
Tyr at 250 PAMs of evolutionary distance.

The log odds from the PAM250 matrix, which is sometimes referred to as the
mutation data matrix (MDM) at 250 PAMs and also as MDM78, is shown in Fig-
ure 3.14. The log odds scores in this table lie within the range of �8 to �17. A
value of 0 indicates that the frequency of the substitution between a matched
pair of amino acids in related proteins is as expected by chance; a value less than
0 or greater than 0 indicates that the frequency is less than or greater than that
expected by chance, respectively. Using such a matrix, a high positive score
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between two amino acids means that the pair is more likely to be found aligned
in sequences that are derived from a common ancestor, i.e., homologous, than
in unrelated or nonhomologous sequences. The highest-scoring replacements
are for amino acids whose side chains are chemically similar, as might be expect-
ed if the amino acid substitution is not to impede function. In the original data,
the largest number of observed changes (83) was between Asp (D) and Glu (E).
This number is reflected as a log odds score of �3 in the MDM. Many changes
were not observed. For example, there were no changes between Gly (G) and
Trp (W), resulting in a score of �7 in the table.

Table 3.2. Normalized probability scores for
changing Phe to any other amino acid (or of not
changing) at PAM1 and PAM250 evolutionary dis-
tances

Amino acid
change PAM1 PAM250

Phe to Ala 0.0002 0.04
Phe to Arg 0.0001 0.01
Phe to Asn 0.0001 0.02
Phe to Asp 0.0000 0.01
Phe to Cys 0.0000 0.01
Phe to Gln 0.0000 0.01
Phe to Glu 0.0000 0.01
Phe to Gly 0.0001 0.03
Phe to His 0.0002 0.02
Phe to Ile 0.0007 0.05
Phe to Leu 0.0013 0.13
Phe to Lys 0.0000 0.02
Phe to Met 0.0001 0.02
Phe to Phe 0.9946 0.32
Phe to Pro 0.0001 0.02
Phe to Ser 0.0003 0.03
Phe to Thr 0.0001 0.03
Phe to Trp 0.0001 0.01
Phe to Tyr 0.0021 0.15
Phe to Val 0.0001 0.05
SUMa 1.0000 1.00 

aApproximate since scores are rounded off.
The multiplication of two PAM1 matrices to give a

PAM2 matrix. Only three rows and columns are shown
for illustrative purposes.
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At one time, the PAM250 scoring matrix was modified in an attempt to improve the
alignment obtained. All scores for matching a particular amino acid were normalized to
the same mean and standard deviation, and all amino acid identities were given the same
score to provide an equal contribution for each amino acid in a sequence alignment (Grib-
skov and Burgess 1986). These modifications were included as the default matrices for the
GCG sequence alignment programs in versions 8 and earlier and are optional in later ver-
sions. They are not recommended because they will not give an optimal alignment that is
in accord with the evolutionary model.

Choosing the Best PAM Scoring Matrices for Detecting Sequence Similarity. The
ability of PAM scoring matrices to distinguish statistically between chance and biological-
ly meaningful alignments has been analyzed using a recently developed statistical theory
for sequences (Altschul 1991) that is discussed later in this chapter. As discussed above,
each PAM matrix is designed to score alignments between sequences that have diverged by
a particular degree of evolutionary distance. Altschul (1991) has examined how well the
PAM matrices actually can distinguish proteins that have diverged to a greater or lesser
extent, when these proteins are subjected to a local alignment.

Figure 3.14. The log odds form (the mutation data matrix or MDM) of the PAM250 scoring matrix. Amino acids are
grouped according to the chemistry of the side group: (C) sulfhydryl, (STPAG) small hydrophilic, (NDEQ) acid, acid amide
and hydrophilic, (HRK) basic, (MILV) small hydrophobic, and (FYW) aromatic. Each matrix value is calculated from an odds
score, the probability that the amino acid pair will be found in alignments of homologous proteins divided by the probabili-
ty that the pair will be found in alignments of unrelated proteins by random chance. The logarithm of these ODDS scores to
the base 10 is multiplied by 10 and then used as the table value (see text for details). Thus, �10 means the ancestor probabil-
ity is greater, 0 that the probabilities are equal, and �4 that the alignment is more often a chance one than due to an ances-
tor relationship. Because these numbers are logarithms, they may be added to give a combined probability of two or more
amino acid pairs in an alignment. Thus, the probability of aligning two Ys in an alignment YY/YY is 10 � 10 � 20, a very sig-
nificant score, whereas that of YY with TP is �2 �5 � � 7, a rare and unexpected alignment between homologous sequences.
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Initially, when using a scoring matrix to produce an alignment, the amount of similar-
ity between sequences may not be known. However, the ungapped alignment scores
obtained are maximal when the correct PAM matrix, i.e., the one corresponding to the
degree of similarity in the target sequences, is used (Altschul 1991). Altschul (1991) has
also examined the ability of PAM matrices to provide a reliable enough indication of an
ungapped local alignment score between sequences on an initial attempt of alignment. For
sequence alignments, the PAM200 matrix is able to detect a significant ungapped align-
ment of 16–62 amino acids whose score is within 87% of the optimal one. Alternatively,
several combinations, such as PAM80 and PAM250 or PAM120 and PAM350, can also be
used. Altschul (1993) has also proposed using a single matrix and adjusting a statistical
parameter in the scoring system to reach more distantly related sequences, but this change
would primarily be for database searches.

Scoring matrices are also used in database searches for similar sequences. The optimal
matrices for these searches have also been determined (see book Web site and Chapter 7).
It is important to remember that these predictions assume that the amino acid distribu-
tions in the set of protein families used to make the scoring matrix are representative of all
families that are likely to be encountered. The original PAM matrices represent only a
small number of families. Scoring matrices obtained more recently, such as the BLOSUM
matrices, are based on a much larger number of protein families. BLOSUM matrices are
not based on a PAM evolutionary model in which changes at large evolutionary distance
are predicted by extrapolation of changes found at small distances. Matrix values are based
on the observed frequency of change in a large set of diverse proteins. As is discussed on
the book Web site, the BLOSUM scoring matrices (especially BLOSUM62) appear to cap-
ture more of the distant types of variations found in protein families.

In addition to the aforementioned differences among PAM scoring matrices for scoring
alignments of more- or less-related proteins, the ability of each PAM matrix to discrimi-
nate real local alignments from chance alignments also varies. To calculate the ability of the
entire matrix to discriminate related from unrelated sequences (H, the relative entropy),
the score for each amino acid pair sij (in units of log2, called bits) is multiplied by the prob-
ability of occurrence of that pair in the original dataset, qij (Altschul 1991). This weighted
score is then summed over all of the amino acid pairs to produce a score that represents
the ability of the average amino acid pair in the matrix to discriminate actual from chance
alignments.

In information theory, this score is called the average mutual information content per
pair, and the sum over all pairs is the relative entropy of the matrix (termed H). The rela-
tive entropy will be a small positive number. For the PAM250 matrix the number is �0.36,
for PAM120, �0.98, and for PAM160, �0.70. In general, all other factors being equal, the
higher the value of H for a scoring matrix, the more likely it is to be able to distinguish real
from chance alignments.

Analysis of the Dayhoff Model of Protein Evolution as Used in PAM Matrices. As
outlined above, the Dayhoff model of protein evolution is a Markov process. In this model,
each amino acid site in a protein can change at any time to any of the other 20 amino acids
with probabilities given by the PAM table, and the changes that occur at each site are inde-
pendent of the amino acids found at other sites in the protein and depend only on the cur-

H � �
20

i � 1  
�

i

j � 1

qij 	 sij (3)
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rent amino acid at the site. The assumptions that underlie the method of constructing the
Dayhoff scoring matrix have been challenged (for discussion, see George et al. 1990; States
and Boguski 1991). First, it is assumed that each amino acid position is equally mutable,
whereas, in fact, sites vary considerably in their degree of mutability. Mutagenesis hot spots
are well known in molecular genetics, and variations in mutability of different amino acid
sites in proteins are well known.

The more conserved amino acids in similar proteins from different species are ones that
play an essential role in structure and function and the less conserved are in sites that can
vary without having a significant effect on function. Thus, there are many factors that
influence both the location and types of amino acid changes that occur in proteins. Wilbur
(1985) has tested the Markov model of evolution (see box, below) and has shown that it
can be valid if certain changes are made in the way that the PAM matrices are calculated.

Test of Markov Model of Evolution in Proteins

To test the model, Wilbur addressed a major criticism of the PAM scoring matrix,
namely that the frequency of amino acid changes that require two nucleotide changes
is higher than would be expected by chance. About 20% of the observed amino acid
changes require more than a single mutation for the necessary codon changes. This
fraction is far greater than would be expected by chance.

To correct for changes that require at least two mutations, Wilbur recalculated the
PAM1 matrix using only amino acid substitution data from 150 amino acid pairs that
are accountable by single mutations. To accomplish this calculation, he used a refined
mathematical model that provided a more precise measure of the rate of substitution.
He then estimated frequencies of the other 230 amino acid substitutions reachable
only by at least two mutations, and compared these frequencies to the values calcu-
lated by Dayhoff, who had assumed these were single-step changes. If these numbers
agreed, argued Wilbur, then the PAM model used to produce the Dayhoff matrix is
a reliable one. In fact, the Dayhoff values exceeded the two-step model values by a
factor of about 117. One source of discrepancy was the assumption that the two-step
changes were a linear function of evolutionary time over short evolutionary periods
of 1 PAM (average time of 1 PAM � 10 my), whereas, because two mutations are
required to make the change, a quadratic function is expected. With this correction
made to the Dayhoff calculations for amino acid substitutions requiring two muta-
tions, agreement with the two-step model improved about 10-fold, leaving another
11.7-fold unaccounted for.

Wilbur analyzed the remainder by the covarion hypothesis (Fitch and Markowitz
1970; Miyamoto and Fitch 1995), in which it is assumed that only a certain fraction
of amino acid sites in a protein are variable and that one site influences another.
Thus, a change in one site may influence the variability of others. This model seems
to be reasonable from many biological perspectives. The prediction of this hypothe-
sis is that the frequency of two-step changes would be overestimated because we did
not take into account the failure of many sites to be mutable. Using a reasonable esti-
mate of 0.3 for the fraction of the sites that could change, the effect on the Dayhoff
calculations for frequencies of two-step changes would be 3.3-fold. The remaining
discrepancy in the 11.7-fold ratio between Dayhoff values and two-step values may
be attributable to variations in mutation rates from site to site, or to the exclusion of
certain amino acids at a particular site. In conclusion, Wilbur (1985) has shown that
the Dayhoff model for protein evolution appears to give predictable and consistent
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A further criticism of the PAM scoring matrices is that they are not more useful
for sequence alignment than simpler matrices, such as one based on a chemical group-
ing of amino acid side chains. Although alignment of related proteins is straightforward
and quite independent of the symbol comparison scoring scheme, alignments of less-
related proteins are much more speculative (Feng et al. 1985). These matrices and the
BLOSUM matrices have been very useful for finding more distantly related sequences
(George et al. 1990). There have been recent changes in the way that members of protein
families are identified (see Chapters 4 and 9). Once a family has been identified, family-
specific scoring matrices can be produced, and there is no point in using these general
matrices. As described in Chapter 4, a scoring matrix representing a section of aligned
sequences with no gaps, or a matrix representing a section of aligned sequences with
matches, mismatches, and gaps (a profile), are the best tools to search for more family
members.

Another criticism of the PAM matrix is that constructing phylogenetic relationships
prior to scoring mutations has limitations, due to the difficulty of determining ancestral
relationships among sequences, a topic discussed in Chapter 6. Early on in the Dayhoff
analysis, the evolutionary trees were estimated by a voting scheme for the branches in the
tree, each node being estimated by the most abundant amino acid in distal parts of the tree.
Once available, the PAM matrices were used to estimate the evolutionary distance between
proteins, given the amount of sequence similarity. Such data can be used to produce a tree
based on evolutionary distances (Chapter 6). This circular analysis of using alignments to
score amino acid changes and then to use the matrices to produce new alignments has also
been criticized. However, no method has yet been devised in any type of sequence analysis
for completely circumventing this problem. Evidence that the values in the scoring matrix
are insensitive to changes in the phylogenetic relationships has been provided (George et
al. 1990).

Finally, the Dayhoff PAM matrices have been criticized because they are based on a
small set of closely related proteins. The Dayhoff data set has been augmented to include
the 1991 protein database (Gonnet et al. 1992; Jones et al. 1992). The ability of the Dayhoff
matrices to identify homologous sequences has also been extensively compared to that of
other scoring matrices. These comparisons are discussed on the book Web site.

Blocks Amino Acid Substitution Matrices (BLOSUM)

The BLOSUM62 substitution matrix (Henikoff and Henikoff 1992) is widely used for scor-
ing protein sequence alignments. The matrix values are based on the observed amino acid
substitutions in a large set of �2000 conserved amino acid patterns, called blocks. These
blocks have been found in a database of protein sequences representing more than 500
families of related proteins (Henikoff and Henikoff 1992) and act as signatures of these
protein families. The BLOSUM matrices are thus based on an entirely different type of
sequence analysis and a much larger data set than the Dayhoff PAM matrices.

results, but that frequencies of change between amino acids that require two muta-
tional steps must be calculated as a two-step process. Failure to do so generates errors
due to variations in site-to-site mutability. George et al. (1990) have counterargued
that it has never been demonstrated that two independent mutations must occur,
each becoming established in a population before the next appears.
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These protein families were originally identified by Bairoch in the Prosite catalog. This
catalog provides lists of proteins that are in the same family because they have a similar
biochemical function. For each family, a pattern of amino acids that are characteristic of
that function is provided. Henikoff and Henikoff (1991) examined each Prosite family for
the presence of ungapped amino acid patterns (blocks) that were present in each family
and that could be used to identify members of that family. To locate these patterns, the
sequences of each protein family were searched for similar amino acid patterns by the
MOTIF program of H. Smith (Smith et al. 1990), which can find patterns of the type aa1
d1 aa2 d2 aa3, where aa1 and aa2 are conserved amino acids and d1 and d2 are stretches
of intervening sequence up to 24 amino acids long located in all sequences. These initial
patterns were organized into larger ungapped patterns (blocks) between 3 and 60 amino
acids long by the Henikoffs’ PROTOMAT program (http://www.blocks.fhcrc.org).
Because these blocks were present in all of the sequences in each family, they could be
used to identify other members of the same family. Thus, the family collections were
enlarged by searching the sequence databases for more proteins with these same con-
served blocks.

The blocks that characterized each family provided a type of multiple sequence align-
ment for that family. The amino acid changes that were observed in each column of the
alignment could then be counted. The types of substitutions were then scored for all
aligned patterns in the database and used to prepare a scoring matrix, the BLOSUM
matrix, indicating the frequency of each type of substitution. As previously described for
the PAM matrices, BLOSUM matrix values were given as logarithms of odds scores of the
ratio of the observed frequency of amino acid substitutions divided by the frequency
expected by chance. An example of the calculations is shown in Figure 3.15.

This procedure of counting all of the amino acid changes in the blocks, however, can
lead to an overrepresentation of amino acid substitutions that occur in the most closely
related members of each family. To reduce this dominant contribution from the most alike
sequences, these sequences were grouped together into one sequence before scoring the
amino acid substitutions in the aligned blocks. The amino acid changes within these clus-
tered sequences were then averaged. Patterns that were 60% identical were grouped togeth-
er to make one substitution matrix called BLOSUM60, and those 80% alike to make anoth-
er matrix called BLOSUM80, and so on. As with the PAM matrices, these matrices differ
in the degree to which the more common amino acid pairs are scored relative to the less
common pairs. Thus, when used for aligning protein sequences, they provide a greater or
lesser distinction between the more common and less common amino acid pairs. The abil-
ity of these different BLOSUM matrices to distinguish real from chance alignments and to
identify as many members as possible of a protein family has been determined (Henikoff
and Henikoff 1992).

Two types of analyses were performed: (1) an information content analysis of each
matrix, as was described above for the PAM matrices, and (2) an actual comparison of the
ability of each matrix to find members of the same families in a database search, discussed
below. As the clustering percentage was increased, the ability of the resulting matrix to dis-
tinguish actual from chance alignments, defined as the relative entropy of the matrix or the
average information content per residue pair (see above), also increased. As clustering
increased from 45% to 62%, the information content per residue increased from �0.4 to
0.7 bits per residue, and was �1.0 bits at 80% clustering. However, at the same time, the
number of blocks that contributed information decreased by 25% between no clustering
and 62% clustering. BLOSUM62 represents a balance between information content and
data size. The BLOSUM62 matrix is shown in Figure 3.16.
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Henikoff and Henikoff (1993) have prepared a set of interval BLOSUM matrices that
represent the changes observed between more closely related or more distantly related rep-
resentatives of each block. Rather than representing the changes observed in very alike
sequences up to sequences that were n% alike to give a BLOSUM-n matrix, the new 
BLOSUM-nm matrix represented the changes observed in sequences that were between
n% alike and m% alike. The idea behind these matrices was to have a set of matrices cor-
responding to amino acid changes in sequence blocks that are separated by different evo-
lutionary distances.

Comparison of the PAM and BLOSUM Amino Acid Substitution Matrices

There are several important differences in the ways that the PAM and BLOSUM scoring
matrices were derived, and these differences should be appreciated in order to interpret the
results of protein sequence alignments obtained with these matrices. First, the PAM matri-
ces are based on a mutational model of evolution that assumes amino acid changes occur
as a Markov process, each amino acid change at a site being independent of previous
changes at that site. Changes are scored in sequences that are 85% similar after predicting

Figure 3.15. Derivation of the matrix values in the BLOSUM62 scoring matrix. As an example of
the calculations, if a column in one of the blocks consisted of 9 A and 1 S amino acids, the follow-
ing is true for this data set (see Henikoff and Henikoff 1992).

1. Since the original sequence from which the others were derived is not known, each column posi-
tion has to be considered a possible ancestor of the other nine columns. Hence, there are
8�7�6 . . . �1 � 36 possible AA pairs (fAA) and 9 possible AS pairs (fAS) to be compared.

2. There are 20�19�18� . . . �1 � 210 possible amino acid pairs.

3. The frequency of occurrence of an AA pair, qAA � fAA/(fAA � fAS) � 36/(36�9) � 0.8, and that
of an AS pair, qAS � fAS/(fAA � fAS) � 9/(36�9) � 0.2.

4. The expected frequency of A being in a pair, pA � (qAA � qAS/2) � 0.8 � 0.2/2 � 0.9, and that
of pS � qAS/2 � 0.1.

5. The expected frequency of occurrence of AA pairs, eAA � pA � pA � 0.9 � 0.9 � 0.81, and that
of AS, eAS � 2 � pS � pA � 2 � 0.9 � 0.1 � 0.18.

6. The matrix entry for AA will be calculated from the ratio of the occurrence frequency to the
expected frequency. For AA, ratio � qAA/ eAA � 0.8/0.81 � 0.99, and for AS, ratio � qAS/ eAS �
0.2/0.18 � 1.11.

7. Both ratios are converted to logarithms to the base 2 and then multiplied by 2 (1/2 bit units).
Matrix entry for AA, sAA � log2(qAA/ eAA) � �0.04, and for AS, sAS � log2(qAS/ eAS) � 0.30.
These logarithms are both rounded to 1 1/2 bit unit.
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a phylogenetic history of the changes in each family. Thus, the PAM matrices are based on
prediction of the first changes that occur as proteins diverge from a common ancestor dur-
ing evolution of a protein family. Matrices that may be used to compare more distantly
related proteins are then derived by extrapolation from these short-term changes, assum-
ing that these more distant changes are a reflection of the short-term changes occurring
over and over again. For each longer evolutionary interval, each amino acid can change to
any other with the same frequency as observed in the short term. In contrast, the BLOSUM
matrices are not based on an explicit evolutionary model. They are derived from consider-
ing all amino acid changes observed in an aligned region from a related family of proteins,
regardless of the overall degree of similarity between the protein sequences. However, these

Figure 3.16. The BLOSUM62 amino acid substitution matrix. The amino acids in the table are grouped according to the
chemistry of the side group: (C) sulfhydryl, (STPAG) small hydrophilic, (NDEQ) acid, acid amide, and hydrophilic, (HRK)
basic, (MILV) small hydrophobic, and (FYW) aromatic. Each entry is the logarithm of the odds score, found by dividing the
frequency of occurrence of the amino acid pair in the BLOCKS database (after sequences 62% or more in similarity have been
clustered) by the likelihood of an alignment of the amino acids by random chance. The denominator in this ratio is calculat-
ed from the frequency of occurrence of each of the two individual amino acids in the BLOCKS database and provides a mea-
sure of a chance alignment of the two amino acids. The actual/expected ratio is expressed as a log odds score in so-called half-
bit units, obtained by converting the odds ratio to a logarithm to the base 2, and then multiplying by 2. A zero score means
that the frequency of the amino acid pair in the database is as expected by chance, a positive score that the pair is found more
often than by chance, and a negative score that the pair is found less often than by chance. The accumulated score of an align-
ment of several amino acids in two sequences may be obtained by adding up the respective scores of each individual pair of
amino acids. As with the PAM250-derived matrix, the highest-scoring matches are between amino acids that are in the same
chemical group, and the very highest-scoring matches are for cysteine–cysteine matches and for matches among the aromat-
ic amino acids. Compared to the PAM160 matrix, however, the BLOSUM62 matrix gives a more positive score to mismatch-
es with the rare amino acids, e.g., cysteine, a more positive score to mismatches with hydrophobic amino acids, but a more
negative score to mismatches with hydrophilic amino acids (Henikoff and Henikoff 1992).
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proteins are known to be related biochemically and, hence, should share common ances-
try. The evolutionary model implied in such a scheme is that the proteins in each family
share a common origin, but closer versus distal relationships are ignored, as if they all were
derived equally from the same ancestor, called a starburst model of protein evolution (see
Chapter 6). Second, the PAM matrices are based on scoring all amino acid positions in
related sequences, whereas the BLOSUM matrices are based on substitutions and con-
served positions in blocks, which represent the most alike common regions in related
sequences. Thus, the PAM model is designed to track the evolutionary origins of proteins,
whereas the BLOSUM model is designed to find their conserved domains.

Other Amino Acid Scoring Matrices

In addition to the Dayhoff PAM, and related Gonnet et al. (1992), Benner et al. (1994), and
Jones et al. (1992) matrices and the BLOSUM matrices, a number of other amino acid sub-
stitution matrices have been used for producing protein sequence alignments, and several
representative ones are listed in Table 3.3. For a more complete list and comparison, see
Vogt et al. (1995). These tables vary from a comparison of simple chemical properties of
amino acids to a complex analysis of the substitutions found in secondary structural
domains of proteins. Because most of these tables are designed to align proteins on the
basis of some such feature of the amino acids, and not on an evolutionary model, they are
not particularly suitable for evolutionary analysis. They can be very useful, however, for
discovering structural and functional relationships, or family relationships among pro-
teins. A sequence alignment program that uses a combination of these tables has been
found to be particularly useful for detecting distant protein relationships (Argos 1987;
Rechid et al. 1989). There have been extensive comparisons of the usefulness of various
amino acid substitution matrices for aligning sequences, for finding similar sequences in a
protein sequence database, or for aligning similar sequences based on structure that are
described on the book Web site.

Table 3.3. Criteria used in amino acid scoring matrices for sequence alignments

1. Simple identity, which scores only identical amino acids as a match and all others as a mismatch.
2. Genetic code changes, which score the minimum number of nucleotide changes to change a codon for

one amino acid into a codon for another, due to Fitch (1966), and also with added information based
on structural similarity of amino acid side chains (Feng et al. 1985). A similar matrix based on the
assumption that genetic code is the only factor influencing amino acid substitutions has been pro-
duced (Benner et al. 1994).

3. Matrices based on chemical similarity of amino acid side chains, molecular volume, and polarity and
hydrophobicity of amino acid side chains (see Vogt et al. 1995).

4. Amino acid substitutions in structurally aligned three-dimensional structures (Risler et al. 1988;
matrix JO93, Johnson and Overington 1993). A similar matrix was described by Henikoff and
Henikoff (1993). Sander and Schneider (1991) prepared a similar matrix based on these same substi-
tutions but augmented by substitutions found in proteins which are so similar to the structure-solved
group that they undoubtedly have the same three-dimensional structure.

5. Gonnet et al. (1994) have prepared a 400 � 400 dipeptide substitution matrix for aligning proteins
based on the possibility that amino acid substitutions at a particular site are influenced by neighbor-
ing amino acids, and thus that the environment of an amino acid plays a role in protein evolution.

6. Jones et al. (1994) have prepared a scoring matrix specifically for transmembrane proteins. This
matrix was prepared using an analysis similar to that used for preparing the original Dayhoff PAM
matrices, and therefore provides an estimate of evolutionary distances among members of this class of
proteins.
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Nucleic Acid PAM Scoring Matrices

Just as amino acid scoring matrices have been used to score protein sequence alignments,
nucleotide scoring matrices for scoring DNA sequence alignments have also been devel-
oped. The DNA matrix can incorporate ambiguous DNA symbols (see Table 2.1) and
information from mutational analysis, which reveals that transitions (substitutions
between the purines A and G or between the pyrimidines C and T) are more probable than
transversions (substitutions between purine to pyrimidine or pyrimidine to purine) (Li
and Graur 1991). These substitution matrices may be used to produce global or local align-
ments of DNA sequences.

States et al. (1991) have developed a series of nucleic acid PAM matrices based on a
Markov transition model similar to that used to generate the Dayhoff PAM scoring matri-
ces. Although designed to improve the sensitivity of similarity searches of sequence
databases, these matrices also may be used to score nucleic acid alignments. The advantage
of using these matrices is that they are based on a defined evolutionary model and that the
statistical significance of alignment scores obtained by local alignment programs may be
evaluated, as described later in this chapter.

To prepare these DNA PAM matrices, a PAM1 mutation matrix representing 99%
sequence conservation and one PAM of evolutionary distance (1% mutations) was first
calculated. For a model in which all mutations from any nucleotide to any other are equal-
ly likely, and in which the four nucleotides are present at equal frequencies, the four diag-
onal elements of the PAM1 matrix representing no change are 0.99 whereas the six other
elements representing change are 0.00333 (Table 3.4). The values are chosen so that the
sum of all possible changes for a given nucleotide in the PAM1 matrix is 1% (3 � 0.00333
� 0.00999). For a biased mutation model in which a given transition is threefold more
likely than a transversion (Table 3.4), the off-diagonal matrix elements corresponding to
the one possible transition for each nucleotide are 0.006 and those for the two possible
transversions are 0.002, and the sum for each nucleotide is again 1% (0.006 � 0.002 �
0.002 � 0.01).

As with the amino acid matrices, the above matrix values are then used to produce log
odds scoring matrices that represent the frequency of substitutions expected at increasing

Table 3.4. Nucleotide mutation matrix for an evolutionary dis-
tance of 1 PAM, which corresponds to a probability of a change at
each nucleotide position of 1%

A. Model of uniform mutation rates among nucleotides

A G T C

A 0.99
G 0.00333 0.99
T 0.00333 0.00333 0.99
C 0.00333 0.00333 0.00333 0.99

B. Model of threefold higher transitions than transversions

A G T C

A 0.99
G 0.006 0.99
T 0.002 0.002 0.99
C 0.002 0.002 0.006 0.99

Values are frequency of change at each site, or of no change for all base
combinations.
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evolutionary distances. In terms of an alignment, the probability (sij) of obtaining a match
between nucleotides i and j, divided by the random probability of aligning i and j, is given
by

where Mij is the value in the mutation matrix given in Table 3.4, and pi and pj are the frac-
tional composition of each nucleotide, assumed to be 0.25. The base of the logarithm can
be any value, corresponding to multiplying every value in the matrix by the same constant.
With such scaling variations, the ability of the matrix to distinguish among significant and
chance alignments will not be altered. The resulting tables with sij expressed in units of bits
(logarithm to the base 2) and rounded off to the nearest whole integer are shown in Table
3.5.

From these PAM1 matrices, additional log odds matrices at an evolutionary distance of
n PAMs may be obtained by multiplying the PAM1 matrix by itself n times. The ability of
each matrix to distinguish real from random nucleotide matches in an alignment, desig-
nated H, measured in bit units (log2) can be calculated using the equation

where the sij scores are also expressed in bit units. In Table 3.6 are shown the log odds val-
ues of the match and mismatch scores for PAM matrices at increasing evolutionary dis-
tances, assuming a uniform rate of mutation among all nucleotides. Also shown is the per-
centage of nucleotides that will be changed at that distance. The identity score will be 100
minus this value. This percentage is not as great as the PAM score due to expected back-
mutation over longer time periods. Also shown are the H scores of the matrices at each
PAM value.

H � �
i, j

pi pj sij 2sij (5)

sij � log (pi Mij / pi pj) (4)

Table 3.5. Nucleotide substitution matrix at 1 PAM of evo-
lutionary distance

A. Model of uniform mutation rates among nucleotides

A G T C

A 2
G �6 2
T �6 �6 2
C �6 �6 �6 2

B. Model of threefold higher transitions than transversions

A G T C

A 2
G �5 2
T �7 �7 2
C �7 �7 �5 2

Units are log odds scores obtained as described in the text.
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The following points may be made:

1. If comparing sequences that are quite similar, it is better to use a lower scoring matrix
because the information content of the small PAM matrices is relatively higher. As dis-
cussed earlier for lower-numbered Dayhoff PAM matrices for more-alike protein
sequences, a more optimal alignment will be obtained.

2. As the PAM distance increases, the mismatch scores in the biased mutational model in
Table 3.7 become positive and appear as conservative substitutions. Thus, the bias
model can provide considerably more information than the uniform mutation model
when aligning sequences that are distantly related (�30% different) and may be used
for this purpose (States et al. 1991).

3. The scoring matrices at large evolutionary distances provide very little information per
aligned nucleotide pair. When sequences have so little similarity, a much longer align-
ment is necessary to be significant.

As with amino acid scoring matrices, the average information content shown is only
achieved by using the scoring matrix that matches the percentage difference between the
sequences. For example, for sequences that are 21% different (79% identical), the matrix
at 25 PAM distance should be used. One cannot know ahead of time what the percentage
similarity or difference between two sequences actually is until an alignment is done, thus
a trial alignment must first be done. States et al. (1991) have calculated how efficient a
given scoring matrix is at achieving the highest possible score in aligning two sequences
that vary in their levels of similarity. Once the initial similarity score has been obtained
with these matrices, a more representative score can be obtained by using another PAM
matrix designed specifically for sequences at that level of similarity.

Gap Penalties

The inclusion of gaps and gap penalties is necessary in order to obtain the best possible
alignment between two sequences. A gap opening penalty for any gap (g) and a gap exten-

Table 3.6. Properties of nucleic acid substitution matrices assuming a uniform rate
of mutation among nucleotides

Percentage Match score Mismatch score Average information
PAM distance difference (bits) (bits) per position (bits)

10 9.4 1.86 �3.00 1.40
25 21.3 1.66 �1.82 0.92
50 36.5 1.34 �1.04 0.47

100 55.2 0.84 �0.44 0.13
125 60.8 0.65 �0.30 0.07

Table 3.7. Properties of nucleic acid substitution matrices assuming transitions are threefold
more frequent than transversions

Percentage Match score Transition Transversion Average information 
PAM distance difference (bits) score (bits) score (bits) per position (bits)

10 9.3 1.86 �2.19 �3.70 1.42
25 21.0 1.66 �1.06 �2.46 0.96
50 35.8 1.36 �0.37 �1.60 0.54

100 53.7 0.89 0.06 �0.86 0.19
150 62.9 0.57 0.16 �0.52 0.08
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sion penalty for each element in the gap (r) is most often used, to give a total gap score wx ,
according to the equation

where x is the length of the gap. Note that in some formulations of the gap penalty, the
equation wx � g � r (x � 1) is used. Thus, the gap extension penalty is not added to the
gap opening penalty until the gap size is 2. Although this difference does not affect the
alignment obtained, one needs to distinguish which method is being used by a particular
computer program if the correct results are to be obtained. In the former case, the penal-
ty for a gap of size 1 is g � x, whereas in the latter case this value is g. The values for these
penalties have to be chosen to balance the scores in the scoring matrix that is used. Thus,
the Dayhoff log odds matrix at PAM250 is expressed in units of log10, which is approxi-
mately 1/3 bits, but if this matrix were converted to 1/2 bits, the same gap penalties would
no longer be appropriate.

If too high a gap penalty is used relative to the range of scores in the substitution matrix,
gaps will never appear in the alignment. Conversely, if the gap penalty is too low compared
to the matrix scores, gaps will appear everywhere in the alignment in order to align as many
of the same characters as possible. Fortunately, most alignment programs will suggest gap
penalties that are appropriate for a given scoring matrix in most situations. In the GCG and
FASTA program suites, the scoring matrix itself is formatted in a way that includes default
gap penalties. Examples of the values of g and r used by various alignment programs are
shown on the book Web site. When deciding gap penalties for local alignment programs,
another consideration is that the penalties should be large enough to provide a local align-
ment of the sequences. Examples of suitable values are given in Table 3.10 on p. 114.
Altschul and Gish (1996) and Pearson (1996, 1998) have found that use of appropriate gap
penalties will provide an improved local alignment based on statistical analysis. These
studies are described in detail in the following section.

Mathematician Peter Sellers (1974) showed that if sequence alignment was formulated
in terms of distances instead of similarity between sequences, a biologically more appeal-
ing interpretation of gaps is possible. The distance is the number of changes that must be
made to convert one sequence into the other and represents the number of mutations that
will have occurred following separation of the genes during evolution; the greater the dis-
tance, the more distantly related are the sequences in evolution. In this case, substitution
produces a positive score of 1. Notice that the distance score plus the similarity score for
an alignment is equal to 1. Sellers proved that this distance formulation of sequence align-
ment has a desirable mathematical property that also makes evolutionary sense. If three
sequences, a, b, and c, are compared using the above scoring scheme, the distance score as
defined above is described as a metric that satisfies the triangle inequality relationship

where d(a,b) is the distance between sequences a and b, and likewise for the other two d
values. Expressed another way, if the three possible distances between three sequences are
obtained, then the distance between any first pair plus that for any second pair cannot
underscore the third pair. Violating this rule would not be consistent with the expected
evolutionary origin of the sequences. To satisfy the metric requirement, the scoring of
individual matches, mismatches, and gaps must be such that in an alignment of two iden-

d(a,b) � d(b,c) � d(a,c) (7)

wx � g � rx (6)
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tical sequences a and a�, d(a,a�) must equal 0 and for two totally different sequences b and
b�, d(b,b�) must equal 1. For any other two sequences a and b, d(a,b) � d(b,a). Hence, it
is important that the distance score for changing one sequence character into a second is
the same as the converse score for changing the second into the first, if the distance score
of the alignment is to remain a metric and to make evolutionary sense. The above rela-
tionships were shown by Sellers to be true for gaps of length 1 in a sequence alignment. He
also showed that the smallest number of steps required to change one sequence into the
other could be calculated by the dynamic programming algorithm. The method was simi-
lar to that discussed above for the Needleman-Wunsch global and Smith-Waterman local
alignments, except that these former methods found the maximum similarity between two
sequences, as opposed to the minimum distance found by the Sellers analysis.

Subsequently, Smith et al. (1981) and Smith and Waterman (1981a,b) showed that gaps
of any length could also be included in an alignment and still provide a distance metric for
the alignment score. In this formulation, the gap penalty was required to increase as a func-
tion of the gap length. The argument was made that a single mutational event involving a
single gap of n residues should be more likely to have occurred than n single gaps. Thus, to
increase the likelihood of such gaps of length �1 being found, the penalty for a gap of
length n was made smaller than the score for n individual gaps. The simplest way of imple-
menting this feature of the gap penalty was to have the gap score wx be a linear function of
gap length by consisting of two parts, a larger gap opening penalty (g) and a smaller gap
extension penalty (r) for each extra position in the gap, or wx � g � rx, where x is the
length of the gap, as described above. This type of gap penalty is referred to as an affine gap
penalty in the literature. Any other formula for scoring gap penalties should also work,
provided that the score increases with length of the gap but that the score is less than x indi-
vidual gaps. Scoring of gaps by the above linear function of gap length has now become
widely used in sequence alignment. However, more complex gap penalty functions have
been used (Miller and Myers 1988).

Penalties for Gaps at the Ends of Alignments

Sequence alignments are often produced that include gaps opposite nonmatching charac-
ters at the ends of an alignment. These gaps may be given the same penalty score as gaps
inside of the alignment or, alternatively, they may not be given any penalty score. End gaps
were an important component in the mathematical formulation of both the similarity and
distance methods of sequence alignment for producing both global and local alignments.
Failure to include them in distance calculations can result in a failure to obtain distance
scores that make evolutionary sense (Smith et al. 1981). Examples of using or of not using
end gap penalties in the Needleman-Wunsch alignment are shown on the book Web site.
Without scoring end alignments, gaps may be liberally placed at the ends of alignments by
the dynamic programming algorithm to increase the matching of internal characters, as
opposed to including these gaps as a part of the overall alignment.

If comparing sequences that are homologous and of about the same length, it makes a
great deal of sense to include end gap penalties to achieve the best overall alignment. For
sequences that are of unknown homology or of different lengths, it may be better to use an
alignment that does not include end gap penalties (States and Boguski 1991). If one
sequence is expected to be contained within the other, it is reasonable to include end gap
penalties only for the shorter sequence. However, for any test alignment, these end penal-
ties should be included in at least one alignment to assure that they do not have an effect.
It is also important to use alignment programs that include them as an option.
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Parametric Sequence Alignments

Computer methods that find a range of possible alignments in response to varying the
scoring system used for matches, mismatches, and gaps, called parametric sequence com-
parisons (Waterman et al. 1992; Waterman 1994 and references therein), have been devel-
oped. There is also an effort to use scores such that the results of global and local types of
sequence alignments provide consistent results. For example, if two sequences are similar
along their entire lengths, both global and local methods should provide the same align-
ment. The program Xparal (Gusfield and Stelling 1996), which can perform this type of
analysis, is available from http://theory.cs.ucdavis.edu/~stevenk. The program runs on a
UNIX environment under X-Windows. When provided with two sequences and some of
the alignment parameters, such as gap score, the program displays graphically the types of
possible alignments when the remaining parameters are varied. Another sequence align-
ment program that performs parametric sequence alignment is the Bayes block aligner,
discussed below (p. 124).

Effects of Varying Mismatched Gap Penalties on Local Alignment Scores

Vingron and Waterman (1994) have reviewed the effect of varying the parameters of the
scoring system on the alignment of random DNA and protein sequences. To simplify the
number of parameters, a constant penalty for any size gap was used. If a very high mis-
match penalty is used relative to a positive score for a match, with zero gap penalty, the
local alignment of these sequences will not include any gaps and is defined as the longest
common subsequence. The global alignment with the same scoring parameters will have
no mismatches but will have many gaps so placed as to maximize the matches, and the
score will be positive. In this case, the score of the local alignment of the sequences is pre-
dicted to increase linearly with the length of the sequences being compared.

Another case of varying alignment is penalizing gaps heavily. Then the best scoring local
alignment between the sequences will be one that optimizes the score between matches and
mismatches, without any gaps. If both mismatches and gaps are heavily penalized, the
resulting alignment will also be a local alignment that contains the longest region of exact
matches. In the above two cases, the alignment score of the highest-scoring local alignment
will increase as the logarithm of the length of the sequences. Under these same conditions,
the score of the corresponding global alignment between the sequences will be negative.
The transition between a linear and logarithmic dependence of the local similarity score on
sequence length occurs when the score of the corresponding global alignment is zero.
When both the mismatch and gap penalties are varied between zero and a high negative
score, the number of possible alignments of random DNA sequences is very large.

Three general conclusions can be drawn from this theoretical study of random sequence
alignments: (1) Use of high mismatch and gap penalties that are greater than a match score
will find local alignments, of which there are relatively few in number; (2) when the penal-
ty for a mismatch is greater than twice the score for a match, the gap penalty becomes the
decisive parameter in the alignment; and (3) for a mismatch penalty less than twice the
score of a gap and a wide range of gap penalties, there are a large number of possible align-
ments that depend on both the mismatch and gap penalty scores.

Distinguishing local from global alignments has an important practical application. A
local alignment is rarely produced between random sequences. Accordingly, the signifi-
cance of a local alignment between real sequences may be readily calculated, as described
below. In contrast, the significance of a global alignment is difficult to determine since a
global alignment is readily produced between random sequences.
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Optimal Combinations of Scoring Matrices and Gap Penalties for Finding Related Proteins

The usefulness of combinations of scoring matrices and gap penalties for identifying relat-
ed proteins, including distantly related ones, has been compared (Feng et al. 1985; Doolit-
tle 1986; Henikoff and Henikoff 1993; Pearson 1995, 1996, 1998; Agarwal and States 1998;
Brenner et al. 1998). The method generally used is to start with a database of protein
sequences organized into families, either based on sequence similarity or structural simi-
larity (described in Chapters 7 and 9, respectively). A member of a family is then selected
and used as a query sequence in a search of the entire database from which the sequence
came, using a database similarity search method (FASTA, BLAST, SSEARCH), as described
in Chapter 7. These methods basically use the dynamic programming algorithm and a
choice of scoring matrix and gap penalties to produce alignment scores. Details of these
studies are described on the book Web site.

In summary, the following general observations have been made: (1) Some scoring
matrices are superior to others at finding related proteins based on either sequence or
structure. For example, matrices prepared by examining the full range of amino acid sub-
stitutions in families of related proteins, such as the BLOSUM62 matrix, perform better
than matrices based on variations in closely related proteins that are extrapolated to pro-
duce matrices for more distantly related sequences, such as the Dayhoff PAM250 matrix.
(2) Gap penalties that for a given scoring matrix are adjusted to produce a local alignment
are the most suitable. (3) To identify related sequences, the significance of the alignment
scores should be estimated, as described in the following section.

These methods provide the means to demonstrate sequence similarity in even the most
distantly related proteins. For closely related proteins, a PAM-type scoring matrix that
matches the evolutionary separation of the sequences may provide a higher-scoring align-
ment, as described on page 82. Another set of studies has suggested that a global alignment
algorithm in combination with scoring matrices that have all positive values and suitable
gap penalties can be used to align proteins that have limited sequence similarity (i.e., 25%
identity) but that have similar structure (Vogt et al. 1995; Abagyan and Batalov 1997).

ASSESSING THE SIGNIFICANCE OF SEQUENCE ALIGNMENTS

One of the most important recent advances in sequence analysis is the development of
methods to assess the significance of an alignment between DNA or protein sequences. For
sequences that are quite similar, such as two proteins that are clearly in the same family,
such an analysis is not necessary. A significance question arises when comparing two
sequences that are not so clearly similar but are shown to align in a promising way. In such
a case, a significance test can help the biologist to decide whether an alignment found by
the computer program is one that would be expected between related sequences or would
just as likely be found if the sequences were not related. The significance test is also need-
ed to evaluate the results of a database search for sequences that are similar to a sequence
by the BLAST and FASTA programs (Chapter 7). The test will be applied to every sequence
matched so that the most significant matches are reported. Finally, a significance test can
also help to identify regions in a single sequence that have an unusual composition sug-
gestive of an interesting function. Our present purpose is to examine the significance of
sequence alignment scores obtained by the dynamic programming method.

Originally, the significance of sequence alignment scores was evaluated on the basis of
the assumption that alignment scores followed a normal statistical distribution. If
sequences are randomly generated in a computer by a Monte Carlo or sequence shuffling
method, as in generating a sequence by picking marbles representing four bases or 20
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amino acids out of a bag (the number of each type is proportional to the frequency found
in sequences), the distribution may look normal at first glance. However, further analysis
of the alignment scores of random sequences will reveal that the scores follow a different
distribution than the normal distribution called the Gumbel extreme value distribution
(see p. 104). In this section, we review some of the earlier methods used for assessing the
significance of alignments, then describe the extreme value distribution, and finally discuss
some useful programs for this type of analysis with some illustrative examples.

The statistical analysis of alignment scores is much better understood for local align-
ments than for global alignments. Recall that the Smith-Waterman alignment algorithm
and the scoring system used to produce a local alignment are designed to reveal regions of
closely matching sequence with a positive alignment score. In random or unrelated
sequence alignments, these regions are rarely found. Hence, their presence in real sequence
alignments is significant, and the probability of their occurring by chance alignment of
unrelated sequences can be readily calculated. The significance of the scores of global align-
ments, on the other hand, is more difficult to determine. Using the Needleman-Wunsch
algorithm and a suitable scoring system, there are many ways to produce a global alignment
between any pair of sequences, and the scores of many different alignments may be quite
similar. When random or unrelated sequences are compared using a global alignment
method, they can have very high scores, reflecting the tendency of the global algorithm to
match as many characters as possible. Thus, assessment of the statistical significance of a
global alignment is a much more difficult task. Rather than being used as a strict test for
sequence homology, a global alignment is more appropriately used to align sequences that
are of approximately the same length and already known to be related. The method will
conveniently show which sequence characters align. One can then use this information to
perform other types of analyses, such as structural modeling or an evolutionary analysis.

Significance of Global Alignments

In general, global alignment programs use the Needleman-Wunsch alignment algorithm
and a scoring system that scores the average match of an aligned nucleotide or amino acid
pair as a positive number. Hence, the score of the alignment of random or unrelated
sequences grows proportionally to the length of the sequences. In addition, there are many
possible different global alignments depending on the scoring system chosen, and small
changes in the scoring system can produce a different alignment. Thus, finding the best
global alignment and knowing how to assess its significance is not a simple task, as reflect-
ed by the absence of studies in the literature.

Waterman (1989) provided a set of means and standard deviations of global alignment
scores between random DNA sequences, using mismatch and gap penalties that produce a
linear increase in score with sequence length, a distinguishing feature of global alignments.
However, these values are of limited use because they are based on a simple gap scoring
system. Abagyan and Batalov (1997) suggested that global alignment scores between unre-
lated protein sequences followed the extreme value distribution, similar to local alignment
scores. However, since the scoring system that they used favored local alignments, these
alignments they produced may not be global but local (see below). Unfortunately, there is
no equivalent theory on which to base an analysis of global alignment scores as there is for
local alignment scores. For zero mismatch and gap penalties, which is the most extreme
condition for a global alignment giving the longest subsequence common to two
sequences, the score between two random or unrelated sequences P is proportional to
sequence length n, such that P � cn (Chvátal and Sankoff 1975), but it has not proven pos-
sible to calculate the proportionality constant c (Waterman and Vingron 1994a).
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To evaluate the significance of a Needleman-Wunsch global alignment score, Dayhoff
(1978) and Dayhoff et al. (1983) evaluated Needleman-Wunsch alignment scores for a large
number of randomized and unrelated but real protein sequences, using their log odds scor-
ing matrix at 250 PAMs and a constant gap penalty. The distribution of the resulting ran-
dom scores matched a normal distribution. On the basis of this analysis, the significance of
an alignment score between two apparently related sequences A and B was determined by
obtaining a mean and standard deviation of the alignment scores of 100 random permuta-
tions or shufflings of A with 100 of B, conserving the length and amino acid composition of
each. If the score between A and B is significant, the authors specify that the real score
should be at least 3–5 standard deviations greater than the mean of the random scores. This
level of significance means that the probability that two unrelated sequences would give
such a high score is 1.35 � 10�3 (3 S.D.s) and 2.87 � 10�6 (5 S.D.s). In evaluating an align-
ment, two parameters were varied to maximize the alignment score: First, a constant called
the matrix bias was added to each value in the scoring matrix and, second, the gap penalty
was varied. The statistical analysis was then performed after the score between A and B had
been maximized. Recall that the log odds PAM250 matrix values vary from �7 to 17 in units
of 1/3 bits. The bias varied from 2 to 20 and had the effect of increasing the score by the bias
times the number of alignment positions where one amino acid is matched to another. As
a result, the alignment frequently decreases in length because there are fewer gaps, assum-
ing the gap penalty is not also changed. It was these optimized alignments on which the sig-
nificance test was performed. Feng et al. (1985) used the same method to compare the sig-
nificance of alignment scores obtained by using different scoring matrices. They used
25–100 pairs of randomized sequences for each test of an alignment.

There are several potential problems with this approach, some of which apply to other
methods as well. First, the method is expensive in terms of the number of computational
steps, which increase at least as much as the square of sequence length because many
Needleman-Wunsch alignments must be done. However, this problem is much reduced
with the faster computers and more efficient algorithms of today. Second, if the amino acid
composition is unusual, and if there is a region of low complexity (for example, many
occurrences of one or two amino acids), the analysis will be oversimplified. Third, when
natural sequences were compared more closely, the patterns found did not conform to a
random set of the basic building blocks of sequences but rather to a random set of sequence
segments that were varying. Consider use of the 26-letter alphabet in English sentences.
Alphabet letters do not appear in any random order in these sentences but rather in a
vocabulary of meaningful words. What happens if sentences, which are made up of words,
are compared? On the one hand, if just the alphabet composition of many sentences is
compared, not much variation is seen. On the other hand, if words are compared, much
greater variation is found because there are many more words than alphabet characters. If
random sequences are produced from segments of sequences, rather than from individual
residues, more variation is observed, more like that observed when unrelated natural
sequences are compared. The increased variation found among natural sequences is not
surprising when one thinks of DNA and proteins as sources of information. For example,
protein-encoding regions of DNA sequences are constrained by the genetic code and by
amino acid patterns that produce functional domains in proteins.

Lipman et al. (1984) analyzed the distribution of scores among 100 vertebrate nucleic
acid sequences and compared these scores with randomized sequences prepared in differ-
ent ways. When the randomized sequences were prepared by shuffling the sequence to
conserve base composition, as was done by Dayhoff and others, the standard deviation was
approximately one-third less than the distribution of scores of the natural sequences. Thus,
natural sequences are more variable than randomized ones, and using such randomized
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sequences for a significance test may lead to an overestimation of the significance. If,
instead, the random sequences were prepared in a way that maintained the local base com-
position by producing them from overlapping fragments of sequence, the distribution of
scores has a higher standard deviation that is closer to the distribution of the natural
sequences. The conclusion is that the presence of conserved local patterns can influence the
score in statistical tests such that an alignment can appear to be more significant than it
actually is. Although this study was done using the Smith-Waterman algorithm with nucle-
ic acids, the same cautionary note applies for other types of alignments. The final problem
with the above methods is that the correct statistical model for alignment scores was not
used. However, these earlier types of statistical analysis methods set the stage for later ones.

The GCG alignment programs have a RANDOMIZATION option, which shuffles the
second sequence and calculates similarity scores between the unshuffled sequence and each
of the shuffled copies. If the new similarity scores are significantly smaller than the real
alignment score, the alignment is considered significant. This analysis is only useful for
providing a rough approximation of the significance of an alignment score and can easily
be misleading.

Dayhoff (1978) and Dayhoff et al. (1983) devised a second method for testing the relat-
edness of two protein sequences that can accommodate some local variation. This method
is useful for finding repeated regions within a sequence, similar regions that are in a dif-
ferent order in two sequences, or a small conserved region such as an active site. As used
in a computer program called RELATE (Dayhoff 1978), all possible segments of a given
length of one sequence are compared with all segments of the same length from another.
An alignment score using a scoring matrix is obtained for each comparison to give a score
distribution among all of the segments. A segment comparison score in standard deviation
units is calculated as the difference between the value for real sequences minus the average
value for random sequences divided by the standard deviation of the scores from the ran-
dom sequences. A version of the program RELATE that runs on many computer platforms
is included with the FASTA distribution package by W. Pearson. An example of the output
of the RELATE program for the phage � and P22 repressor sequences is shown in Table
3.8. This program also calculates a distribution based on the normal distribution, thus it
provides only an approximate indication of the significance of an alignment.

Modeling a Random DNA Sequence Alignment

The above types of analyses assume that alignment scores between random sequences fol-
low a normal distribution that can be used to test the significance of a score between two
test sequences. For a number of reasons, mathematicians were concerned that this statisti-
cal model might not be correct. Let’s start by creating two aligned random DNA sequences
by drawing pairs of marbles from a large bag filled with four kinds of labeled marbles. The
marbles are in equal proportions and labeled A, T, G, and C to represent an assumed equal
representation of the four nucleotides in DNA. Now consider the probability of removing
10 identical pairs representing 10 columns in an alignment between two random
sequences. The probability of removing an identical pair (an A and another A) is 1/4 � 1/4,
but there are 4 possible identical pairs (A/A, C/C, G/G, and T/T), so that the probability of
removing any identical pair is 4 � 1/4 � 1/4 � 1/4 and that for removing 6 identical pairs
is (1/4)6 � 2.4 � 10�4. The probability of drawing a mismatched pair is 1 � 1/4 � 3/4, and
that of drawing 6/6 mismatched pairs (3/4)6 � 0.178. Most random alignments produced
in this manner will have a mixture of a few matches and many mismatches.

The calculations are a little more complex if the four nucleotides are not equally repre-
sented, but the results will be approximately the same. The probability of drawing the same
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Table 3.8. Distribution of alignment scores produced by program RELATE

The sequences of two phage repressors were broken down into overlapping 25-amino-
acid segments, and all 40,301 combinations of these segments were compared. The first
column gives the approximate location of the number of standard deviations (13.34)
from the mean score of �27.3. The second column is increasing ranges of the alignment
score, and the third, the number of segment alignment scores, that fall within the range.
Twenty-nine scores were greater than 3 standard deviations from the mean. Thus, these
two sequences share segments that are significantly more related than the average seg-
ment, and the proteins share strong regions of local similarity. In such cases of strong
local similarity, a local alignment program such as LFASTA, PLFASTA, or LALIGN can
provide the alignments and a more detailed statistical analysis, as described below. Graph
is truncated on right side.
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pair is p, where p � pA
2 � pC

2 � pG
2 � pT

2, where pX is the proportion of nucleotide X. 
p is an important parameter to remember for the discussion below. An even more compli-
cated situation is when the two random sequences to align have different nucleotide dis-
tributions. One way would be to use an average p for the two sequences. This example illus-
trates the difficulty of modeling sequence alignments between two different organisms that
have a different base composition.

The above model is not suitable for predicting the number of sequentially matched posi-
tions between random sequences of a given length. To estimate this number, a DNA
sequence alignment may also be modeled by coin-tossing experiments (Arratia and Water-
man 1989; Arratia et al. 1986, 1990). Random alignments will normally comprise mixtures
of matches and mismatches, just as a series of coin tosses will produce a mixture of heads
and tails. The chance of producing a series of matches in a sequence alignment with no mis-
matches is similar to the chance of tossing a coin and coming up with a series of only heads.
The numbers of interest are the highest possible score that can be obtained and the proba-
bility of obtaining such a score in a certain number of trials. In such models, coins are usu-
ally considered to be “fair” in that the probability of a head is equal to that of a tail. The coin
in this example has a certain probability p of scoring a head (H) and q � 1 � p of scoring a
tail (T). The longest run of heads R has been shown by Erdös and Rényi to be given by
log1/p(n). If p � 0.5 as for a normal coin, then the base of the logarithm is 1/p � 2. For the
example of n � 100 tosses, then R � log2100 � loge100/loge2 � 4.605/0.693 � 6.65.

To use the coin model, an alignment of two random sequences a � a1, a2, a3---an and 
b � b1, b2, b3---bn, each of the same length n is converted to a series of heads and tails. If
ai � bi then the equivalent toss result is an H, otherwise the result is a T. The following
example illustrates the conversion of an alignment to a series of H and T tosses.

The longest run of matches in the alignment is now equivalent to the longest run of
heads in the coin-tossing sequence, and it should be possible to use the Erdös and Rényi
law to predict the longest run of matches. This score, however, only applies to one partic-
ular alignment of random sequences, such as generated above by the marble draw. In per-
forming a sequence alignment, two sequences are in effect shifted back and forth with
respect to each other to find regions that can be aligned. In addition, the sequences may be
of different lengths. If two random sequences of length m and n are aligned in this same
manner, the same law still applies but the length of the predicted match is log1/p(mn)
(Arratia et al. 1986). If m � n, the longest run of matches is doubled. Thus, for DNA
sequences of length 100 and p � 0.25 (equal representation of each nucleotide), the longest
expected run of matches is 2 � log1/p(n) � 2 � log4100 � 2 � loge100 / loge4 � 2 � 4.605
/ 1.386 � 6.65, the same number as in the coin-tossing experiment. This number corre-
sponds to the longest subalignment that can be expected between two random sequences
of this length and composition.

A more precise formula for the expectation value or mean of the longest match M and
its variance has been derived (Arratia et al. 1986; Waterman et al. 1987; Waterman 1989).

E (M) � log1/p(mn) � log1/p(q) � 
 log(e) � 1/2 (9)

a1 a2 a3 --- an---->  H T H ---
b1 b2 b3 --- bn where a1 = b1 and a3 = b3 only (8)
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where 
 � 0.577 is Euler’s number and q � 1 � p. Note that Equation 9 can be simplified

where K is a constant that depends on the base composition.
Equation 11 also applies when there are k mismatches in the alignment, except that

another term � k log1/p log1/p(qmn) appears in the equation (Arratia et al. 1986). K, the
constant in Equation 11, depends on k. The log log term is small and can be replaced by a
constant (Mott 1992), and simulations also suggest that it is not important (Altschul and
Gish 1996). Altschul and Gish (1996) have found a better match to Equation 11 when the
length of each sequence is reduced by the expected length of a match. In the example given
above with two sequences of length 100, the expected length of a match was 6.65. As the
sequences slide align each other, it is not possible to have overlaps on the ends that are
shorter than 7 because there is not enough sequence remaining. Hence, the effective length
of the sequences is 100 � 7 � 93 (Altschul and Gish 1996). This correction is also used for
the calculation of statistical significance by the BLAST algorithm discussed in Chapter 7.

Equation 11 is fundamentally important for calculating the statistical significance of
alignment scores. Basically, it states that as the lengths of random or unrelated sequences
increase, the mean of the highest possible local alignment scores will be proportional to the
logarithm of the product of the sequence lengths, or twice the logarithm of the sequence
length if the lengths are equal (since log (nn) � 2 log n). Equation 10 also predicts a con-
stant variance among scores of random or unrelated sequences, and this prediction is also
borne out by experiment. It is important to emphasize once again that this relationship
depends on the use of scoring parameters appropriate for a local alignment algorithm, such
as 1 for a match and �0.9 for a mismatch, or a scoring matrix that scores the average
aligned position as negative, and also upon the use of sufficiently large gap penalties. This
type of scoring system gives rise to positive scoring regions only rarely. The significance of
these scores can then be estimated as described herein.

Another way of describing the result in Equation 11 uses a different parameter, �, where
� � loge(1/p) (Karlin and Altschul 1990)

Recall that p is the probability of a match between the same two characters, given above as
1/4 for matching a random pair of DNA bases, assuming equal representation of each base
in the sequences. p may also be calculated as the probability of a match averaged over scor-
ing matrix and sequence composition values. Instead, it is � that is more commonly used
with scoring matrix values. The calculation of � and also of K is described below and in
more detail on the book Web site.

It is more useful in sequence analysis to use alignment scores instead of lengths for com-
paring alignments. The expected or mean alignment length between two random sequences
given by Equations 11 and 12 can be easily converted to an alignment score just by using
match and mismatch or scoring matrix values along with some simple normalization pro-
cedures. Thus, in addition to predicting length, these equations can also predict the mean

E (M) � [loge (�mn)] � � (12)

E (M) � log1/p(Kmn) (11)

Var [M(n,m)] � [
 log1/p(e)]2/6 � 1/12 (10)
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or expected value of the alignment scores E(S) between random sequences of lengths m and
n. Assessing statistical significance then boils down to calculating the probability that an
alignment score between two random or unrelated sequences will actually go above E(S).
Hence, the expected score or mean extreme score is

Another important mathematical result bearing on this question was that the number
of matched regions that exceeds the mean score E(S) in Equation 13 could be predicted by
the Poisson distribution where the mean x of the Poisson distribution is given by E(S)
(Waterman and Vingron 1994b). The Poisson distribution applies when the probability of
success in a single trial is small, but the number of trials is large (as in comparing many
pairs of random sequences or a test sequence to many scrambled versions of a second
sequence) so that some trials end in success but others do not. Some alignments do not
reach the expected score, but others will reach or even exceed that score. The Poisson dis-
tribution gives the probability Pn of the number of successes, i.e., 0, 1, 2, 3 . . . when the
average number is x and is given by the formula Pn � e�x xn / n!. The probability that no
score from many test alignments will exceed x is therefore approximated by (P0 � e�x).
The probability that at least one score exceeds x is 1 – P0 and is given by P (S � x) � 1 – e�x,
so that

Equation 15 estimates the probability of a score greater than x between two random
sequences and is identical to the extreme value distribution described below. The Poisson
approximation provides a very convenient way to estimate K and � from alignment scores
between many random or unrelated sequences by using the fraction of alignments that
have a score less than value x (see book Web site).

Alignments with Gaps

It was predicted on mathematical grounds and shown experimentally that a similar type of
analysis holds for sequence alignments that include gaps (Smith et al. 1985). Thus, when
Smith et al. (1985) optimally aligned a large number of unrelated vertebrate and viral DNA
sequences of different lengths (n and m) and their complements to each other, using a
dynamic programming local alignment method that allowed for a score of �1 for matches,
�0.9 for mismatches, and �2 for a single gap penalty (longer gaps were not considered in
order to simplify the analysis), a plot of the similarity score (S) versus the log1/p(nm) pro-
duced a straight line with approximately constant variance. This result is as expected in the
above model except that with the inclusion of gaps, the slope was increased and was of the
form

P (S � x) � 1 � exp (� Kmne��x) (15)

P (S � x) � exp (� E (S))

� exp (� Kmne��x) (14)

E(S) � [loge (�mn)] � � (13)
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with constant standard deviation � � 1.78. This result was then used to calculate how
many standard deviations were between the predicted mean and variance of the local align-
ment scores for unrelated sequences and the scores for test pairs of sequences. If the actu-
al alignment score exceeded the predicted Smean by several standard deviations, then the
alignment score should be significant. For example, the expected score between two
unrelated sequences of lengths 2948 and 431, average p � 0.279, was Smean � 2.55 �
log1/0.279(2948 � 431) � 8.99 � 2.55 � (loge(2948 � 431)/loge(1/0.279)) � 8.99 � 2.55
� 14.1 / 1.28 � 8.99 � 28.1 � 8.99 � 19.1. The actual optimal alignment score between
the two real sequences of these lengths was 37.20, which exceeds the alignment score
expected for random sequences by (37.20 � 19.1) / 1.78 � 10.2�. Is this number of stan-
dard deviations significant? Smith et al. (1985) and Waterman (1989) suggested the use of
a conservative statistic known as Chebyshev’s inequality, which is valid for many proba-
bility distributions: The probability that a random variable exceeds its mean is less than or
equal to the square of 1 over the number of standard deviations from the mean. In this
example where the actual score is 10 standard deviations above the mean, the probability
is (1/10)2 � 0.01.

Waterman (1989) has noted that for low mismatch and gap penalties, e.g., �1 for
matches, �0.5 for mismatches, and �0.5 for a single gap penalty, the predicted alignment
scores between random sequences as estimated above are not accurate because the score
will increase linearly with sequence length instead of with the logarithm of the length. The
linear relationship arises when the alignment is more global in nature, and the logarithmic
relationship when it is local. Waterman (1989) has fitted alignment scores from a large
number of randomly generated DNA sequences of varying lengths to either the predicted
log(n) or n linear relationships expected for low- and high-valued mismatch and gap
penalties. The results provide the mean and standard deviation of an alignment score for
several scoring schemes, assuming a constant gap penalty.

With further mathematical analysis, it became apparent that the expected scores
between alignment of random and unrelated sequences follow a distribution called the
Gumbel extreme value distribution (Arratia et al. 1986; Karlin and Altschul 1990). This
type of distribution is typical of values that are the highest or best score of a variable, such
as the number of heads only expected in a coin toss discussed previously. Subsequently,
S. Karlin and S. Altschul (1990, 1993) further developed the use of this distribution for
evaluating the significance of ungapped segments in comparisons between a test sequence
and a sequence database using the BLAST program (for review, see Altschul et al. 1994).
The method is also used for evaluating the statistical features of repeats and amino acid
patterns and clusters in the same sequence (Karlin and Altschul 1990; Karlin et al. 1991).
The program SAPS developed by S. Karlin and colleagues at Stanford University and avail-
able at http://ulrec3.unil.ch/software/software.html provides this type of analysis. The
extreme value distribution is now widely used for evaluating the significance of the score
of local alignments of DNA and protein sequence alignments, especially in the context of
database similarity searches.

The Gumbel Extreme Value Distribution

When two sequences have been aligned optimally, the significance of a local alignment
score can be tested on the basis of the distribution of scores expected by aligning two ran-
dom sequences of the same length and composition as the two test sequences (Karlin and

Smean � 2.55 (log1/p(mn)) � 8.99 (16)
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Altschul 1990; Altschul et al. 1994; Altschul and Gish 1996). These random sequence align-
ment scores follow a distribution called the extreme value distribution, which is somewhat
like a normal distribution with a positively skewed tail in the higher score range. When a
set of values of a variable are obtained in an experiment, biologists are used to calculating
the mean and standard deviation of the entire set assuming that the distribution of values
will follow the normal distribution. For sequence alignments, this procedure would be like
obtaining many different alignments, both good and bad, and averaging all of the scores.
However, biologically interesting alignments are those that give the highest possible scores,
and lower scores are not of interest. The experiment, then, is one of obtaining a set of val-
ues, and then of using only the highest value and discarding the rest. The focus changes
from the statistical approach of wanting to know the average of scores of random
sequences, to one of knowing how high a value will be obtained next time another set of
alignment scores of random sequences is obtained.

The distribution of alignment scores between random sequences follows the extreme
value distribution, not the normal distribution. After many alignments, a probability dis-
tribution of highest values will be obtained. The goal is to evaluate the probability that a
score between random or unrelated sequences will reach the score found between two real
sequences of interest. If that probability is very low, the alignment score between the real
sequences is significant and the sequence similarity score is significant.

The probability distribution of highest values in an experiment, the extreme value dis-
tribution, is compared to the normal probability distribution in Figure 3.17. The equations
giving the respective y coordinate values in these distributions, Yev and Yn, are

Yev � exp [ � x � e�x] for the extreme value distribution (17)

Figure 3.17. Probability values for the extreme value distribution (A) and the normal distribution
(B). The area under each curve is 1.

–2 –1 0

0.2

A. B.

0.4 0.4

4–4

1 2
X

X

Yev 

Yn 

3 4 5



106 ■ C H A P T E R  3

The area under both curves is 1. The normal curve is symmetrical about the expectation
value or mean at x � 0, such that the area under the curve below the mean (0.5) is the same
as that above the mean (0.5) and the variance �2 is 1. The probability of a particular value
of x for the normal distribution is obtained by calculating the area under curve B, usually
between �x and �x. For x � 2, often used as an indication of a significant deviation from
the mean, the area between �2 and �2 is 0.9544. For the extreme value distribution, the
expectation value or mean of x is the value of the Euler-Mascheroni constant, 0.57722 . . .
and the variance of x, �2, is the value of 
2 / 6 � 1.6449. The probability that score S will
be less than value x, P ( S � x), is obtained by calculating the area under curve A from ��
to x, by integration of Equation 17 giving

and the probability of S � x is 1 minus this probability

For the extreme value distribution, the area below x � 0, which represents the peak or
mode of the distribution, is 1/e or 0.368 of the total area of 1, and the area above the mean
is 1 � 0.368 � 0.632. At a value of x � 2, Yev � 0.118 and P ( S � 2) � exp [ � e �2 ] �
0.873. Thus, just over 0.87 of the area under the curve is found below x � 2. An area of
0.95 is not reached until x � 3. The difference between the two distributions becomes even
greater for larger values of x. As a result, for a variable whose distribution comes from
extreme values, such as random sequence alignment scores, the score must be greater than
expected from a normal distribution in order to achieve the same level of significance.

The above equations are modified for use with scores obtained in an analysis. For a vari-
able x that follows the normal distribution, values of x are used to estimate the mean m and
standard deviation � of the distribution, and the probability curve given by Equation 18
then becomes

The probability of a particular value of x can be estimated by using m and � to estimate the
number of standard deviations from the mean, Z, where Z � (x – m)/�. Similarly, Equa-
tions 17 and 20 can be modified to accommodate the extreme values such as sequence
alignment scores

P (S � x) � 1 � exp [� e��(x � u)] (22)

Yn � 1/(��(2
)) exp [� (x � m)2/2�2] (21)

P (S � x) � 1 � exp[ � e�x] (20)

P (S � x) � exp [� e�x] (19)

Yn � 1/�(2�
�)� exp [(� x2)/2] for the normal distribution (18)
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where u is the mode, highest point, or characteristic value of the distribution, and � is
the decay or scale parameter. As is apparent in Equation 22, � converts the experimen-
tally measured values into standard values of x after subtraction of the mode from each
score.

It is quite straightforward to calculate u and �, and several methods using alignment
scores are discussed on the book Web site. There is an important relationship between u
and �, and the mean and standard deviation of a set of extreme values. The mean and stan-
dard deviation do not only apply to the normal distribution, but in fact are mathemati-
cally defined for any probability distribution. The mean of any set of values of a variable
may always be calculated as the sum of the values divided by their number. The mean m
or expected value of a variable x, E (x), is defined as the first moment of the values of the
variable around the mean. From this definition, the mean is that number from which the
sum of deviations to all values is zero. The variance �2 is the second moment of the values
about the mean and is the sum of the squares of the devations from the mean divided by
the number of observations less one (n � 1). The mean x and standard deviation � of a
set of extreme values can be calculated in the same way, and then u and � can be calculat-
ed using the following equations derived by mathematical evaluation of the first and sec-
ond moments of the extreme value distribution (Gumbel 1962; Altschul and Erickson
1986).

where 
 was already introduced. Equation 23 is derived from the ratio of the variance �2

of the two distributions in Figure 3.17, or 1 to 
2 / 6. Equation 24 is derived from the
observation that the mode or the EV distribution (zero in Fig. 3.17) has the value of 
 less
than the mean. However, the value of 
 must be scaled by the ratio of the standard devia-
tions. Hence 
 / � is subtracted from the mean. This method of calculating u and � from
means and standard deviations is called the method of moments.

As with the normal distribution, z scores may be calculated for each extreme value x,
where z � (x – m) / � is the number of standard deviations from the mean m to each score.
z scores are used by the FASTA, version 3, programs distributed by W. Pearson (1998).
Equation 22 may be written in a form that directly uses z scores to evaluate the probabil-
ity that a particular score Z exceeds a value z,

For sequence analysis, u and � depend on the length and composition of the sequences
being compared, and also on the particular scoring system being used. They can be calcu-
lated directly or estimated by making many alignments of random sequences or shuffled
natural sequences, using a scoring system that gives local alignments. The parameters will
change when a different scoring system is used. Examples of programs that calculate these
values are given below.

For alignments that do not include any gaps, u and � may be calculated from the scor-
ing matrix. The scaling factor � is calculated as the value of x, which satisfies the condition

P (Z � z) � 1 � exp (� e�1.2825 z � 0.5772) (25)

� � 
 / (��6�) � 1.2825 / � (23)

u � x � 
 / � � x � 0.4500 � (24)
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where pi and pj are the respective fractional representations of residues i and j in the
sequences, and sij is the score for a match being i and j, taken from a log odds scoring
matrix. u, the characteristic value of the distribution, is given by (Altschul and Gish 1996)

where m and n are the sequence lengths and K is a constant that can also be calculated from
the values of pi and sij. Note that this value originates from the coin toss analysis that gave
rise to Equation 14. Combining Equations 25 and 27 eliminates u and gives the following
relationship

To facilitate calculations, a sequence alignment score S may also be normalized to pro-
duce a score S�. The effect of normalization is to change the score distribution into the
form shown above in Figure 3.17 with u � 0 and � � 1. From Equation 28, S� is calculat-
ed by

The probability of P (S� � x) is then given by Equation 20 with S � S�

The probability of a particular normalized score may then be readily calculated. This capa-
bility depends on a determination of the � and K to calculate the normalized scores S� by
Equation 30.

The probability function P(S� � x) decays exponentially in x as x increases and P(S� �
x) � 1 � exp [ � e �x ] �� e �x. Consequently, an important approximation for Equa-
tions 29 and 31 for the significant part of the extreme value distribution where x � 2 is
shown in Equations 32 and 33. Note that the replacement equations are single and not
double exponentials.

P (S � x) � Kmn e��x (32)

P (S� � x) � e�x (33)

P (S� � x) � 1 � exp [� e�x] (31)

S� � �S � ln Kmn (30)

P (S � x) � 1 � exp [� e� �(x � u)]

� 1 � exp [ � e� �(x � (ln Kmn) / �)]

� 1 � exp [� e� �x � ln Kmn] (28)

� 1 � exp [� Kmn e��x] (29)

u � (ln Kmn) / � (27)

� pi pj esijx � 1 (26)
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A comparison of probability calculations using this approximation instead of that given in
Equation 31 is shown in Table 3.9. For x � 2, the estimates differ by less than 2%. The esti-
mate given in Equation 32 also provides a quicker method for estimating the significance
of an alignment score.

A Quick Determination of the Significance of an Alignment Score

Scoring matrices are most useful for statistical work if they are scaled in logarithms to the
base 2 called bits. Scaling the matrices in this fashion does not alter their ability to score
sequence similarities, and thereby to distinguish good matches from poor ones, but does
allow a simple estimation of the significance of an alignment. The actual alignment may
then be calculated by summing the matrix values for each of the aligned pairs, using matrix
values in bit units. If the actual alignment score in bits is greater than expected for align-
ment of random sequences, the alignment is significant.

For a typical amino acid scoring matrix and protein sequence, K � 0.1 and � depends
on the values of the scoring matrix. If the log odds matrix is in units of bits as described
above, then � � loge2 � 0.693, and the following simplified form of Equation 32 may be
derived (Altschul 1991) by taking logarithms to the base 2 and setting p as the probability
of the scores of random or unrelated alignments reaching a score of S or greater

then S, the score corresponding to probability P, may be obtained by rearranging terms of
Equation 34 as follows

Since for most scoring matrices K � 0.1 and choosing P � 0.05, the first term is 1, and the
second term in Equation 35 becomes the most important one for calculating the score
(Altschul 1991), thus giving

S � log2 (nm) (36)

S � log2 (Kmn) � log2P

� log2 (K/P) � log2(nm) (35)

log2p � log2 (Kmn e��S)

� log2 (Kmn) � log2(e��S)

� log2 (Kmn) � (loge(e��S))/loge2

� log2 (Kmn) � �S/loge2

� log2 (Kmn) � S (34)

Table 3.9. Approximation of P(S’ � x) by e �x

x 1–exp [ � e �x ] e –x

0 0.63 1
1 0.308 0.368
2 0.127 0.135
3 0.0486 0.0498
4 0.0181 0.0183



The Importance of the Type of Scoring Matrix for Statistical Analyses

Using a log odds matrix in bit units simplifies estimation of the significance of an align-
ment. The Dayhoff PAM matrices, the BLOSUM matrices, and the nucleic acid PAM scor-
ing matrices are examples of this type. Such matrices are also useful for finding local align-
ments because the matrix includes both positive and negative values. Another important
feature of the log odds form of the scoring matrix is that this design is optimal for assess-
ing statistical significance of alignment scores. A set of matrices, each designed to detect
similarity between sequences at a particular level, is best for this purpose. Use of a matrix
that is designed for aligning sequences that have a particular level of similarity (or evolu-
tionary distance) assures the highest-scoring alignment and therefore the very best esti-
mate of significance. Thus, lower-numbered PAM matrices are most suitable for aligning
sequences that are more similar. In the above example, the Dayhoff PAM250 matrix
designed for sequences that are 20% similar was used to align sequences that are approxi-

Example: Using the Extreme Value Distribution to Calculate the Significance of a 
Local Alignment 

Suppose that two sequences approximately 250 amino acids long are aligned by the
Smith-Waterman local alignment algorithm using the PAM250 matrix and a high
gap score to omit gaps from the alignment, and that the following alignment is found.

FWLEVEGNSMTAPTG
FWLDVQGDSMTAPAG

1. By Equation 36, a significant alignment between unrelated or random
sequences will have a score of S � log2(nm) � log2(250 � 250) � 16 bits.

2. The score of the above actual alignment is 75 using the scores in the Dayhoff
mutation data matrix (MDM) that provides log odds scores at 250 PAMs evo-
lutionary distance.

3. A correction to the alignment score must be made because the MDM table at
250 PAMs is not in bit units but in units of logarithm to the base 10, multiplied
by 10. These MDM scores actually correspond to units of 1/3 bits ([MDM score
in units of log10] � 10 � [MDM score in bits of log2 � log210 ] / 10 � [MDM
score in units of log10 � 10] � 0.333). Thus, the score of the alignment in bits
is 75/3 � 25 and 9 bits greater than the 16 expected by chance. Therefore, this
alignment score is highly significant.

4. Altschul and Gish (1996) have provided estimates of K � 0.09 and � � 0.229
for the PAM250 scoring matrix, for a typical amino acid distribution and for an
alignment score based on using a very high gap penalty. By Equations 3.30 and
3.31, S� � 0.229 � 75 � ln (0.09 � 250 � 250) � 17.18 � 8.63 � 8.55 bits, and
P(S� � 8.55) � 1 � exp [� e�8.55] � 1.9 � 10�4. Thus, the chance that an
alignment between two random sequences will achieve a score greater than or
equal to 75 using the MDM matrix is 1.9 � 10�4. Note that the calculated S� of
8.55 bits in step 4 is approximately the same as the 9 bits calculated by the sim-
pler method in step 3.

5. The probability may also be calculated by the approximation given in Equation
3.33 P (S� � x) � e �x � e�8.55 � 1.9 � 10�4.
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mately 20% identical and 50% similar (identities plus common replacements in the align-
ment). Using a lower PAM120 matrix produces a slightly higher score for this alignment,
and thus increases the significance of the alignment score.

Another important parameter of the scoring matrix for statistical purposes is the expect-
ed value of the average amino acid pair, calculated as shown in Equation 37. This value
should be negative if alignment scores for the matrix are to be used for statistical tests, as
performed in the above example. Otherwise, in any aligned pair of sequences the scores
will increase with length faster than the logarithm of the length. Not all scoring matrices
will meet this requirement. To calculate the expected score (E), the score for each amino
acid pair (sij) is multiplied by the fractional occurrences of each amino acid (pi and pj). This
weighted score is then summed over all of the amino acid pairs. The expected values of the
log odds matrices such as the Dayhoff PAM, BLOSUM, JTT, JO93, PET91, and Gonnet92
matrices all meet this statistical requirement.

For example, for the PAM120 matrix in one-half bits E � �1.64 and for PAM160 in one-
half bits, E � �1.14. Thus, scores obtained with these matrices may be used in the above
statistical analysis. Ungapped alignment scores obtained using the BLOSUM62 matrix may
also be subject to a significance test, as described above for the PAM matrices. The test is
valid because the expect score for a random pair of amino acids is negative (E � �0.52).
Because the matrix is in half-bit units, the alignment is significant when a score exceeds
16/0.52 � 32 half-bits.

To assist in keeping track of information, scoring matrices have appeared in a new for-
mat suitable for use by many types of programs. An example is given in Figure 3.18. The
matrix includes: (1) the scale of the matrix and the value of the statistical parameter �; (2)
E, the expect score of the average amino acid pair in the matrix, which if negative assures
that local alignments will be emphasized (Eq. 37); (3) H, the information content or
entropy of the matrix (Eq. 3) giving the ability of the matrix to discriminate related from
unrelated sequence alignments, not shown here; and (4) suitable gap penalties. The BLO-
SUM matrices are also available in this same format.

Significance of Gapped, Local Alignments

When random sequences of varying lengths are optimally aligned with the Smith-Water-
man dynamic programming algorithm using an appropriate scoring matrix and gap penal-
ties, the distribution of scores also matches the extreme value distribution (Altschul and
Gish 1996). Similarly, in optimally aligning a given sequence to a database of sequences,
and after removing the high scores of the closely related sequences, the scores of the unre-
lated sequences also follow this distribution (Altschul et al. 1994; Pearson 1996, 1998). In
these and other cases, optimal scores are found to increase linearly with log (n), where n is
the sequence length. Equation 36 predicts that the optimal alignment score (x) expected
between two random or unrelated sequences should be proportional to the logarithm of
the product of the sequence lengths, x � log2(nm). If the sequence lengths are approxi-
mately equal, n � m, then x should be proportional to log2(n2) � 2 log2(n), and the pre-
dicted score should also increase linearly with log(n). log2(n) is equivalent to log(n)
because, to change the base of a logarithm, one merely multiplies by a constant. In com-
paring one sequence of length m to a sequence database of length n, m is a constant and

E � �
20

i � 1
�

i

j � 1

pi pj sij (37)
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the predicted score should increase linearly as log(n). This log(n) relationship has been
found in several studies of the distribution of optimal local alignment scores that have
included gap penalties (Smith et al. 1985; Arratia et al. 1986; Collins et al. 1988; Pearson
1996, 1998; for additional references, see Altschul et al. 1994). Thus, the same statistical
methods described above for assessing the significance of ungapped alignment scores may
also be used for gapped alignment scores. Methods for calculating the parameters K and �
for a given combination of scoring matrix methods and gap penalties are described on the
book Web site.

Methods for Calculating the Parameters of the Extreme Value Distribution

In the analysis by Altschul and Gish (1996), 10,000 random amino acid sequences of vari-
able lengths were aligned using the Smith-Waterman method and a combination of the
scoring matrix and a reasonable set of gap penalties for the matrix. The scores found by
this method followed the same extreme value distribution predicted by the underlying sta-
tistical theory. Values of K and � were then estimated for each combination by fitting the
data to the predicted extreme value distribution. Some representative results are shown in

Figure 3.18. Example of BLASTP format of the Dayhoff MDM giving log odds scores at 120 PAMs. Note that the matrix has
mirror-image copies of the same score on each side of the main diagonal. Besides the standard single-letter amino acid sym-
bols, there are four new symbols, B, Z, X, *. B is the frequency-weighted average of entries for D and N pairs, Z similarly for
Q and E entries, X similarly for all pairs in each row, and * is the lowest score in the matrix for matches with any other
sequence character that may be present.
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Table 3.10. Readers should consult Tables V–VII in Altschul and Gish (1996) for a more
detailed list of the gap penalties tested.

Altschul and Gish (1996) have cautioned users of these statistical parameters. First, the
parameters were generated by alignment of random sequences that were produced assum-
ing a particular amino acid distribution, which may be a poor model for some proteins.
Second, the accuracy of � and K cannot be estimated easily. Finally, for gap costs that give
values of H � 0.15, the optimal alignment length is a significant fraction of the sequence
lengths and produces a source of error called the edge effect. The effect occurs when the
expected length of an alignment is a significant fraction of the sequence length, and, as dis-
cussed earlier, alignments between sequences that overlap at their ends cannot be com-
pleted. The expected length is then subtracted from the sequence length before � is esti-
mated. If no such correction is done, � may be overestimated.

These values for gap penalties should also not be construed to represent the best
choice for a given pair of sequences or the only choices, simply because the statistical
parameters are available. The process of choosing a gap penalty remains a matter of rea-
soned choice. In trying the effects of varying the gap penalty, it is important to recognize
that as the gap penalty is lowered, the alignments produced will have more gaps and will
eventually change from a local to a global type of alignment, even though a local align-
ment program is being used. In contrast, higher H values are generated by a very large
gap penalty and produce alignments with no gaps (Table 3.10), thus suggesting an
increased ability to discriminate between related and unrelated sequences. In this
respect, Altschul and Gish (1996) note that beyond a certain point increasing the gap

Table 3.10. Statistical parameters for combination of scoring matrices and affine
gap penalties

Gap opening Gap extension 
Scoring matrix penaltyb penaltyb K � Hc

BLOSUM50 �a 0-� 0.232 0.110 0.34
BLOSUM50 15 8–15 0.090 0.222 0.31
BLOSUM50 11 8–11 0.050 0.197 0.21
BLOSUM50 11 1 — — —

BLOSUM62 �a 0-� 0.318 0.130 0.40
BLOSUM62 12 3–12 0.100 0.305 0.38
BLOSUM62 8 7–88 0.060 0.270 0.25
BLOSUM62 7 1 — — —

PAM250 �a 0-� 0.229 0.090 0.23
PAM250 15 5–15 0.060 0.215 0.20
PAM250 10 8-10 0.031 0.175 0.11
PAM250 11 1 — — —

Dashes indicate that no value can be calculated because the relationship between alignment
score and sequence length is linear and not logarithmic, indicating that the alignment is glob-
al, not local, in character. Statistical significance may not be calculated for these gap penalty-
scoring matrix combinations. The corresponding values for gap penalties define approximate
lower limits that should be used.

a A value of � for gap penalty will produce alignments with no gaps.
b The penalty for a gap opening of length 1 is the value of the gap opening penalty shown.

The gap extension penalty is not added until the gap length is 2. Make sure that the alignment
program uses this same scheme for scoring gaps. The extension penalty is shown over a range
of values; values within this range did not change K and �.

c The entropy in units of the natural logarithm.
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extension penalty does not change the parameters, indicating that most gaps in their
simulations are probably of length 1. However, reducing the gap penalty can also allow
an alignment to be extended and create a higher scoring alignment. Eventually, howev-
er, the optimal local alignment score between unrelated sequences will lose the log length
relationship with sequence length and become a linear function. At this point, gap penal-
ties are no longer useful for obtaining local alignments and the above statistical rela-
tionships are no longer valid.

The higher the H value, the better the matrix can distinguish related from unrelated
sequences. The lower the value of H, the longer the expected alignment. These conditions
may be better if a longer alignment region is required, such as testing a structural or func-
tional model of a sequence by producing an alignment. Conversely, scoring parameters
giving higher values of H should produce shorter, more compact alignments. If H � 0.15,
the alignments may be very long. In this case, the sequences have a shorter effective length
since alignments starting near the ends of the sequences may not be completed. This edge
effect can lead to an overestimation of � but was corrected for in the above table (Altschul
and Gish 1996).

Unfortunately, the above method for calculating the significance of an alignment score
may not be used to test the significance of a global alignment score. The theory does not
apply when these same substitution matrices are used for global alignments. Transforma-
tion of these matrices by adding a fixed constant value to each entry or by multiplying each
value by a constant has no effect on the relative scores of a series of global alignments.
Hence, there is no theoretical basis for a statistical analysis of such scores as there is for
local alignments (Altschul 1991).

As discussed in Chapter 7, two programs are commonly used for database similarity
searches: FASTA and BLAST. These programs both calculate the statistical significance of
the higher scores found with similar sequences, but the types of analyses used to deter-
mine the statistical significance of these scores are somewhat different. BLAST uses the
value of K and � found by aligning random sequences and Equation 29, where n and m
are shortened to compensate for inability of ends to align. FASTA calculates the statisti-
cal significance using the distribution of scores with unrelated sequences found during
the database search. In effect, the mean and standard deviation of the low scores found in
a given length range are calculated. These scores represent the expected range of scores of
unrelated sequences for that sequence length (recall that the local alignment scores
increase as the logarithm of the sequence length). The number of standard deviations to
the high scores of related sequences in the same length range (z score) is then determined.
The significance of this z score is then calculated according to the extreme value distribu-
tion expected of the z scores, given in Equation 25. This method is discussed in greater
detail in Chapter 7. Pearson (1996) showed that these two methods are equally useful in
database similarity searches for detecting sequences more distantly related to the input
query sequence.

Pearson (1996) has also determined the influence of scoring matrices and gap penal-
ties on alignment scores of moderately related and distantly related protein sequences in
the same family. For two examples of moderately related sequences, the choice of scor-
ing matrix and gap penalties (gap opening penalty followed by penalty for each addi-
tional gap position) did not matter, i.e., BLOSUM50 �12/�2, BLOSUM62 �8/�2,
Gonnet93 �10/�2, and PAM250 �12, �2 all produced statistically significant scores.
The scores of distantly related proteins in the same family depended more on the choice
of scoring matrix and gap penalty, and some scores were significant and others were not.
Pearson recommends using caution in evaluating alignment scores using only one par-
ticular combination of scoring matrix and gap penalties. He also suggests that using a
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larger gap penalty, e.g., �14, �2 with BLOSUM50, can increase the selectivity of a
database search for similarity (fewer sequences known to be unrelated will receive a sig-
nificant alignment score).

A difficulty encountered by FASTA in calculating statistical parameters during a
database search is that of distinguishing unrelated from related sequences, because only
scores of unrelated sequences must be used. As score and sequence length information
is accumulated during the search, the scores will include high, intermediate, and some-
times low scores of sequences that are related to the query sequence, as well as low scores
and sometimes intermediate and even high scores of unrelated sequences. As an exam-
ple, a high score with an unrelated database sequence can occur because the database
sequence has a region of low complexity, such as a high proportion of one amino acid.
Regardless of the reason, these high scores must be pruned from the search if accurate
statistical estimates are to be made. Pearson (1998) has devised several such pruning
schemes, and then determined the influence of the scheme on the success of a database
search at demonstrating statistically significant alignment scores among members of the
same protein family or superfamily. However, no particular scheme proved to be better
than another.

Example: Use of the Above Principles to Estimate the Significance of a Smith-
Waterman Local Alignment Score

The alignment shown in step 1 in the next example box is a local alignment between
the phage � and P22 repressor protein sequences used previously. The alignment is
followed by a statistical analysis of the score in steps 2 and 3. To perform this analy-
sis, the second sequence (the P22 repressor sequence) was shuffled 1000 times and
realigned with the first sequence to create a set of random alignments. Two types of
shuffling are available: first, a global type of shuffling in which random sequences are
assembled based on amino acid composition and, second, a local one in which the
random sequences are assembled by random selection of an amino acid from a slid-
ing window of length n in the original sequence in order to preserve local amino acid
composition as described on page 98 (an example of a global analysis is shown in step
2). The distribution of scores in each case was fitted to the extreme value distribution
(Altschul and Gish 1996) to obtain estimates of � and K to be used in the estimation
of significance.

The program and parameters used were LALIGN (see Table 3.1 , p. 66), which
produces the highest-scoring n independent alignments and which was described
previously (p. 75), and the scoring matrix BLOSUM50 with a gap opening penalty of
�12 and �2 for extra positions in the gap, with end gaps weighted. These programs
do not presently have windows or Web page interfaces, and must be run using com-
mand line options.

The program PRSS performs a statistical analysis based on the correct statistical
distribution of alignment scores, as shown below. PRSS version 3 (PRSS3) gives the
results as z scores.



Example: Estimation of Statistical Significance of a Local Alignment Score

1. Optimal alignment of phage � and P22 repressor sequences using the program
LALIGN. The command line used was lalign -f -12 -g -2 lamc1.pro p22c2.pro
3� results.doc. The -f and -g flags indicate the gap opening and extension
parameters to be used, and are followed by the sequence files in FASTA format,
then a request for 3 alignments. No scoring matrix was specified and the default
BLOSUM50 matrix was therefore used. Program output is directed to the file
results.doc, as indicated by the symbol �. The alignment shown is the highest-
scoring or optimal one using this scoring matrix and these gap penalties. The
next two alignments reported were only 9 and 15 amino acids long and each one
had a score of 35 (not shown). As discussed in the text, these alignments are
produced by repeatedly erasing the previous alignment from the dynamic pro-
gramming matrix and then rescoring the matrix to find the next best alignment.
The fact that the first alignment has a much higher score than the next two is an
indication that (1) there are no other reasonable alignments of these sequences
and (2) the first alignment score is highly significant.

2. Statistical analysis with program PRSS using a global shuffling strategy. The
program prompts for input information and requests the name of a file for sav-
ing output. The second sequence has been shuffled 1000 times conserving
amino acid composition, and realigned to the first sequence. The distribution of
scores is shown. Fitting the extreme value distribution to these scores provides
an estimate of � and K needed for performing the statistical estimate by Equa-
tion 31. Recent versions of PRSS estimate these parameters by the method of
maximum likelihood estimation (Mott 1992; W. Pearson, pers. comm.)
described on the book Web site.
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 lamc1.pro, 237 aa vs p22c2.pro

       s-w  est
< 24    0    0:
  26    0    0:
  28    3    1:*==
  30   13    6:=====*=======
  32   27   21:====================*======
  34   68   50:=================================================*
  36   98   84:=================================================*
  38  128  111:=================================================*
  40  129  123:=================================================*
  42  105  121:=================================================*
  44  110  108:=================================================*
  46   63   91:=================================================*
  48   75   72:=================================================*
  50   35   56:===================================              *
  52   48   42:=========================================*======
  54   30   32:============================== *
  56   19   23:===================   *
  58   17   16:===============*=
  60    6   13:======      *
  62    7    9:======= *
  64    7    6:=====*=
  66    2    5:==  *
  68    4    3:==*=
  70    0    2: *
  72    1    2:=*
  74    0    1:*
  76    1    1:*
  78    2    1:*=
  80    0    0:
  82    0    0:
  84    0    0:
  86    1    0:=
  88    1    0:=
  90    0    0:
  92    0    0:
  94    0    0:
> 96    0    0: O
 216000 residues in  1000 sequences,
 BLOSUM50 matrix, gap penalties: -12,-2
 unshuffled s-w score: 401; shuffled score range: 30 - 89
Lambda: 0.16931 K: 0.020441; P(401)= 3.7198e-27
For 1000 sequences, a score >=401 is expected 3.72e-24 times
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The above method does not necessarily ensure that the choice of scoring matrix and gap
penalties provides a realistic set of local alignment scores. In the comparable situation of
matching a test sequence to a database of sequences, the scores also follow the extreme
value distribution. For this situation, Mott (1992) has explained that for local alignments
the end point of the alignment should on the average be half-way along the query
sequence, and for global alignments, the end point should be beyond that half-way point.
Pearson (1996) has pointed out that the presence of known, unrelated sequences in the
upper part of the curve where E � 1 (see Chapter 7) can be an indication of an inappro-
priate scoring system.

The Statistical Significance of Individual Alignment Scores between Sequences and the
Significance of Scores Found in a Database Search Are Calculated Differently

In performing a database search between a query sequence and a sequence database, a
new comparison is made for each sequence in the database. Alignment scores between
unrelated sequences are employed by FASTA to calculate the parameters of the extreme
value distribution. The probability that scores between unrelated sequences could reach
as high as those found for matched sequences can then be calculated (Pearson 1998).
Similarly, in the database similarity search program BLAST, estimates of the statistical
parameters are calculated based on the scoring matrix and sequence composition. The
parameters are then used to calculate the probability of finding conserved patterns by
chance alignment of unrelated sequences (Altschul et al. 1994). When performing such
database searches, many trials are made in order to find the most strongly matching
sequences.

As more and more comparisons between unrelated sequences are made, the chance that
one of the alignment scores will be the highest one yet found increases. The probability of
finding a match therefore has to be higher than the value calculated for a score of one
sequence pair. The length of the query sequence is about the same as it would be in a nor-
mal sequence alignment, but the effective database sequence is very large and represents
many different sequences, each one a different test alignment. Theory shows that the Pois-
son distribution should apply (Karlin and Altschul 1990, 1993; Altschul et al. 1994), as it
did above for estimating the parameters of the extreme value distribution from many
alignments between random sequences.

The probability of observing, in a database of D sequences, no alignments with
scores higher than the mean of the highest possible local alignment scores s is given by
e�Ds, and that of observing at least one score s is P � 1 � e�Ds. For the range of values
of P that are of interest, i.e., P � 0.1, P � Ds. If two sequences are aligned by PRSS
as given in the above example, and the significance of the alignment is calculated, two
scores must be considered. The probability of the score may first be calculated using
the estimates of � and K. Thus, in the phage repressor alignment, P(s � 401) �
3.7. � 10�27. However, to estimate the EV parameters, 1000 shuffled sequences
were compared, and the probability that one of those sequences would score as high as
401 is given by Ds, or 1000 � 3.7 � 10�27 � 3.7 � 10�24. These numbers are also
shown in the statistical estimates computed by PRSS. Finally, if the score had arisen
from a database search of 50,000 sequences, the probability of a score of 401 among this
many sequence alignments is 5 � 10�19, still a small number, but 50,000 larger than
that for a single comparison. These probability calculations are used for reporting the
significance of scores with database sequences by FASTA and BLAST, as described in
Chapter 7.
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SEQUENCE ALIGNMENT AND EVOLUTIONARY DISTANCE ESTIMATION BY BAYESIAN
STATISTICAL METHODS

A recent development in sequence alignment methods is the use of Bayesian statistical
methods to produce alignments between pairs of sequences (Zhu et al. 1998) and to cal-
culate distances between sequences (Agarwal and States 1996). Before discussing these
methods further, we provide some introductory comments about Bayesian probability.

Introduction to Bayesian Statistics

Bayesian statistical methods differ from other types of statistics by the use of conditional
probabilities. These probabilities are used to derive the joint probability of two events or con-
ditions. An example of a conditional probability is P(B A), meaning the probability of B,
given A, whereas P(B) is the probability of B, regardless of the value of A. Suppose that A can
have two states, A1 and A2, and that B can also have two states, B1 and B2, as shown in Table
3.11. These states might, for instance, correspond to two allelic states of two genes. Then,
P(B) � P(B1) � P(B2) � 1 and P(A) � P(A1) � P(A2) � 1. Suppose, further, that the prob-
ability P(B1) � 0.3 is known. Hence P(B2) � 1 � 0.3 � 0.7. In our genetic example, each
probability might correspond to the frequency of an allele, for which p and q are often used.
These probabilities P(B1), etc., can be placed along the right margins of the table as the
respective sum of each row or column and are referred to as the marginal probabilities.

Interest is now focused on filling in the missing data in the middle two columns of the
table. The probability of A1 and B1 occurring together (the value to be entered in row B1
and column A1) is called the joint probability, P(B1 and A1) (also denoted P[B1, A1]). The
marginal probability P(A1) is also missing. The available information up to this point,
called the prior information, is not enough to calculate the joint probabilities. With addi-
tional data on the co-occurrence of A1 with B1, etc., these joint probabilities may be
derived by Bayes’ rule. Suppose that the conditional probabilities P(A1 B1) � 0.8 and
P(A2 B2) � 0.70 are known, the first representing, for example, the proportion of a pop-
ulation with allele B1 that also has allele A1. First, note that P(A1 B1) � P(A2 B1) � 1,
and hence that P(A2 B1) � 1.0 – 0.8 � 0.2. Similarly, P(A1 B2) � 1.0 – 0.70 � 0.3. Then
the joint probabilities and other conditional probabilities may be calculated by Bayes’ rule,
illustrated using the joint probability for A1 and B1 as an example.

Thus, P(A1 and B1) � P(B1) � P(A1 B1) � 0.3 � 0.8 � 0.24, and P(A2 and B2) � P(B2)
� P(A2 B2) � 0.7 � 0.7 � 0.49. The other joint probabilities may be calculated by sub-
traction; e.g., P(A2 and B1) � P(B1) � P(A1 and B1) � 0.30 � 0.24 � 0.06. To calculate

P(A1 and B1) � P(B1) P(A1 B1) (38)

P(A1 and B1) � P(A1) P(B1 A1) (39)

Table 3.11. Prior information for
a Bayes analysis

A1 A2

B1 0.3
B2 0.7

1.0
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P(A1) and P(A2), the joint probabilities in each column may be added, thereby complet-
ing the additions to the table, and shown in Table 3.12.

However, note that P(A1) may also be calculated in the following manner,

Other conditional probabilities may be calculated from Equations 38 and 39 by rear-
ranging terms and by substituting Equation 40, and the following form of Bayes’ rule may
be derived,

Using Equation 41, P(B2 A1) � 0.7 � 0.30 / [0.3 � 0.80 � 0.7 � 0.3] � 0.467, and also
P(B1 A1) � 1.0 – 0.467 � 0.533. Such calculated probabilities are called posterior proba-
bilities or posteriors, as opposed to the prior probabilities or priors initially available. Thus,
based on the priors and additional information, application of Bayes’ rule allows the cal-
culation of posterior estimates of probabilities not initially available. This procedure of
predicting probability relationships among variables may be repeated as more data are col-
lected, with the existing model providing the prior information and the new data provid-
ing the information to derive a new model. The initial beliefs concerning a parameter of
interest are expressed as a prior distribution of the parameter, the new data provide a like-
lihood for the parameter, and the normalized product of the prior and likelihood (Eq. 41)
forms the posterior distribution.

Example: Bayesian Analysis

Another illustrative example of a Bayesian analysis is the game played by Monty Hall
in the television game show “Let’s Make a Deal.” Behind one of three doors a prize is
placed by the host. A contestant is then asked to choose a door. The host opens one
door (one that he knows the prize is not behind) and reveals that the prize is not
behind that door. The contestant is then given the choice of changing to the other
door of the three to win. The initial or prior probability for each door is 1/3, but after
the new information is provided, these probabilities must be revised. The original
door chosen still has a probability of 1/3, but the second door that the prize could be
behind now has a probability of 2/3. These new estimates are posterior probabilities
based on the new information provided.

P(B2 A1) � P(A1 and B2) / P(A1)

� P(B2) P(A1 B2) / P(A1)

� P(B2) P(A1 B2) / [P(B1) P(A1 B1) � P(B2) P(A1 B2)] (41)

P(A1) � P(A1 and B1) � P(A1 and B2)

� P(B1) P(A1 B1) � P(B2) P(A1 B2) (40)

Table 3.12. Completed table of
joint and marginal probabilities

A1 A2

B1 0.24 0.06 0.3
B2 0.21 0.49 0.7

0.45 0.55 1.0
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In the above example, note that the joint probability of A1 and B1 [P(A1 and B1)] is not
equal to the product of P(A1) and P(B1); i.e., 0.24 is not equal to 0.3 � 0.45 � 0.135. Such
would be the case if the states of A and B were completely independent; i.e., if A and B were
statistically independent variables as, for example, in a genetic case of two unlinked genes
A and B. In the above example, the state of one variable is influencing the state of the other
such that they are not independent of each other, as might be expected for linked genes in
the genetic example.

A more general application of Bayes’ rule is to consider the influence of several variables
on the probability of an outcome. The analysis is essentially the same as that outlined
above. To see how the method works with three instead of two values of a variable, think
first of an example of three genes, each having three alleles, and of deriving the corre-
sponding conditional probabilities. The resulting joint probabilities will depend on the
choice made of the three possible values for each variable. To go even farther, instead of a
small number of discrete sets of alternative values of a variable, Bayesian statistical meth-
ods may also be used with a large number of values of variables or even with continuous
variables.

For sequence analysis by Bayesian methods, a slightly different approach is taken.
The variables may include combinations of possible alignments, gap scoring systems,
and log odds substitution matrices. The most probable alignments may then be identi-
fied. The scoring system used for sequence alignments is quite readily adapted to such
an analysis. In an earlier discussion, it was pointed out that a sequence alignment score
in bits is the logarithm to the base 2 of the likelihood of obtaining the score in align-
ments of related sequences divided by the likelihood of obtaining the score in align-
ments of unrelated sequences. It was also indicated that the highest alignment score
should be obtained if the scoring matrix is used that best represents the nucleotide or
amino acid substitutions expected between sequences at the same level of evolutionary
distance. Bayesian methodology carries this analysis one step farther by examining the
probabilities of all possible alignments of the sequences using all possible variations of
the input parameters and matrices. These selections are the prior information for the
Bayesian statistical analysis and provide various estimates of the alignment that allow
us to decide on the most probable alignments. The alignment score for each combina-
tion of these variables provides an estimate of the probability of the alignment. By using
equations of conditional probability such as Equation 41, posterior information on the
probability of alignments, gap scoring system, and substitution matrix can be obtained.
For further reading, a Bayesian bioinformatics tutorial by C. Lawrence is available at
http://www.wadsworth.org/resnres/bioinfo/.

Application of Bayesian Statistics to Sequence Analysis

To use an example from sequence analysis, a local alignment score (s) between two
sequences varies with the choice of scoring matrix and a gap scoring system. In the
previous sections, an amino acid scoring matrix was chosen on the basis of its per-
formance in identifying related sequences. Gap penalties were then chosen for a partic-
ular scoring matrix on the basis of their performance in identifying known sequence
relationships and of their keeping a local alignment behavior by the increase in score
between unrelated sequences remaining a logarithmic function of sequence length.
The alignment score expressed in bit units was the ratio of the alignment score expect-
ed between related sequences to that expected between unrelated sequences, expressed
as a logarithm to the base 2. The scores may be converted to an odds ratio (r) using
the formula r � 2s. The probability of such a score between unrelated or random
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sequences can then be calculated using the parameters for the extreme value distri-
bution for that combination of scoring matrix and gap penalty. Finally, the above
analysis may provide several different alignments, without providing any information
as to which is the most likely. With the application of Bayesian statistics, the approach
is different.

The application of Bayesian statistics to this problem allows one to examine the effect
of prior information, such as the chosen amino acid substitution matrix, on the prob-
ability that two sequences are homologous. The method provides a posterior probabil-
ity distribution of all alignments taking into account all possible scoring systems. Thus,
the most likely alignments and their probabilities may be determined. This method cir-
cumvents the need to choose a particular scoring matrix and gap scoring system
because a range of available choices can be tested. The approach also provides condi-
tional posterior distributions on the gap number and substitution matrix. Another
application of Bayes statistics for sequence analysis is to find the PAM DNA substitu-
tion matrix that provides the maximum probability of a given level of mismatches
in a sequence alignment, and thus to predict the evolutionary distance between the
sequences.

Bayesian Evolutionary Distance

Agarwal and States (1996) have applied Bayesian methods to provide the best estimate
of the evolutionary distance between two DNA sequences. The examples used are
sequences of the same length that have a certain level of mismatches. Consequently,
there are no gaps in the alignment between the sequences. Sequences of this type origi-
nated from gene duplication events in the yeast and Caenorhabditis elegans genomes.
When there are multiple mismatches between such repeated sequences, it is difficult to
determine the most likely length of the repeats. With the application of Bayesian meth-
ods, the most probable repeat length and evolutionary time since the repeat was formed
may be derived.

The alignment score in bits between sequences of this type may be calculated from the
values for matches and mismatches in the DNA PAM scoring matrices described earlier
(Table 3.6). Recall that a PAM1 evolutionary distance represents a change of 1 sequence
position in 100 and is thought to correspond roughly to an evolutionary distance of 107

years. Higher PAMN tables are calculated by multiplying the PAM1 scoring matrix by itself
n times. This Markovian model of evolution assumes that any sequence position can
change with equal probability, and subsequent changes at a site are not influenced by pre-
ceding changes at that site. In addition, a changed position can revert to the original
nucleotide at that position. The problem is to discover which scoring matrix (PAM50, 100,
etc.) gives the most likely alignment score between the sequences. This corresponding evo-
lutionary distance will then represent the time at which the sequence duplication event
could have occurred.

An approach described earlier was to evaluate the alignment scores using a series of
matrices and then to identify the matrix giving the highest similarity score. For exam-
ple, if there are 60 mismatches between sequences that are 100 nucleotides long, the
PAM50 matrix score of the alignment in bits (log2) is 40 � 1.34 � 60 � 1.04 � �8.8,
but the PAM125 matrix score is much higher, 40 � 0.65 � 60 � 0.30 � 8. When these
log odds scores in bits are converted to odds scores, the difference is 0.002 versus 256.
Thus, the PAM125 matrix provides a much better estimate of the evolutionary distance
between sequences that have diverged to this degree. The Bayesian approach continues
this type of analysis to discover the probability of the alignment as a function of each
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evolutionary distance represented by a different PAM matrix. If x is the evolutionary
distance represented by the PAMN matrix divided by 100, and k is the number of mis-
matches in a sequence of length n, then by Bayes’ rule and related formulas discussed
above

P(x k) is the probability of distance x given the sequence with k mismatches (and n � k
matches), P(k x) is the odds score for the sequence with k mismatches using the log odds
scores in the DNA PAM100x matrix, and P(x) is the prior probability of distance x (usu-
ally 1 over the number of matrices, thus making each one equally possible). The denom-
inator is the sum of the odds scores over the range of x, which is 0.01 � 4, representing
PAM1 to PAM400 (�10 million to 4 billion years) times the prior probability of each
value of x. Like the conditional probabilities calculated by Equation 42, this sum repre-
sents the area under the probability curve and has the effect of normalizing the probabil-
ity for each individual scoring matrix used. The shape of the probability curve reveals how
P(x k) varies with x. An example is shown in Figure 3.19.

The probability curves have a single mode or highest score for k � 3n/4. Because the
curves are not symmetrical about this mode but are skewed toward higher distances, the
expected value or mean of the distribution and its standard deviation are the best indica-
tion of evolutionary distance. For a sequence 100 nucleotides long with 40 mismatches, the
expected value of x is 0.60 with s � 0.11, representing a distance of �600 million years.
These estimates are different from the earlier method that was described of finding the
matrix that gives the highest alignment score, which would correspond to the mode or
highest scoring distance. Other methods of calculating evolutionary distances are
described in Chapter 6.

P(x k) � P(k x) P(x) / P(k)

� P(k x) P(x) / �x P(k x) (42)

Figure 3.19. P(x k) for sequence length n � 100 and number of mismatches k � 40 or 60. (Redrawn
from Agarwal and States 1996.)
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One difficulty with making such estimations is that the estimate depends on the
assumption that the mutation rate in sequences has been constant with time (the molecu-
lar clock hypothesis) and that the rate of mutation of all nucleotides is the same. Such
problems may be solved by scoring different portions of a sequence with a different scor-
ing matrix, and then using the above Bayesian methods to calculate the best evolutionary
distance. Another difficulty is deciding on the length of sequence that was duplicated. In
genomes, the presence of repeats may be revealed by long regions of matched sequence
positions dispersed among regions of sequence positions that do not match. However, as
the frequency of mismatches is increased, it becomes difficult to determine the extent of
the repeated region. The application of the above Bayesian analysis allows a determination
of the probability distributions as a function of both length of the repeated region and evo-
lutionary distance. A length and distance that gives the highest overall probability may then
be determined. Such alignments are initially found using an alignment algorithm and a
particular scoring matrix. Analysis of the yeast and C. elegans genomes for such repeats has
underscored the importance of using a range of DNA scoring matrices such as PAM1 to
PAM120 if most repeats are to be found (Agarwal and States 1996). One disadvantage of
the Bayesian approach is that a specific mutational model is required, whereas other meth-
ods, such as the maximum likelihood approach described in Chapter 6, can be used to esti-
mate the best mutational model as well as the distance. Computationally, however, the
Bayesian method is much more practical.

Bayesian Sequence Alignment Algorithms

Zhu et al. (1998) have devised a computer program called the Bayes block aligner which in
effect slides two sequences along each other to find the highest scoring ungapped regions

Working with Odds Scores

Odds scores, and probabilities in general, may be either multiplied or added, depend-
ing on the type of analysis. If the purpose is to calculate the probability of one event
AND a second event, the odds scores for the events are multiplied. An example is the
calculation of the odds of an alignment of two sequences from the alignment scores
for each of the matched pairs of bases or amino acids in the alignment. The odds
scores for the pairs are multiplied. Usually, the log odds score for the first pair is
added to that for the second, etc., until the scores for every pair have been added. An
odds score of the alignment in units of logarithm to the base 2 (bits) may then be cal-
culated by the formula odds score � 2 raised to the power of the log odds score. A
second type of probability analysis is to calculate the odds score for one event OR a
second event, or of a series of events (event 1 OR event 2 OR event 3). In this case,
the odds scores are added. An example is the calculation of the odds score for a given
sequence alignment using a series of alternative PAM scoring matrices. The align-
ment scores are calculated in log odds units and then converted into odds scores as
described above. The odds scores for the sequences using matrix 1 are added to the
odds score using matrix 2, then to the score using matrix 3, and so on, thereby gen-
erating the odds score for the set of matrices. From this sum of odds scores, the prob-
ability of obtaining one of the odds scores S is S divided by the sum. There are also a
number of other uses of this same type of calculation for locating common patterns
in a set of sequences by statistical methods that are discussed in Chapter 4.
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or blocks. These blocks are then joined in various combinations to produce alignments.
There is no need for gap penalties because only the aligned sequence positions in blocks are
scored. Instead of using a given substitution matrix and gap scoring system to find the
highest scoring alignment, a Bayesian statistical approach is used. Given a range of substi-
tution matrices and number of blocks expected in an alignment as the prior information,
the method provides posterior probability distributions of alignments. The Bayes aligner is
available through a licensing agreement from http://www.wadsworth.org/resnres/bioinfo.
A graphical interface for X windows in a UNIX environment and a nongraphical interface
for PCs running Windows are available. The method may be used for both protein and
DNA sequences. An alignment block between two sequences is defined as a run of one or
more identical characters in the sequence alignment that can include intervening mis-
matches but no gaps, as shown in the following example. Only the aligned blocks are iden-
tified and scored; regions of unaligned sequence and gaps between these blocks are not
scored. The probability of a given alignment is given by the product of the probabilities of
the individual alignment scores in the blocks, as indicated in the following example. The
Bayes block aligner scores every possible combination of blocks to find the best scoring
alignment.

Example: Block Alignment of Two Sequences and of the Scoring of the Alignment as 
Used in the Bayes Block Aligner (Zhu et al. 1998)

The score of the alignment is obtained by adding the log odds scores of each aligned
pair in each block. Sequence not within these blocks is not scored and there is no
penalty for gaps. Regions of both sequences that are not aligned can be present with-
in the gap. The sequence alignment score is therefore determined entirely by the
placement of block boundaries.
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Unlike the commonly used methods for aligning a pair of sequences, the Bayesian
method does not depend on using a particular scoring matrix or designated gap
penalties. Hence, there is no need to choose a particular scoring system or gap penal-
ty. Instead, a number of different scoring matrices and range of block numbers up to
some reasonable maximum are examined, and the most probable alignments are
determined. The Bayesian method provides a distribution of alignments weighted
according to probability and can also provide an estimate of the evolutionary dis-
tance between the sequences that is independent of scoring matrix and gaps.

Like dynamic programming methods and the BLAST and FASTA programs, the
Bayes block aligner has been used to find similar sequences in a database search. The
most extensive comparisons of database searches have shown that the program
SSEARCH based on the Smith-Waterman algorithm, with the BLOSUM50 -12,-2
matrix and gap penalty scoring system, can find the most members of protein fami-
lies previously identified on the basis of sequence similarity (Pearson 1995, 1996,
1998) or structural homology (Brenner et al. 1998). In a similar comprehensive anal-
ysis, Zhu et al. have shown that the Bayes block aligner has a slightly better rate than
even SSEARCH of finding structurally related sequences at a 1% false-positive level.
Hence, this method may be the best one to date for database similarity searching.

The Bayes block aligner defines blocks by an algorithm due to Sankoff (1972). This
algorithm is designed to locate blocks by finding the best alignment between two
sequences for any reasonable number of blocks. The example shown in Figure 3.20
illustrates the basic block-finding algorithm.

Following the initial finding of block alignments in protein sequences by the
Sankoff method, the Bayes block aligner calculates likelihood scores for these align-
ments for various block numbers and amino acid or DNA substitution matrices. To
be biologically more meaningful by avoiding too many blocks, the number of protein
sequence blocks k is limited from zero to 20 or the length of the shorter sequence
divided by 10, whichever is smaller. For a set of amino acid substitution matrices such
as the Dayhoff PAM or BLOSUM matrices, the only requirement is that they should
be in the log odds format in order to provide the appropriate likelihood scores by
additions of rows and columns in the V and W matrices (Fig. 3.20). A large number of
matrices like the V and W matrices in Figure 3.20 are used, each for a different amino
acid substitution matrix and block number. In each of these matrices, a number of
alignments of the block regions that are found are possible. The score in the lower
right-hand corner of each matrix is the sum of the odds scores of all possible align-
ments in that particular matrix. The odds scores thus calculated in each matrix are
summed to produce a grand total of odds scores. The fraction of this total that is
shared by a set of alignments under given conditions (e.g., a given number of blocks
or an amino acid substitution matrix) provides the information needed to calculate
the most probable scoring matrix, block number, etc., by Bayesian formulas. The joint
probabilities equivalent to the interior row and column entries in Tables 3.11 and 3.12
are then calculated. In this case, each joint probability is the likelihood of the align-
ment given a particular block alignment, number of blocks, and substitution matrix,
multiplied by the prior probabilities. These prior probabilities of particular alignment,
block number, and scoring matrix are treated as having an equally likely prior proba-
bility. Once all joint probabilities have been computed for every combination of the
alignment variables, the conditional posterior information can be obtained by Bayes’
rule, using equations similar to Equation 41. As in Equation 41, the procedure involves
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dividing the sum of all alignment likelihoods that apply to a particular value of a partic-
ular variable by the sum of all alignment likelihoods found for all variables.

Use of the Bayes Block Aligner for Pair-wise Sequence Alignment

There are several possible uses of the Bayes block aligner for sequence alignment. The
overall probability that a given pair of residues should be aligned may be found by sev-
eral methods. In the first, alignments may be sampled in proportion to their joint pos-
terior probability, as for example, alignments produced by a particular combination of
substitution matrix and gap number. A particular substitution matrix and gap number
may be chosen based on their posterior probabilities. An alignment may then be
obtained from the alignment matrix in much the same manner as the trace-back proce-
dure used to find an alignment by dynamic programming. Once a number of sample
alignments has been obtained, these samples may be used to estimate the marginal dis-
tribution of all alignments. This distribution then gives the probability that each pair of
residues will align. An alternative method of sampling the joint posterior probability
distribution is to identify an average alignment for k blocks by sampling the highest
peaks in the marginal posterior alignment distribution and by using each successively
lower peak as the basis for another alignment block down to a total of k blocks, con-
catenating any overlaps. These alignments may then be used to obtain the probability of
each aligned residue. In the second method, the exact marginal posterior alignment dis-
tribution of a specific pair of residues may be obtained by summing over all substitution
matrices and possible blocks.

Third, optimal alignment and near-optimal alignments for a given number of blocks
can also be obtained. Finally, the Bayes block aligner provides an indication as to
whether or not the sequence similarity found is significant. Bayesian statistics examines
the posterior probabilities of all alternative models over all possible priors. The Bayesian
evidence that two sequences are related is given by the probability that K, the maximum
allowed number of blocks, is greater than 0, as calculated in the following example taken
from Zhu et al. (1998). The posterior probability of the number of blocks, the substitu-
tion matrices, and the aligned residues can all be calculated as described above.

Example: Bayes Block Aligner (Zhu et al. 1998)

The proteins guanylate kinase from yeast (PDB id. 1GKY) and adenylate kinase from
beef heart (PDB id. 2AK3, chain A) are known to be structurally related and are from a
database of protein sequences that are 26–35% identical. These proteins were aligned
with the Bayes block aligner using as prior information an equal chance that the block
number k can be any number between 0 and 18, and that the BLOSUM30 to 100 sub-
stitution matrices can each equally well predict the aligned positions. The posterior
probability distribution of the number of blocks, k, is shown in Figure 3.21A. Values k
� 0 indicate the possibility of finding one or more blocks. In this example, the proba-
bility for values of k is approximately the same for k � 8. Below 8, the values decrease
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Figure 3.20. The Sankoff algorithm for finding the maximum number of identical residues in two
sequences without scoring gaps. The example of two DNA sequences shown is taken from Sankoff
(1972). A series of scoring matrices called V and W are made according to the matrix scoring scheme
shown in parts A—D. In A, the algorithm first examines the maximum number of bases that can
match. The scoring scheme used in this example is that a match between two bases is scored as 1 and
a mismatch as 0. This number, 4, is shown in the lower right-hand corner of the matrix. To obtain
this number, the method does not consider the number of gapped regions between each group of
matched pairs, defined as an unconstrained set of matches by Sankoff. For example, a1 can pair with
b3, and a2 with b4, to comprise a group of two sequential pairs, shown in bold. Then there is an
unmatched region followed by a match of a4 with b6, unmatched base a5, and finally a match
between a6 and b7. Thus, two unmatched (gapped) regions will be included in this alignment. A sec-
ond such set of matches that gives a maximum number of matches is shown as italicized positions.
In this case, there is one unmatched region between the groups of matches. In B–D, a slightly dif-
ferent computational method is used to find the maximum possible number of matches given that
there are zero gapped regions, one gapped region, two gapped regions, etc. In B, a matrix V0, where
subscript 0 indicates the number of gapped regions permitted, is first calculated. The bold and ital-
icized positions indicate the scores found for the two groups of matches. To simplify the calculation
of higher-level V matrices (V1, V2, etc.), another set of matrices (W1, W2, etc.) is also calculated. In
C, the calculation of W0 is shown. Using the scores calculated in W0, matrix position and the algo-
rithm shown in D, V1 is then produced. V1 shows the same combinations of matches found in the

gradually to a low value at k � 1 and then increase again abruptly for k � 0. The total
area under the curve from k � 0 to k � 18 has been set to 1.

The cumulative posterior probability that the block number K is greater than a
given value k is shown in Figure 3.21B. The area under the curve for k � 1 has the
value 0.938. Although at first glance this number appears to represent the probabili-
ty that the sequences are related, i.e., that K � 0, the probability is actually higher by
Bayesian standards. Instead, the maximum value for P(k sequences) in Figure 3.21A,
i.e., 0.0731 at k � 8, is used. This number times the maximum number of blocks
0.0731 � 18 � 1.316, represents the accumulated best evidence that the blocks are
related or that K � 0. This calculation assumes that all block numbers are equally
likely or that p(k k�0) � 1/K � 1/18. The value P(k � 0 sequences) � 0.0621 is the
corresponding best evidence that the sequences are not related or that K � 0. The
probability that the sequences are related is then calculated as 1.316 / (1.316 �
0.0621) � 0.955. This value is the supremum of P(k � 0) taken over all prior distri-
butions on k, where the supremum is a mathematical term that refers to the least
upper bound of a set of numbers. This high a Bayesian probability is strong evidence
for the hypothesis that the sequences are homologous. Normally, a Bayesian proba-
bility of p � 0.5 will suffice (Zhu et al. 1998).

The posterior probability distribution for the BLOSUM scoring matrices for align-
ment of these same two proteins is shown in Table 3.13. Note that the highest prob-
abilities are for BLOSUM tables between BLOSUM50 and BLOSUM 80, and that the
highest probability is at BLOSUM62, which is commonly used for protein sequence
alignment and database searches. Thus, BLOSUM62 seems best to represent the
amino acid substitutions observed in all of the computed alignments between these
two proteins. In another alignment of 1GKY and 2AK3-A using the Dayhoff PAM
matrices instead of the BLOSUM matrices, the posterior probability distribution of
the matrices shown in Figure 3.22 was found. Note that peaks are found at PAM110,
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where s(ai, bj) is score of match of ai with bj.
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D. V1 matrix

i

a

unconstrained case in A, and, therefore, no further calculation of matrices is necessary. In other cases,
q V and W matrices will be calculated so that alignments with an increased number of unmatched or
gapped regions may be found according to the formulas:

Wq (i � 1, j),
Wq(i, j) � max Vq (i, j),

Wq (i, j � 1)

Vq (i � 1, j � 1),
Vq (i, j) � max Wq � 1(i � 1, j � 1)

� s(ai, bj)

The number of computational steps required is equal to the product of the sequence lengths times the
number of cycles needed to reach the unconstrained alignment, as shown in the lower right-hand cor-
ner of the matrix (A). The method may also be used for aligning protein sequences (Zhu et al. 1998)
that are distantly related, as described below.

{
{
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Table 3.13. Posterior probability distribu-
tion of BLOSUM scoring matrices for align-
ment of 1GKY and 2AK3-A

Matrix Posterior probability

BLOSUM30 0.0257
BLOSUM35 0.0449
BLOSUM40 0.0825
BLOSUM45 0.1115
BLOSUM50 0.1755
BLOSUM62 0.2867
BLOSUM80 0.2350
BLOSUM100 0.0382

Figure 3.21. Posterior probability distribution of number of blocks from alignment of 1GKY and 2AK3-chain A by the Bayes
block aligner (analysis of Zhu et al. 1998). (A) Posterior probability distribution of the block number, k. (B) Cumulative posteri-
or probability distribution. This distribution shows the probability of a block number K greater than or equal to the value k. Val-
ues are derived from the probability distribution of k given in A. For example, P(k�1) � P(k�0) – P(k�0) � 1 � 0.062 � 0.938.

A. B.

0.08 1.00

0.75

0.50

0.25

0

0.06

0.04

0.02

0
0 5 10

Number of blocks (k)

P
os

te
rio

r 
p

ro
b

ab
ili

ty
 d

is
tr

ib
ut

io
n

P
 (k

 /
 s

eq
ue

nc
es

)

C
um

ul
at

iv
e 

p
os

te
rio

r 
p

ro
b

ab
ili

ty
P

 (K
 ≥

 k
 /

 s
eq

ue
nc

es
)

15 20

0 5 10

Block number (k)

15 20



A L I G N M E N T  O F  P A I R S  O F  S E Q U E N C E S ■ 131

Figure 3.22. Posterior probability distribution of Dayhoff PAM scoring matrices for alignment of
1GKY and 2AK3-A.

140, and 200, thereby suggesting that substitution matrices for different evolutionary
distances reflect the observed substitutions in different block alignments. The lower
PAM matrix may be recognizing a more conserved domain, for example. This inter-
esting observation implies that the alignment blocks found may be separated by dif-
ferent evolutionary distances, or at least may have undergone increased mutational
variation. Thus, this type of analysis can provide information as to the evolutionary
history of genes, including the possible involvement of duplications, rearrangements,
and genetic events producing chimeras.

Another type of analysis that can be performed with the Bayes block aligner is to exam-
ine the probability of the alignments. The procedure is entirely different from other meth-
ods of sequence alignment such as dynamic programming. On the one hand, with dynam-
ic programming methodology, a single best alignment is found for a given scoring matrix
and gap penalty, and the odds for finding as good a score between random sequences of
the same length and complexity is determined. On the other hand, with Bayesian align-
ment methods, all possible alignments are considered for a reasonable number of blocks
and a set of substitution matrices. Rather than a probability of a single alignment, the prob-
abilities of many alignments are provided. Many possible alignments may be examined and
compared, and the frequency of certain residues in the sequences in these alignments may
be determined.

For 1GKY and 2AK3-A, no highly probable single optimal or near-optimal alignment is
found, suggesting these alignments are not representative of the best possible alignment of
these sequences. Experience with the method has suggested that a minimum number of
blocks that best represents the expected domain structure is the best approach. An average
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Figure 3.23. The alignment of 1GKY and 2AK3-A obtained with the Bayes aligner (A) and by
SSEARCH (B), a dynamic programming method that provides local alignments (from Zhu et al.
1998). The highest-scoring sequence positions in the marginal posterior alignment distribution for
the sequences for a block number of probability greater than 0.9 and the BLOSUM substitution
matrices were successively sampled, and are shown in A. Neighboring aligned positions with scores
greater than 0.25 of the peak value were included. Dots above the sequences indicate the relative
probability of the aligned sequence positions. Asterisks are placed to highlight sequence identities.
There is a clear correlation between the number of identities and the posterior probabilities. Align-
ment positions marked with an ‘s’ were also identified by structural alignment using the program
VAST (see Chapter 9). In regions III and IV, longer aligned regions were found by VAST than by the
Bayes aligner. Three other regions identified by VAST of lengths 7, 7, and 8, two of which include
1–2 identities, were not reported by the Bayes aligner. In B, a local alignment of the sequences with
SSEARCH is shown. The alignment parameters (BLOSUM50 substitution table and scoring penal-
ties of �12,�2) are optimized for superfamily and family alignments. The center and right end of
the alignment shown are approximately the same as that of alignment IV, but gaps are incorrectly
predicted in the left end.
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Figure 3.24. The positions of the alignments predicted by the Bayes block aligner. Predicted alignment I is shown in red, II
in cyan, III in orange, and IV in green. (A) 1GKY, (B) 2AK3-A, and (C) 2AKY, which is similar to 2AK3-A. 2AKY is cocrys-
tallized with an ATP analog. I, III, and IV may be structurally superimposed, but not II. (Reprinted, with permission, from
Zhu et al. 1998 [copyright Oxford University Press].) 

alignment for a number of blocks of probability greater than 0.9 has been found to give
good agreement with predicted structural alignments. Values of k are obtained from the
probability distribution for k such as in Figure 3.21. Using this approach with the Bayes
aligner, the alignments between 1GKY and 2AK3-A shown in Figure 3.23 have been pre-
dicted. Although most of the predicted alignments correspond to expected structural
alignments with the active site of the enzyme, alignment II does not so correspond (Fig.
3.24). Such false-negative predictions of structural alignments are the commonest error of
Bayesian methods, probably because of relaxed conditions for scoring alignments in the
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use of unconstrained prior information (Zhu et al. 1998). For these proteins, which share
little sequence identity, the Bayes aligner correctly predicts many, but not all, features of
the structural alignment, and does so better than a dynamic programming method that
provides local alignments. In other cases, the Bayes aligner may not perform as well as
dynamic programming. The prudent choice is to use the Bayes aligner as one of several
computer tools for aligning sequences.
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INTRODUCTION

ONE OF THE MOST IMPORTANT CONTRIBUTIONS of molecular biology to evolutionary anal-
ysis is the discovery that the DNA sequences of different organisms are often related. Sim-
ilar genes are conserved across widely divergent species, often performing a similar or even
identical function, and at other times, mutating or rearranging to perform an altered func-
tion through the forces of natural selection. Thus, many genes are represented in highly
conserved forms in organisms. Through simultaneous alignment of the sequences of these
genes, sequence patterns that have been subject to alteration may be analyzed.

Because the potential for learning about the structure and function of molecules by
multiple sequence alignment (msa) is so great, computational methods have received a
great deal of attention. In msa, sequences are aligned optimally by bringing the greatest
number of similar characters into register in the same column of the alignment, just as
described in Chapter 3 for the alignment of two sequences. Computationally, msa presents
several difficult challenges. First, finding an optimal alignment of more than two sequences
that includes matches, mismatches, and gaps, and that takes into account the degree of
variation in all of the sequences at the same time poses a very difficult challenge. The
dynamic programming algorithm used for optimal alignment of pairs of sequences can be
extended to three sequences, but for more than three sequences, only a small number of
relatively short sequences may be analyzed. Thus, approximate methods are used, includ-
ing (1) a progressive global alignment of the sequences starting with an alignment of the
most alike sequences and then building an alignment by adding more sequences, (2) iter-
ative methods that make an initial alignment of groups of sequences and then revise the
alignment to achieve a more reasonable result, (3) alignments based on locally conserved
patterns found in the same order in the sequences, and (4) use of statistical methods and
probabilistic models of the sequences. A second computational challenge is identifying a
reasonable method of obtaining a cumulative score for the substitutions in the column of
an msa. Finally, the placement and scoring of gaps in the various sequences of an msa pre-
sents an additional challenge.

The msa of a set of sequences may also be viewed as an evolutionary history of the
sequences. If the sequences in the msa align very well, they are likely to be recently derived
from a common ancestor sequence. Conversely, a group of poorly aligned sequences share
a more complex and distant evolutionary relationship. The task of aligning a set of
sequences, some more closely and others less closely related, is identical to that of discov-
ering the evolutionary relationships among the sequences.

As with aligning a pair of sequences, the difficulty in aligning a group of sequences varies
considerably with sequence similarity. On the one hand, if the amount of sequence varia-
tion is minimal, it is quite straightforward to align the sequences, even without the assis-
tance of a computer program. On the other hand, if the amount of sequence variation is
great, it may be very difficult to find an optimal alignment of the sequences because so
many combinations of substitutions, insertions, and deletions, each predicting a different
alignment, are possible.

The availability of a subset of the many multiple sequence alignment programs is shown
in Table 4.1. A flowchart illustrating the considerations to be made in choosing an align-
ment method is shown on page 144.

When dealing with a sequence of unknown function, the presence of similar domains in
several similar sequences implies a similar biochemical function or structural fold that may
become the basis of further experimental investigation. A group of similar sequences may
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define a protein family that may share a common biochemical function or evolutionary
origin. Similar proteins have been organized into databases of protein families that are
described in Chapter 9.

Table 4.1. Web sites and program sources for multiple sequence alignment

Name Source Reference

Global alignments including progressive
CLUSTALW or CLUSTALX (latter has FTP to ftp.ebi.ac.uk/pub/softwarea,d Thompson et al. (1994a, 1997); Higgins

graphical interface) et al. (1996)
MSA http://www.psc.edu/b Lipman et al. (1989);

http://www.ibc.wustl.edu/ibc/msa.htmlc Gupta et al. (1995)
FTP to fastlink.nih.gov/pub/msa

PRALINE http://mathbio.nimr.mrc.ac.uk/~jhering/ Heringa (1999)
praline

Iterative and other methods
DIALIGN segment alignment http://www.gsf.de/biodv/dialign.html Morgenstern et al. (1996)
MultAlin http://protein.toulouse.inra.fr/multalin. Corpet (1988)

html
PRRP progressive global alignment ftp.genome.ad.jp/pub/genome/saitama- Gotoh (1996)

(randomly or doubly nested) cc
SAGA genetic algorithm http://igs-server.cnrs-mrs.fr/� Notredame and Higgins (1996)

cnotred/Projects_home_page/saga_
home_page.html

Local alignments of proteins
Aligned Segment Statistical Evaluation FTP to ncbi.nlm.nih.gov/pub/neuwald/ Neuwald and Green (1994)

Tool (Asset) asset
BLOCKS Web site http://blocks.fhcrc.org/blocks/ Henikoff and Henikoff (1991, 1992)
eMOTIF Web server http://dna.Stanford.EDU/emotif/ Nevill-Manning et al. (1998)
GIBBS, the Gibbs sampler statistical FTP to ncbi.nlm.nih.gov/pub/neuwald/ Lawrence et al. (1993); Liu et al. (1995); 

method gibbs9_95/ Neuwald et al. (1995)
HMMER hidden Markov model software http://hmmer.wustl.edu/ Eddy (1998)
MACAW, a workbench for multiple FTP to ncbi.nlm.nih.gov/pub/macaw Schuler et al. (1991)

alignment construction and analysis
MEME Web site, expectation http://meme.sdsc.edu/meme/website/ Bailey and Elkan (1995);

maximization method Grundy et al. (1996, 1997); Bailey 
and Gribskov (1998)

Profile analysis at UCSDa,e http://www.sdsc.edu/projects/profile/ Gribskov and Veretnik (1996)
SAM hidden Markov model Web site http://www.cse.ucsc.edu/research/comp Krogh et al. (1994); Hughey and Krogh

bio/sam.html (1996)
a Lists of additional Web sites for msa are maintained at: http://www.ebi.ac.uk/biocat/, http://www.hgmp.mrc.ac.uk/Regis-

tered/Menu/prot-mult.html, http://www.hum-molgen.de/BioLinks/Biocomp.html, http://biocenter.helsinki.fi/bi/rnd/biocomp/.
Reviews on the performance of msa software are given in McClure et al. (1994; progressive alignment methods), Gotoh (1996) and
Thompson et al. (1999), a review of Web sites is given in Briffeuil et al. (1998) and a review on iterative algorithms is given in Hiro-
sawa et al. (1995) and Gotoh (1999). The performance of msa programs is commonly assessed by comparing the computed msa with
a structural alignment of the proteins and by other objective methods (Notredame et al. 1998). Many of these programs are computa-
tionally complex and must be set up on a local site.

b The Biomedical Supercomputing facility at the University of Pittsburgh Supercomputing Facility provides accounts (see
http://www.psc.edu/biomed/seqanal/grants.html) that provide access to several different versions of MSA and profile analysis. MSA 50
150 will align no more than 50 sequences each less than 150 residues long, MSA 25 500 will align no more than 25 sequences each less
than 200 residues long, and MSA10 1000 will align no more than 10 sequences each less than 1000 long.

c The MSA server at the University of Washington will take up to 8 sequences, each less than 500 long.
d CLUSTALW is also available as freeware that runs on PCs and Macintosh computers from the same FTP site.
e Profile generating programs are available by FTP from ftp.sdsc.edu/pub/sdsc/biology and are included in the Genetics Computer

Group suite of programs (http://www.gcg.com/), although the most recent features of Gribskov and Veretnik (1996) are not included.
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GENOME SEQUENCING

One application of multiple sequence alignment algorithms is in genome sequencing pro-
jects discussed in Chapter 2. Instead of cloning and arranging a very large number of frag-
ments of a large DNA molecule, and then moving along the molecule and sequencing the
fragments in order, random fragments of the large molecule are sequenced, and those that
overlap are found by a msa program. This approach enables automated assembly of large
sequences. Bacterial genomes have been quite readily sequenced by this method, and it has
also been used to assemble portions of the Drosophila and human genomes at Celera
Genomics (Weber and Myers 1997 and see Chapter 10).

The requirements for a msa program for genome projects differ in several respects from
those for general sequence analysis. First, the sequences are fragments of the same large
sequence molecule, and the sequences of overlapping fragments should be the same except
for sequence copying and reading errors, which may introduce the equivalent of substitu-
tions and insertions/deletions between the compared fragments. Thus, there should be one
correct alignment that corresponds to that of the genome sequence instead of a range of
possibilities. Second, the sequences may be from one DNA strand or the other and hence
the complements of each sequence must also be compared. Third, sequence fragments will
usually overlap, but by an unknown amount, and, in some cases, one sequence may be
included within another. Finally, all of the overlapping pairs of sequence fragments must
be assembled into a large, composite genome sequence, taking into account any redundant
or inconsistent information. Interested readers may wish to consult a description of the
type of methodology (Myers 1995 and see Chapter 10) and a comparison of the methods,
including several commercial packages that are useful for managing the sequence data
from laboratory sequencing projects (Miller and Powell 1994). The Institutue of Genome
Research (http://www.tigr.org/) has also developed and made available software and meth-
ods for genome assembly and analysis.

USES OF MULTIPLE SEQUENCE ALIGNMENTS

Just as the alignment of a pair of nucleic acid or protein sequences can reveal whether or
not there is an evolutionary relationship between the sequences, so can the alignment of
three or more sequences reveal relationships among multiple sequences. Multiple sequence
alignment of a set of sequences can provide information as to the most alike regions in the
set. In proteins, such regions may represent conserved functional or structural domains.

If the structure of one or more members of the alignment is known, it may be possible
to predict which amino acids occupy the same spatial relationship in other proteins in the
alignment. In nucleic acids, such alignments also reveal structural and functional relation-
ships. For example, aligned promoters of a set of similarly regulated genes may reveal con-
sensus binding sites for regulatory proteins. Methods for finding such sites in nucleic acid
sequences are discussed in Chapter 8.

Another use for consensus information retrieved from a multiple sequence alignment is
for the prediction of specific probes for other members of the same group or family of sim-
ilar sequences in the same or other organisms. There are both computer and molecular
biology applications. Once a consensus pattern has been found, database searching pro-
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grams (Chapter 7) may be used to find other sequences with a similar pattern. In the lab-
oratory, a reasonable consensus of such patterns may be used to design polymerase chain
reaction (PCR) primers for amplification of related sequences.

RELATIONSHIP OF MULTIPLE SEQUENCE ALIGNMENT TO PHYLOGENETIC ANALYSIS

Once the msa has been found, the number or types of changes in the aligned sequence
residues may be used for a phylogenetic analysis. The alignment provides a prediction as
to which sequence characters correspond. Each column in the alignment predicts the
mutations that occurred at one site during the evolution of the sequence family, as illus-
trated in Figure 4.1. Within the column are original characters that were present early, as
well as other derived characters that appeared later in evolutionary time. In some cases, the
position is so important for function that mutational changes are not observed. It is these
conserved positions that are useful for producing an alignment. In other cases, the position
is less important, and substitutions are observed. Deletions and insertions may also be
present in some regions of the alignment. Thus, starting with the alignment, one can hope
to dissect the order of appearance of the sequences during evolution.

Figure 4.1. The close relationship between msa and evolutionary tree construction. Shown is a short
section of one msa of four protein sequences including conserved and substituted positions, an
insertion (of K) and a deletion (of L). Below is a hypothetical evolutionary tree that could have gen-
erated these sequence changes. Each outer “branch” in the tree represents one of the sequences. The
outer branches are also referred to as “leaves.” The deepest, oldest branch is that of sequence D, fol-
lowed by A, then by B and C. The optimal alignment of several sequences can thereby be thought of
as minimizing the number of mutational steps in an evolutionary tree for which the sequences are
the outer branches or leaves. The mathematical solution to this problem was first outlined by
Sankoff (1975). Fast multiple sequence alignment programs that are tree-based have since been
developed (Ravi and Kececioglu 1998). However, such an approach depends on knowing the evolu-
tionary tree to perform an alignment, and often this is not the case. Usually, pair-wise alignments
are generated first and then used to predict the tree. In this example, the alignment could be
explained by several different trees, including the one shown, following one of several types of anal-
yses described in Chapter 6. The sequences then become the outer leaves of the tree, and the inner
branches are constructed by this analysis.

seqA
seqB
seqC
seqD

N
N
N
N

•
•
K
•

F
F
Y
Y

L
–
L
L

S
S
S
S

N Y L S N K Y L S N F S

Y to F

–L+K

N F L S



144 ■ C H A P T E R  4

METHODS

1. The sequence chosen for analysis may already be known to be similar on the basis of pair-wise align-
ments (Chapter 2), but sequences related by other criteria may also be used. Complex features of the
sequences, including repeated or low-complexity regions that interfere with alignments, can be ana-
lyzed as described in Chapters 2 and 7. The flowchart describes the production of four classes of mul-
tiple sequence alignment.

a. A global alignment includes the entire range of each sequence in the alignment, and is usually pro-
duced by extensions to the dynamic programming global alignment algorithm that is used for
aligning pairs of sequences, but other methods are also used.

b. A sequence block is an alignment of common patterns in protein sequences that includes matches
and mismatches in each column found by using pattern-finding algorithms, but no gaps (inser-
tions and deletions) are present.

c. An alignment of common patterns in protein sequences that includes matches, mismatches, inser-
tions, and deletions may be used to make a type of scoring matrix called a profile.

d. A hidden Markov model is a probabilistic model of a global alignment of protein sequences or of
a conserved local region (similar to a sequence profile) in those sequences that includes matches,
mismatches, insertions, and deletions. The model is “trained” to represent the set of sequences.
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Methods for finding common patterns in DNA sequences are discussed in Chapter 8.

2. Examples of global alignment, as well as other programs from which to choose, are given in the glob-
al alignments and iterative and other methods sections of Table 4.1.

3. cDNA sequences of the same gene from a group of organisms may be multiply aligned by a global
method so that synonymous (i.e., change the amino acid) and nonsynonymous (i.e., do not change
the amino acid) sequences may be analyzed, as described in Chapter 6 (see also note 2).

4. A convincing alignment should include a series of columns in which a majority of the sequences have
the same amino acid or an amino acid that is a conservative substitution for that amino acid, with rel-
atively few examples of other substitutions or gaps in these columns. These columns of alike amino
acids should be found throughout the alignment, often clustered into domains. There may also be
variable regions in the alignment that represent sequences that diverged more during the evolution of
the protein family.

5. This decision rests on whether or not there are enough sequences on which to build a hidden Markov
model of the entire alignment or of a well-defined region in the alignment (a profile hidden Markov
model). For sequences that are related but show considerable variations in many columns, as many as
100 sequences may be needed to produce a hidden Markov model of the alignment. This number is
reduced to approximately 25–50 if there is less variation among the sequences. A scoring matrix rep-
resenting the sequence variation found in each column of the alignment may also be made. These
matrices may accommodate gaps in the alignment (a profile or HMM profile) or may not include gaps
(position-specific scoring matrix).

6. For finding patterns common to the sequences, pattern-searching algorithms and statistical methods
are used. The former search for a set of matched sequence characters that are present in the sequences.
The latter perform an exhaustive analysis of sequence “windows” in the sequences to find the most
alike amino acid patterns by the expectation maximization (EM) or Gibbs sampling algorithms. These
methods are described in the text.

MULTIPLE SEQUENCE ALIGNMENT AS AN EXTENSION OF SEQUENCE PAIR
ALIGNMENT BY DYNAMIC PROGRAMMING

The dynamic programming algorithm described in Chapter 2 provides an optimal align-
ment of two sequences. In the program MSA (Lipman et al. 1989), application of the glob-
al alignment algorithm has been extended to provide an optimal alignment of a small
number of sequences greater than two. Gupta et al. (1995) have shown, however, that MSA
rarely produces a provable optimal alignment. The number of sequences that can be
aligned is limited because the number of computational steps and the amount of memory
required grow exponentially with the number of sequences to be analyzed. This limitation
means that the program has somewhat limited application to a small number of sequences.

Recall that the dynamic programming method of sequence alignment between two
sequences builds a scoring matrix where each position provides the best alignment up to
that point in the sequence comparison. The number of comparisons that must be made to
fill this matrix without using any short cuts and excluding gaps is the product of the length
of the two sequences. Imagine extending this analysis to three or more sequences. For three
sequences, instead of the two-dimensional matrix for two sequences, think of the lattice of
a cube that is to be filled with calculated dynamic programming scores. Scoring positions
on three surfaces of the cube will represent the alignment values between a pair of the
sequences, ignoring the third sequence, as illustrated in Figure 4.2. In MSA, positions
inside the lattice of the cube are given values based on the sum of the initial scores of the
three pairs of sequences.
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For three protein sequences each 300 amino acids in length and excluding gaps, the
number of comparisons to be made by dynamic programming is equal to 3003 � 2.7 �
107, whereas only 3002 � 9 � 104 is required for two sequences of this length. This num-
ber is sufficiently small that alignment of three sequences by this method is practical. For
alignment of more than three sequences, one has to imagine filling an N-dimensional space
or hypercube. The number of steps and memory required for a 300-amino-acid sequence
(300N, where N is the number of sequences) then becomes too large for most practical pur-
poses, and it is necessary to find a way to reduce the number of comparisons that must be
made without compromising the attempt to find an optimal alignment. Fortunately, Car-
rillo and Lipman (1988) found such a method, called the sum of pairs, or SP method. Since
the publication of the MSA program, Gupta et al. (1995) have substantially reduced the
memory requirements and number of steps required. The enhanced version of MSA is
available by anonymous FTP from fastlink.nih.gov/pub/msa.

The basic idea is that a multiple sequence alignment imposes an alignment on each of
the pairs of sequences. The heavy arrow in Figure 4.2 represents the path followed in the
cube to find a msa for three sequences, but the msa can be projected on to the sides of the
cube, thus defining an alignment for each pair of sequences. The alignments found for each
pair of sequences likewise impose bounds on the location of the msa within the cube, and
thus defines the number of positions within the cube that have to be evaluated. Pair-wise
alignments are first computed between each pair of sequences. Next, a trial msa is pro-
duced by first predicting a phylogenetic tree for the sequences (Saitou and Nei 1987; see
Chapter 6 for the neighbor-joining method of tree construction), and the sequences are

Figure 4.2. Alignment of three sequences by dynamic programming. Arrows on the surfaces of the
cube indicate the direction for filling in the scoring matrix for pairs of sequences, A with B, etc., per-
formed as previously described. The alignment of all three sequences requires filling in the lattice of
the cube space with optimal alignment scores following the same algorithm. The best score at each
interior position requires a consideration of all possible moves within the cube up to that point in
the alignment. The trace-back matrix will align positions in all three sequences including gaps.
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then multiply aligned in the order of their relationship on the tree. This method is used by
other programs described below (e.g., PILEUP, CLUSTALW) and provides a heuristic
alignment that is not guaranteed to be optimal. However, the alignment serves to provide
a limit to the space within the cube within which optimal alignments are likely to be found.
In Figure 4.3, the green area on the left surface of the cube is bounded by the optimal align-
ment of sequences B and C and a projection of the heuristic alignment for all three
sequences. The orange and blue areas are similarly defined for other sequence pairs. The
dark gray volume within the cube is bounded by projections from each of the three surface
areas. For more sequences, a similar type of analysis of bounds may be performed in the
corresponding higher-order space.

In practice, MSA calculates the multiple alignment score within the cube lattice by
adding the scores of the corresponding pair-wise alignments in the msa. This measure is
known as the SP measure (for sum of pairs), and the optimal alignment is based on obtain-
ing the best SP score. These scores may or may not be weighted so as to reduce the influ-
ence of more closely related sequences in the msa. The Dayhoff PAM250 matrix and an
associated gap penalty are used by MSA for aligning protein sequences. MSA uses a con-
stant penalty for any size of gap and scores gaps according to the scheme illustrated in Fig-
ure 4.4 (Altschul 1989; Lipman et al. 1989). MSA calculates a value � for each pair of
sequences that provides an idea of how much of a role the alignment of those two
sequences plays in the msa. � for a given sequence pair is the difference between the score
of the alignment of that pair in the msa and the score of the optimal pair-wise alignment.
The bigger the value of �, the more divergent the msa from the pair-wise alignment and the
smaller the contribution of that alignment to the msa. For example, if an extra copy of one

Figure 4.3. Bounds within which an optimal alignment will be found by MSA for three sequences.
For MSA to find an optimal alignment among three sequences by the DP algorithm, it is only nec-
cessary to calculate optimal alignment scores within the gray volume. This volume is bounded on
the one side by the optimal alignments found for each pair of sequences, and on the other by a
heuristic multiple alignment of the sequences. The colored areas on each cube surface are two-
dimensional projections of the gray volume.
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of the sequences is added to the alignment project, then � for sequence pairs that do not
include that sequence will increase, indicating a lesser role because the contributions of
that pair have been out-voted by the alike sequences (Altschul et al. 1989). Weighting the
sequence pairs is designed to get around the common difficulty that some pairs in most
sets of sequences are similar. Another score � is the sum of the �s and gives an indication
of the degree of divergence among the sequences—closely related sequences will have low
�s and �s and distantly related sequences will have high �s and �s.

The MSA program avoids the bias in an alignment due to alike sequences by weighting
the pair-wise scores before they are added to give the SP score. These weights are deter-
mined by using the predicted tree of the sequences discussed above. The pair-wise scores
between all sequence pairs are adjusted to reduce the influence of the more unlike sequence
pairs that occupy more distant “leaves” on the evolutionary tree (i.e., by sequences that are
joined by more branches) based on the argument that these sequence pairs provide less
useful information for computing the msa. This scheme is different from that used by
other msa programs (see below), which generally increase the weight of scores from more
distant sequences because these sequences represent greater divergence in the evolutionary
tree (see Vingron and Sibbald 1993).

In using MSA, several additional practical considerations should be considered
(described on MSA Web sites given in Table 4.1): (1) MSA is a heavy user of machine
resources and is limited to a small number of sequences of relatively short lengths. (2) In
the UNIX command line mode of the program, there are options that allow users to spec-
ify gap costs, force the alignment of certain residues, specify maximum values for �, and
tune the program in other ways. (3) When the output shows that some � are greater than
the respective maximum �, a better alignment usually can be found by increasing the max-
imum � in question. However, increasing � also increases the computational time. (4) If
the program bogs down, try dividing the problem into several smaller ones.

Below is an example from http://www.psc.edu of using MSA to align a group of phos-
pholipase a2 proteins. Note that the program uses the FASTA sequence format. The fol-
lowing steps are used:

1. Calculate all pair-wise alignment scores (alignment costs).

2. Use the scores (costs) to predict a tree.

3. Calculate pair weights based on the tree.

Figure 4.4. Method of scoring gap penalties by the msa program MSA. x indicates aligned residues,
which may be a match or a mismatch, and – indicates a gap. In this example, each gap cost is 1,
regardless of length. The “natural” gap cost is the sum of the number of gaps in all pair-wise com-
binations (sequences 1 and 2, 1 and 3, and 2 and 3). Note that the alignment of a gap of three in
sequence 1 with a gap of length one in sequence 2 scores as gap of 1 because the gap in sequence 1
is longer. The quasi-natural gap cost is the natural cost for the gap plus an additional value for any
gap that begins and ends within another. In this example, there is an additional penalty score for the
presence of a single gap in sequence 2 that falls within a larger gap in sequence 1. The inclusion of
this extra cost for a gap has little effect on the alignments produced but provides an enormous reduc-
tion in the amount of information that must be maintained in the DP scoring matrix (Altschul
1989), thus making possible the simultaneous alignment of more sequences by MSA.
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4. Produce a heuristic msa based on the tree.

5. Calculate the maximum � for each sequence pair.

6. Determine the spatial positions that must be calculated to obtain the optimal align-
ment.

7. Perform the optimal alignment.

8. Report the � found compared to the maximum �.

Example of MSA
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SCORING MULTIPLE SEQUENCE ALIGNMENTS

As discussed above, the SP method provides a way to score the msa by summing the scores
of all possible combinations of amino acid pairs in a column of a msa. The method
assumes a model for evolutionary change in which any of the sequences could be the ances-
tor of the others, as illustrated in Figure 4.5. This figure also illustrates a difficulty with the
SP method when a substitution table of log odds scores such as BLOSUM62 is used for
protein sequences (see Durbin et al. 1998, pp. 139–140). Shown is the effect of adding a
small number of amino acid subsitutions to a column that initially has all matching amino
acids. Scores in the msa column decrease rapidly as the number of mismatched residue
pairs increases. For a larger number of sequences than five with all N, or with one or two
C substitutions, these decreases should be greater because there will be more N-N matched
pairs relative to mismatched N-C pairs. However, the reverse is true with the SP method
of scoring. For n sequences, the number of combinations of pairs in a column is

Figure 4.5. The SP model for scoring a msa. This model represents one method for optimizing the
msa by maximizing the number of matched pairs (or minimizing the cost or number of mismatched
pairs) summed over all columns in the msa. Shown first are three columns of a five-sequence msa
with all matched (A), four matched and one mismatched (B), or three matched and two mismatched
(C) sequence characters. The SP method of calculating the cumulative scores for columns of a msa
is then illustrated by a graph with the five sequences as vertices and representing the ten possible
sequence pair-wise sequence comparisons. Solid lines represent a matched pair and dotted lines a
mismatched pair. Shown are the BLOSUM62 scores for each column calculated by the SP method.
(Adapted from Altschul 1989.)
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n(n � 1)/2. If all are amino acid N, as in column A, then the BLOSUM62 score for the col-
umn is 6 � n(n � 1)/2. If there is one C in the column, as in column B, then n � 1 matched
N-N pairs will be replaced by n�1 mismatched N-C pairs, giving a score of 9(n � 1) less.
The score for one C in the column divided by that for zero Cs is 9(n � 1)/[6n(n � 1)/2]
� 3/n. For three sequences, the relative difference is 1, whereas for six sequences, the rela-
tive difference is 2. As more sequences are present in the column, the relative difference
increases, not in agreement with expectation. Hence, the SP method is not providing a rea-
sonable result when this type of scoring matrix is used. Two other methods for scoring a
msa (Altschul 1989) have been described and are illustrated in Figure 4.6. The first is a tree-
based method. Because a phylogenetic tree describing the relationships among the
sequences is found by the MSA program, the sum of the lengths of the tree branches can
be calculated using the substitutions in the column of the msa. Alternatively, a simplified
tree with one of the sequences as the ancestor of all of the others (a star phylogeny) can also
be used (see Chapter 6). msa programs using these methods have not been implemented.
Other scoring methods include information content (see p. 195) and a graph-based
method called the trace method (Kececioglu 1993). A novel branch-and-cut algorithm for
msa has been developed based on the trace method (Kececioglu et al. 2000). Other meth-
ods of scoring and producing an alignment guided by a tree are described below.

PROGRESSIVE METHODS OF MULTIPLE SEQUENCE ALIGNMENT

The MSA program described above for obtaining an optimal alignment of multiple
sequences is limited to three sequences or to a small number (six to eight) of relatively
short sequences. Progressive alignment methods use the dynamic programming method to
build a msa starting with the most related sequences and then progressively adding less-
related sequences or groups of sequences to the initial alignment (Waterman and Perlwitz
1984; Feng and Doolittle 1987, 1996; Thompson et al. 1994a; Higgins et al. 1996). Rela-
tionships among the sequences are modeled by an evolutionary tree in which the outer
branches or leaves are the sequences (Fig. 4.7). The tree is based on pair-wise comparisons
of the sequences using one of the phylogenetic methods described in Chapter 6. Progeni-
tor sequences represented by the inner branches of the tree are derived by alignment of the
outermost sequences. These inner branches will have uncertainties where positions in the

Figure 4.6. Alternative methods for scoring a column in the msa (Altschul 1989b). The variations in column C of Fig. 4.5 are
shown modeled by a phylogenetic tree (A) and a simplified phylogenetic tree called a star phylogeny (B) where one of the
sequences is treated as the ancestor of all the others (instead of treating them as all equally possible ancestors as in the original
sum of pairs scoring method).
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Figure 4.7. Progressive sequence alignment. Sequences are represented as the outermost branches
(leaves) on an evolutionary tree. The most closely related sequences are first aligned by dynamic pro-
gramming, providing a representation of ancestor sequences in deeper branches with uncertainties
where amino acids have been substituted or positioned opposite a gap. These sequences are the same
as those shown in EVMSA. The challenge to the msa method is to utilize an appropriate combina-
tion of sequence weighting, scoring matrix, and gap penalties so that the correct series of evolution-
ary changes may be found.
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outermost sequences are dissimilar, as illustrated in Figure 4.7. Two examples of programs
that use progressive methods are CLUSTALW and the Genetics Computer Group program
PILEUP.

CLUSTALW

CLUSTAL has been around for more than 10 years, and the authors have done much to
support and improve the program (Higgins and Sharp 1988; Thompson et al. 1994a; Hig-
gins et al. 1996). CLUSTALW is a more recent version of CLUSTAL with the W standing
for “weighting” to represent the ability of the program to provide weights to the sequence
and program parameters, and CLUSTALX provides a graphic interface (see Table 4.1).
These changes provide more realistic alignments that should reflect the evolutionary
changes in the aligned sequences and the more appropriate distribution of gaps between
conserved domains.

CLUSTAL performs a global-multiple sequence alignment by a different method than
MSA, although the initial heuristic alignment obtained by MSA is calculated the same way.
The steps include: (1) Perform pair-wise alignments of all of the sequences; (2) use the
alignment scores to produce a phylogenetic tree (for an explanation of the neighbor-join-
ing method that is used, see Chapter 6); and (3) align the sequences sequentially, guided
by the phylogenetic relationships indicated by the tree. Thus, the most closely related
sequences are aligned first, and then additional sequences and groups of sequences are
added, guided by the initial alignments to produce a msa showing in each column the
sequence variations among the sequences. The initial alignments used to produce the guide
tree may be obtained by a fast k-tuple or pattern-finding approach similar to FASTA that
is useful for many sequences, or a slower, full dynamic programming method may be used.
An enhanced dynamic programming alignment algorithm (Myers and Miller 1988; see
book Web site) is used to obtain optimal alignment scores. For producing a phylogenetic
tree, genetic distances between the sequences are required. The genetic distance is the
number of mismatched positions in an alignment divided by the total number of matched
positions (positions opposite a gap are not scored).

As with MSA, sequence contributions to the msa are weighted according to their rela-
tionships on the predicted evolutionary tree. A rooted tree with known branch lengths of
which the sequences are outer branches (leaves) is examined (see Chapter 6). Weights are
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based on the distance of each sequence from the root, as illustrated in Figure 4.8. The align-
ment scores between two positions in the msa are then calculated using the resulting
weights as multiplication factors.

The scoring of gaps in a msa has to be performed in a different manner from scoring
gaps in a pair-wise alignment. As more sequences are added to a profile of an existing msa,
gaps accumulate and influence the alignment of further sequences (Thompson et al. 1994b;
Taylor 1996). CLUSTALW calculates gaps in a novel way designed to place them between
conserved domains. When Pascarella and Argos (1992; see book Web site) aligned
sequences of structurally related proteins, the gaps were preferentially found between sec-
ondary structural elements. These authors also prepared a table of the observed frequency

Figure 4.8. Weighting scheme used by CLUSTALW (Higgins et al. 1996). (A) Sequences that arise
from a unique branch deep in the tree receive a weighting factor equal to the distance from the root.
Other sequences that arise from branches shared with other sequences receive a weighting factor that
is less than the sum of the branch lengths from the root. For example, the length of a branch com-
mon to two sequences will only contribute one-half of that length to each sequence. Once the spe-
cific weighting factors for each sequence have been calculated, they are normalized so that the largest
weight is 1. As CLUSTALW aligns sequences or groups of sequences, these fractional weights are
used as multiplication factors in the calculation of alignment scores. (B) Illustration of using
sequence weights for aligning two columns in two separate alignments. Note that this sequence
weighting scheme is the opposite to that used by MSA, because the more distant a sequence from the
others, the higher the weight given. For a comparison of additional weighting schemes, see Vingron
and Sibbald (1993).

A. Calculation of sequence weights

B. Use of sequence weights

Sequence A (weight a)

Sequence B (weight b)

Sequence C (weight c)

Weighting factor

Column in alignment 1

Column in alignment 2

………K………

………I………

………L………

0.3

0.2
A  0.2 + 0.3/2 = 0.35

B  0.1 + 0.3/2 = 0.25

C  0.5

0.1

0.5

Sequence D (weight d)

Score for matching these two column in an msa =

[ a x c x score (K,L) +
  a x d x score (K,V) +
  b x c x score (I,L) +
  b x d x score (I,V) ] / 4

………V………
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of gaps next to each amino acid in these regions. CLUSTALW uses the information in this
table and also attempts to locate what may be the corresponding domains by appropriate
gap placement in the msa. Like other alignment programs, CLUSTAL uses a penalty for
opening a gap in a sequence alignment and an additional penalty for extending the gap by
one residue. These penalties are user-defined (defaults are available). Gaps found in the
initial alignments remain fixed. New gaps introduced as more sequences are added also
receive this same gap penalty, even when they occur within an existing gap, but the gap
penalties for an alignment are then modified according to the average match value in the
substitution matrix, the percent identity between the sequences, and the sequence lengths
(Higgins et al. 1996). These changes are attempts to compensate for the scoring matrix,
expected number of gaps (alignment with more identities should have fewer gaps), and dif-
ferences in sequence length (should limit placement of gaps if one sequence shorter).
Tables of gaps are then calculated for each group of sequences to be aligned to confine
them to less conserved regions in the alignment. Gap penalties are decreased where gaps
already occur (another method for achieving this same result is to enhance the scores of
more closely matching regions on the alignment as described in Taylor 1996), increased in
regions adjacent to already gapped regions, decreased within stretches of hydrophilic
regions (amino acids DEGKNQPRS), and increased or decreased according to the table in
Pascarella and Argos (1992). These rules are most useful when a correct alignment of some
of the sequences is already known. The CLUSTALW algorithm and the results of using the
above sequence weighting gap adjustment method are illustrated in Figure 4.9.

CLUSTALW also has options for adding one or more additional sequences with weights
or an alignment to a existing alignment (Higgins et al. 1996). Once an alignment has been
made, a phylogenetic tree may be made by the neighbor-joining method, with corrections
for possible multiple changes at each counted position in the alignment (see Chapter 6).
The predicted trees may also be displayed by various programs described in Chapter 6.

PILEUP

PILEUP is the msa program that is a part of the Genetics Computer Group package of
sequence analysis programs, owned since 1997 by Oxford Communications, and is widely
used due to the popularity and availability of this package. PILEUP uses a method for msa
that is very similar to CLUSTALW. The sequences are aligned pair-wise using the Needle-
man-Wunsch dynamic programming algorithm, and the scores are used to produce a tree
by the unweighted pair-group method using arithmetic averages (UPGMA; Sneath and
Sokal 1973 and see Chapter 6). The resulting tree is then used to guide the alignment of the
most closely related sequences and groups of sequences. The resulting alignment is a glob-
al alignment produced by the Needleman-Wunsch algorithm. Standard scoring matrices
and gap opening/extension penalties are used. Unfortunately, there have not been any
recent enhancements of this program such as gap modifications or sequence weighting
comparable to those introduced for CLUSTALW. As with other progressive alignment msa
programs, PILEUP does not guarantee an optimal alignment.

Problems with Progressive Alignment

The major problem with progressive alignment programs such as CLUSTAL and PILEUP
is the dependence of the ultimate msa on the initial pair-wise sequence alignments. The
very first sequences to be aligned are the most closely related on the sequence tree. If these
sequences align very well, there will be few errors in the initial alignments. However, the
more distantly related these sequences, the more errors will be made, and these errors will
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be propagated to the msa. There is no simple way to circumvent this problem. A second
problem with the progressive alignment method is the choice of suitable scoring matrices
and gap penalties that apply to the set of sequences (Higgins et al. 1996).

For the difficult task of aligning more distantly related sequences, using Bayesian meth-
ods such as hidden Markov models (HMMs) may be useful. For more closely related

Figure 4.9. A msa of seven globins by CLUSTALW. The protein identifiers are from the SwissProt database. The amino acid
subsitution matrix was the Dayhoff PAM250 matrix, and gap penalties were varied to emphasize conserved ungapped regions.
The approximate and known locations of seven �-helices in the structure of this group are shown in boxes. (Reprinted, with
permission, from Higgins et al. 1996 [copyright Academic Press].)
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sequences, CLUSTALW is designed to provide an adequate alignment of a large number of
sequences and provide a very good indication of the domain structure of those sequences.

ITERATIVE METHODS OF MULTIPLE SEQUENCE ALIGNMENT

The major problem with the progressive alignment method described above is that errors
in the initial alignments of the most closely related sequences are propagated to the msa.
This problem is more acute when the starting alignments are between more distantly relat-
ed sequences. Iterative methods attempt to correct for this problem by repeatedly realign-
ing subgroups of the sequences and then by aligning these subgroups into a global align-
ment of all of the sequences. The objective is to improve the overall alignment score, such
as a sum of pairs score. Selection of these groups may be based on the ordering of the
sequences on a phylogenetic tree predicted in a manner similar to that of progressive align-
ment, separation of one or two of the sequences from the rest, or a random selection of the
groups. These methods are compared in Hirosawa et al. (1995).

MultAlin (Corpet 1988) recalculates pair-wise scores during the production of a pro-
gressive alignment and uses these scores to recalculate the tree, which is then used to refine
the alignment in an effort to improve the score. The program PRRP (Table 4.1) uses iter-
ative methods to produce an alignment. An initial pair-wise alignment is made to predict
a tree, the tree is used to produce weights for making alignments in the same manner as
MSA except that the sequences are analyzed for the presence of aligned regions that include
gaps rather than being globally aligned, and these regions are iteratively recalculated to
improve the alignment score. The best scoring alignment is then used in a new cycle of cal-
culations to predict a new tree, new weights, and new alignments, as illustrated in Figure
4.10. The process is repeated until there is no further increase in the alignment score
(Gotoh 1994, 1995, 1996).

The program DIALIGN (see Table 4.1) finds an alignment by a different iterative
method. Pairs of sequences are aligned to locate aligned regions that do not include gaps,
much like continuous diagonals in a dot matrix plot. Diagonals of various lengths are iden-
tified. A consistent collection of weighted diagonals that provides an alignment which is a
maximum sum of weights is then found.

Additional methods that use iterative procedures are described below.

Genetic Algorithm

The genetic algorithm is a general type of machine-learning algorithm that has no direct
relationship to biology and that was invented by computer scientists. The method has been
recently adapted for msa by Notredame and Higgins (1996) in a computer program pack-
age called SAGA (Sequence Alignment by Genetic Algorithm; see Table 4.1). Zhang and
Wong (1997) have developed a similar program. The method is of considerable interest
because the algorithm can find high-scoring alignments as good as those found by other
methods. Similar genetic algorithms have been used for RNA sequence alignment
(Notredame et al. 1997) and for prediction of RNA secondary structure (Shapiro and
Navetta 1994). Although the method is relatively new and not used extensively, it likely
represents the first of a series of sequence analysis programs that produce alignments by
attempted simulation of the evolutionary changes in sequences.

The basic idea behind this method is to try to generate many different msas by rear-
rangements that simulate gap insertion and recombination events during replication in
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order to generate a higher and higher score for the msa. The alignments are not guaran-
teed to be optimal or to be the highest scoring that is achievable (optimal alignment).
Although SAGA can generate alignments for many sequences, the program is slow for
more than about 20 sequences.

A similar approach for obtaining a higher-scoring msa by rearranging an existing align-
ment uses a probability approach called simulated annealing (Kim et al. 1994). The pro-
gram MSASA (Multiple Sequence Alignment by Simulated Annealing) starts with a heuris-
tic msa and then changes the alignment by following an algorithm designed to identify
changes that increase the alignment score.

The success of the genetic algorithm may be attributed to the steps used to rearrange
sequences, many of which might be expected to have occurred during the evolution of the
protein family. The steps in the algorithm are as follows:

1. The sequences to be aligned (up to �20 in number) are written in rows, as on a page,
except that they are made to overlap by a random amount of sequence, up to 50
residues long for sequences about 200 in length. The ends are then padded with gaps. A
typical population of 100 of these msas is made, although other numbers may be set.

xxxxxxxxxx----
---xxxxxxxxxxx
-xxxxxxxxxx---

Figure 4.10. The iterative procedures used by PRRP to compute a multiple sequence alignment.
(Reprinted, with permission, from Gotoh 1996 [copyright Academic Press].)
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Shown is an initial msa for the genetic algorithm (1 of �100 in number).

2. The 100 initial msas are scored by the sum of pairs method, except that both natural and
quasi-natural gap-scoring schemes (Fig. 4.4) are used. Recall that the best SSP score for
a msa is the minimum one and the one that is closest to the sum of the pair-wise
sequence alignment. Standard amino acid scoring matrices and gap opening and exten-
sion penalties are used.

3. These initial msas are now replicated to give another generation of msas. The half with
the lowest SSP scores are sent to the next generation unchanged. The remaining half for
the next generation are selectively chosen by lot, like picking marbles from a bag, except
that the chance for a particular choice is inversely proportional to the msa score (the
lower the score, the better the msa, therefore gives that one a greater chance of replicat-
ing). These latter one-half of the choices for the next generation are now subject to
mutation, as described in step 4 below, to produce the children of the next generation.
All members of the next-generation msas undergo recombination to make new child
msas derived from the two parents, as described in step 5 below. The relative probabil-
ities of these separate events are governed by program parameters. These parameters are
also adjusted dynamically as the program is running to favor those processes that have
been most useful for improving msa scores.

4. In the mutation process, the sequence is not changed (else it would no longer be an
alignment), but gaps are inserted and rearranged in an attempt to create a better-scor-
ing msa. In the gap insertion process, the sequences in a given msa are divided into two
groups based on an estimated phylogenetic tree, and gaps of random length are insert-
ed into random positions in the alignment. Alternatively, in a “hill-climbing” version of
the procedure, the position is so chosen as to provide the best possible score following
the change.

xxxxxxxxxx                   xxx--xxxxxxx
xxxxxxxxxx                   xxx--xxxxxxx
xxxxxxxxxx        ---->      xxxxxxxxx--x
xxxxxxxxxx                   xxxxxxxxx--x
xxxxxxxxxx                   xxxxxxxxx--x

Shown above are random gap insertions into phylogenetically related sequences. The
first two and last three sequences comprise the two related groups in this example. x
indicates any sequence character.

Another mutational process is to move common blocks of sequence (overlapping
ungapped regions) delineated by a gap, or blocks of gaps (overlapping gaps). Some of
the possible moves are illustrated below. These moves may also be tailored to improve
the alignment score.

xxx--xxxxx   xx--xxxxxx   xxx--xxxxx   xxxxx--xxx
xxxxxxxxxx   xxxxxxxxxx   xxxxxxxxxx   xxxxxxxxxx
xx--xxxxxx   x--xxxxxxx   xxx--xxxxx   xx-xx-xxxx
xxxxxxxxxx   xxxxxxxxxx   xxxxxxxxxx   xxxxxxxxxx

Starting block Whole block Split block Split block
move horizontally vertically

(guided by
phylogenetic grouping)



160 ■ C H A P T E R  4

5. Recombination among next-generation parent msas is accomplished by one of two
mechanisms. The first is not homology-driven. One msa is cut vertically through, and
the other msa is cut in a staggered manner that does not lose any sequence after the frag-
ments are spliced. The higher scoring of the two reciprocal recombinants is kept. The
second, illustrated below, is recombination between msas driven by conserved sequence
positions. It is driven by homology expressed as a vertical column of the same residue
and is very like standard homologous recombination.

xxGxxxxDxx xxGxx-xDxx xxGxx-xDxx
xxGx-xxDxx xxGxxxxDxx xxGxxxxDxx
xxGxx-xDxx xxGxxxxDxx xxGxxxxDxx
xxGxxxxDxx xxGx-xxDxx xxGx-xxDxx

Parent A Parent B Child
alignment alignment alignment

6. The next generation, an overlapping one of the previous one-half of the best-scoring
parental msas and the mutated children, is now evaluated as in step 2, and the cycle of
steps 2–5 is typically repeated as much as 100 times, although as many as 1000 genera-
tions can be run. The best-scoring msa is then obtained.

7. The entire process of producing a set of msas for replication and mutation is repeated
several times to obtain several possible msas, and the best scoring is chosen.

Hidden Markov Models of Multiple Sequence Alignment

The HMM is a statistical model that considers all possible combinations of matches, mis-
matches, and gaps to generate an alignment of a set of sequences. A localized region of sim-
ilarity, including insertions and deletions, may also be modeled by an HMM. Analysis of
sequences by an HMM is discussed on page 185 along with other statistical methods.

OTHER PROGRAMS AND METHODS FOR MULTIPLE SEQUENCE ALIGNMENT

The msa method often used, especially for 10 or more sequences, is to first determine
sequence similarity between all pairs of sequences in the set. On the basis of these similar-
ities, various methods are used to cluster the sequences into the most related groups or into
a phylogenetic tree.

In the group approach, a consensus is produced for each group and then used to make
further alignments between groups. Two examples of programs using the group approach
are the program PIMA (Smith and Smith 1992), which uses several novel alignment tech-
niques, and the program MULTAL described by Taylor (1990, 1996; see Table 4.1).

The tree method uses the distance method of phylogenetic analysis to arrange the
sequences. The two closest sequences are then aligned, and the resulting consensus align-
ment is aligned with the next best sequence or cluster of sequences, and so on, until an
alignment is obtained that includes all of the sequences. The programs PILEUP and
CLUSTALW discussed above are examples. The ALIGN set of programs (Feng and Doolit-
tle 1996) and the MS-DOS program by Corpet (1988) use this method. Additional pro-
grams for msa are also described in Barton (1994), Kim et al. (1994), and Morgenstern et
al. (1996).

Another program (Vingron and Argos 1991) aligns all possible pairs of sequences to cre-
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ate a set of dot matrices, and the matrices are then filtered sequentially to find motifs that
provide a starting point for sequence alignment. A set of programs for interactive msa by
dot matrix analysis and other alignment techniques has also been developed (Boguski et al.
1992).

The program TREEALIGN takes the approach that multiple sequence alignments
should be done in a fashion that simultaneously minimizes the number of changes needed
during evolution to generate the observed sequence variation (Hein 1990). TREEALIGN
(also named ALIGN in the program versions) has a method for performing the alignment
and the most parsimonious tree construction at the same time. The initial steps are simi-
lar to other multiple sequence alignment methods, except for the use of a distance scale:
i.e., the sequences are aligned pair-wise and the resulting distance scores are used sequen-
tially to produce a tree, which is rearranged as more sequences are added. The sequences
are then realigned so that the same tree can be produced by maximum parsimony. Final-
ly, the tree is rearranged to maximize parsimony. The advantage to this method is the
increased use of phylogenetic analysis to improve the multiple sequence alignment.

LOCALIZED ALIGNMENTS IN SEQUENCES

Multiple sequence alignment programs based on the methods discussed above report a
global alignment of the sequences, including all parts of all sequences. A portion of the
alignment that is highly conserved may then be identified and a type of scoring matrix
called a profile may be produced. A profile includes scores for amino acid substitutions and
gaps in each column of the conserved region so that an alignment of the region to a new
sequence can be determined. Alternatively, the alignment may be scanned for regions that
include only substituted regions without gaps, called blocks, and these blocks may then be
used in sequence alignments.

There is also a third method for finding a localized region of sequence similarity in a set
of sequences without first having to produce an alignment. In this method, the sequences
are analyzed by pattern-searching or statistical methods. All of these methods for finding
localized sequence similarity are discussed below.

Profile Analysis

Profiles are found by performing the global msa of a group of sequences and then remov-
ing the more highly conserved regions in the alignment into a smaller msa. A scoring matrix
for the msa, called a profile, is then made. The profile is composed of columns much like a
mini-msa and may include matches, mismatches, insertions, and deletions. A tutorial on
preparing profiles by the first method, prepared by M. Gribskov, is at Web address
http://www.sdsc.edu/projects/profile/profile_tutorial.html, and the Web site at
http://www.sdsc.edu/projects/profile/ will perform a motif analysis on the University of Cal-
ifornia at San Diego Supercomputer Center. The program Profilemake can be used to pro-
duce a profile from a msa (Gribskov et al. 1987, 1990; Gribskov and Veretnik 1996). A
version of the Profilesearch program, which performs a database search for matches
to a profile, is available at the University of Pittsburgh Supercomputer Center
(http://www.psc.edu/general/software/packages/profiless/profiless.html). A special grant
application may be needed to use this facility. Profile-generating programs are available by
FTP from ftp.sdsc.edu/pub/sdsc/biology and are included in the Genetics Computer Group
suite of programs (http://www.gcg.com/), although the more recent features (Gribskov and
Veretnik 1996) are not included in GCG, v. 9.1.
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Once produced, the profile is used to search a target sequence for possible matches to
the profile using the scores in the table to evaluate the likelihood at each position. For
example, the table value for a profile that is 25 amino acids long will have 25 rows of 20
scores, each score in a row for matching one of the amino acids at the corresponding posi-
tion in the profile. If a sequence 100 amino acids in length is to be searched, each 25-
amino-acid-long stretch of sequence will be examined, 1–25, 2–26, . . . . 76–100. The first
25-amino-acid-long stretch will be evaluated using the profile scores for the amino acids
in that sequence, then the next 25-long stretch, and so on. The highest-scoring sections will
be the most similar to the profile.

The disadvantage of this method of profile extraction from an msa is that the profile
produced is only as representative of the variation in the family of sequences as the msa
itself. If several sequences in the msa are similar, the msa and the derived profile will be
biased in favor of those sequences. Methods have been devised for partially circumventing
this problem with the profile (Gribskov and Veretnik 1996), but the difficulty with the msa
itself is not easily reconciled, as discussed at the beginning of this section. Sequence weight-
ing is based on the production of a simple phylogenetic tree by distance methods; more
closely related sequences then receive a reduced weight in the profile. Another problem is
that some amino acids may not be represented in a particular column because not enough
sequences have been included. Athough absence of an amino acid may mean that the
amino acid may not occur at that position in the protein family, adding counts to such
positions generally increases the usefulness of the profile. This feature is built into the pro-
file method discussed below.

An example of the generation of a profile and the matrix representation of this profile
for a set of heat shock proteins is illustrated in Figure 4.11. The profile is similar to the log
odds form of the amino acid substitution table, such as the PAM250 and BLOSUM62

Figure 4.11. Pattern identification by the profile method. A set of heat shock 70 (hsp70) proteins from a diverse group of
organisms were aligned by the Genetics Computer Group msa program PILEUP. A profile was then made from one region
in the alignment with the Genetics Computer Group program Profilemake. The profile represents the specific motif pattern
found for the chosen location shown for this set of hsp70 proteins. The first column gives the consensus amino acid at each
position in the profile. Thus, the consensus pattern is ITLSTTCVCV. This profile is used to search a target sequence for
matches to the profile. The table values are a log odds score of giving the probability of finding the amino acid in the target
sequence at that position in the profile divided by the probability of aligning the two amino acids by random chance. If a gap
must be placed in the target sequence to align the sequence with the profile, then the penalties for opening a gap and extend-
ing the gap, respectively, are subtracted. The profile itself may include gaps, in which case the penalty is reduced, as seen for
example in the row 3 of the profile table. The method of producing the substitution scores shown in the table is described in
the text.
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matrices used for sequence alignments. The matrix is 23 columns wide, one column for
each of the 20 amino acids, plus one column for an unknown amino acid z and two
columns for a gap opening and extension penalty. There is one row for each column in the
msa. The consensus sequence, derived from the most common amino acid in each column
of the msa, is listed down the left-hand column. The scores on each row reflect the num-
ber of occurrences of each amino acid in the aligned sequences. For example, in the first
row, I, T, and V were found, with I being the majority amino acid. The highest positive
score on each row (underlined) is in the column corresponding to the consensus amino
acid, the most negative score for an amino acid not expected at that position. These values
are derived from the log odds amino acid substitution matrix that was used to produce the
alignment, such as the log odds form of the Dayhoff PAM250 matrix. Two methods are
used to produce profile tables, the average method and the evolutionary method. The evo-
lutionary method seems somewhat better for finding family members.

In the average method, the profile matrix values are weighted by the proportion of each
amino acid in each column of the msa. For example, if column 1 in the msa has 5 Ile (I),
3 Thr (T), and 2 Val (V), then the frequency of each amino acid in this column is 0.5 I,
0.3 T, and 0.2 V. These amino acids are considered to have arisen with equal probability
from any of the 20 amino acids as ancestors. In the example in Figure 4.11, the I, T, and
V in column 1 could have arisen from any of the 20 amino acids by mutation. Suppose
that they arose from an Ile (I). The profile values in the Ile (I) column of the correspond-
ing row in the profile matrix would then use the amino acid scoring matrix values for I-I,
I-T, and I-V, which are log odds scores of 5, 0, and 4 in the Dayhoff PAM250 matrix. Then
the profile value for the I column is the frequency-weighted value, or 0.5 � 5 � 0.3 � 0
� 0.2 � 4 � 3.3.

The profile table also includes penalties for matching a gap in the target sequence,
shown in the two right columns. All of these table values are multiplied by a constant for
convenience so that only the value of a score with one sequence relative to the score with
another sequence matters. Once a profile table has been obtained, the table may be used in
database searches for additional sequences with the same pattern (program Profilesearch)
or as a scoring matrix for aligning sequences (program Profilegap). If several profiles char-
acteristic of a protein family can be identified, the chance of a positive identification of
additional family members is greatly increased (Bailey and Gribskov 1998; also see
http://www.sdsc.edu/MEME).

The evolutionary method for producing a profile table is based on the Dayhoff model of
protein evolution (Chapter 2) (Gribskov and Veretnik 1996). The amino acids in each col-
umn of the msa are assumed to be evolving at a different rate, as reflected in the amount
of amino acid variation that is observed. As with the average model, the object is to con-
sider each of the 20 amino acids as a possible ancestor of the pattern of each column. In
the evolutionary model, the evolutionary distance in PAM units that would be required to
give the observed amino acid distribution in each column is determined. Recall that each
PAM unit represents an overall probability of 1% change in a sequence position. For exam-
ple, in the original Dayhoff PAM1 matrix for an evolutionary distance of 1 PAM unit (very
roughly 10 my), the probability of an I not changing is 0.9872, and the probabilities for
changing to a T or a V are 0.0011 and 0.0057, respectively. All of the probabilities of chang-
ing I to any other amino acid add up to 1.0000, for a combined probability of change of
1% for I. For an evolutionary distance of n PAM, the PAM1 matrix is multiplied by itself
n times to give the expected changes at that distance. At a distance of 250 PAMs, the above
three probabilities of an I not changing or of changing to a T or V are 0.10, 0.06, and 0.15,
respectively, representing a much greater degree of change than for a shorter time, as might
be expected (Dayhoff 1978).
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Thus, for the example of the msa column 1 with 5 Ile (I), 3 Thr (T), and 2 Val (V), the
object is to find what amount of PAM distance from each of the 20 amino acids as possi-
ble ancestors will generate this much diversity. This amount can be found by a formula giv-
ing the amount of information (entropy) of the observed column variation given the
expected variation in the evolutionary model,

where fa is the observed proportion of each amino acid a in the msa column and pa is the
expected frequency of the amino acid when derived from a given ancestor amino acid. For
a given column in the msa, H is calculated for each 20 ancestor amino acids and for a large
number of evolutionary distances (PAM1, PAM2, PAM4, . . . . ). The distance that gives
the minimum value for H for each column-possible ancestor combination is the best esti-
mate of the distance that generates the column diversity from that ancestor. This analysis
provides 20 possible models (Ma for a � 1,2,3, . . . 20) as to how the amino acid frequen-
cies in a column (F) may have originated. The next step in the evolutionary profile con-
struction determines the extent to which each Ma predicts F by the now-familiar Bayes
conditional probability analysis.

where the prior distribution P (Ma) is the given by the background amino acid frequencies
and

i.e., the product of the expected amino acid frequencies in Ma raised to the power of 
the fraction observed for each amino acid in the msa column, as defined above. From
P (Ma � F), the weights for each of the 20 possible distributions that give rise to the msa col-
umn diversity are calculated as follows:

where Wa is the weight given to Ma and P (Mrandom � F) is calculated as above using the
background amino acid distribution.

The log odds scores for the profile (Profileij) are given by:

where Wai is the weight of an ancestral amino acid a at row i in the profile, paij is the fre-
quency of amino acid j in the PAM amino acid distribution that best matches at row i, and

Profileij � log [ ∑
all a’s

(Wai 	 paij)/prandom j] (5)

Wa � P (Ma � F) – P (Mrandom � F) (4)

P (F � Ma ) � paa1
faa1 	 paa2

faa2 	 paa3
faa3

. . . . . . . .. paa20
faa20 (3)

P (Ma�F) � P (Ma) 	 P (F �Ma)/ ∑
all a’s

P (Ma) 	 P (F �Ma) (2)

H � �∑
all a’s

falog(pa) (1)

Do not confuse these
probabilities of one
amino acid changing
to another in the orig-
inal Dayoff PAM250
matrix with scores
from the log odds form
of the PAM250
matrix, which have
been used up to now.
The log odds scores are
derived from the origi-
nal Dayhoff matrix by
dividing each proba-
bility of change with
the probability of a
chance matching of
the amino acids in a
sequence alignment;
i.e., that the one
amino acid is not an
ancestor of the other.
These ratios are then
converted to loga-
rithms.
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prandom j is the background frequency of amino acid j. An example of a profile matrix for
the ATP-dependent RNA helicase (“DEAD” box family) from the M. Gribskov laboratory
is given in Figure 4.12.

The usefulness of the evolutionary profile is demonstrated by the following: A profile for
the 4Fe-4S ferredoxin family was prepared from six sequences. This profile was then used
to search the SwissProt database for family members. Success was measured by the so-
called receiver operating characteristic test (ROC) plot. The fraction of scores equal to or
greater than a certain value is plotted for the true positive matches (a correct family mem-
ber identified) on the y axis and for the true negatives (unrelated sequences) on the x axis.
The area under the curve and the x axis gives the probability of correct identification. The
ROC50 is the area under the curve when it is truncated to the first 50 incorrect sequences,
and can be used as a standard for success in a database search (Gribskov and Veretnik
1996). For the ferredoxin family search, the ROC50, 95.6 � 0.6% of the known family
members, was identified in a search of SwissProt by an evolutionary profile, whereas 93.0
� 2.0% was identified by the average profile method (Gribskov and Veretnik 1996). The
success rate was increased 0.4–0.6% by using 12 training sequences and 2–3% by using 134
training sequences.

Block Analysis

Like profiles, blocks represent a conserved region in the msa. Blocks differ from profiles in
lacking insert and delete positions in the sequences. Instead, every column includes only
matches and mismatches. Like profiles, blocks may be made by searching for a section of
an msa alignment that is highly conserved. However, aligned regions may also be found by
searching each sequence in turn for similar patterns of the same length. These patterns may
include a region with one or a few matching characters followed by a short spacer region
of unmatched characters and then by another set of a few matching characters, and so on,
until the sequences start to be different. These patterns are all of the same length, and when
they are aligned, the matching sequence characters will appear in columns. The first align-
ments of this type were performed by computer programs that searched for patterns in
sequences (Henikoff and Henikoff 1991; Neuwald and Green 1994). Several blocks locat-
ed in different regions in a set of sequences may be used to produce a msa (Zhang et al.
1994), and blocks may be constructed from a set of aligned sequence pairs (Miller et al.
1994). Statistical and Bayesian statistical methods are also used to locate the most alike
regions of sequences (Lawrence et al. 1993; Lawrence and Reilly 1990). Web sites that per-
form some of these types of analyses are discussed below and also given in Table 4.1. Final-
ly, the information content of these tables can be displayed by a sequence logo (see p. 195).
Note that few of these types of analyses presently provide a method for phylogenetic esti-
mates of the sequence relationships so that sequence weighting can be used to make the
changes more reflective of the phylogenetic histories among the sequences. Additionally,
except where noted, these methods do not use substitution matrices such as the PAM and
BLOSUM matrices to score matches. Rather, they are based on finding exact matches that
have the same spacing in at least some of the input sequences, and that may be repeated in
a given sequence.

Extraction of Blocks from a Global or Local Multiple Sequence Alignment

A global msa of related protein sequences usually includes regions that have been aligned
without gaps in any of the sequences. These ungapped patterns may be extracted 
from these aligned regions and used to produce blocks. Blocks found in this manner are
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Figure 4.12. msa and the derived evolutionary profile.
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Figure 4.12. Continued.
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Figure 4.12. Continued.
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only as good as the msa from which they are derived. Using the BLOCKS
(http://www.blocks.fhcrc.org/blocks/process_blocks.html), blocks of width 10–55 are
extracted from a protein msa of up to 400 sequences (Henikoff and Henikoff 1991, 1992).
The program accepts FASTA, CLUSTAL, or MSF formats, or manually reformatted msas.
Several types of analyses may be performed with such extracted blocks. The BLOCKS serv-
er primarily generates blocks from unaligned sequences. The eMOTIFs server at
http://dna.stanford.edu/emotif/ (Nevill-Manning et al. 1998) similarly extracts motifs
from msas in several msa formats and provides a formatter for additional msa formats.
These types of analyses are discussed below in greater detail.

Pattern Searching

This type of analysis was performed on groups of related proteins, and the amino acid pat-
terns that were located may be found in the Prosite catalog (Bairoch 1991). This catalog
groups proteins that have similar biochemical functions on the basis of amino acid pat-
terns such as those in the active site. Subsequently, these families were searched for amino
acid patterns by the MOTIF program (Smith et al. 1990), which finds patterns of the type
aa1 d1 aa2 d2 aa3, where aa1 and aa2 are conserved amino acids and d1 and d2 are stretch-
es of intervening sequence up to 24 amino acids long. These initial patterns are then orga-
nized into blocks between 3 and 60 amino acids long by the Henikoff PROTOMAT pro-
gram (Henikoff and Henikoff 1991, 1992). The BLOCKS database can be accessed at
http://www.blocks.fhcrc.org/, and the server may also be used to produce new blocks by
the original pattern-finding method or other methods described below.

Although used successfully for making the BLOCKS database, the MOTIF program is
limited in the pattern sizes that can be found. The MOTIF program distinguishes true
motifs from random background patterns by requiring that motifs occur in a number of
the input sequences and tend not to be internally repeated in any one sequence. As the
length of the motif increases, there are many possible combinations of patterns of a given
length where only a few characters match, e.g., 
109 possible patterns for a 15-amino-acid-
long pattern with only five matches. The MOTIF program always provides a motif, even
for random sequences, thus making it difficult to decide how significant the found motif
really is. This problem has been circumvented by combining the analysis performed by
MOTIF with that of the Gibbs sampler (discussed on p. 177), which is based on sound sta-
tistical principles. A rigorous searching algorithm called Aligned Segment Statistical Eval-
uation Tool (ASSET) has been devised (Neuwald and Green 1994) that can find patterns
in sequence up to 50 amino acids long, group them, and provide a measure of the statisti-
cal significance of the patterns. These patterns may also include certain pairs, the 26 posi-
tive scoring pairs in the BLOSUM62 scoring matrix. Consideration of all BLOSUM pairs is
not possible because this would greatly increase the complexity of the analysis.

The efficiency of ASSET is achieved by a combination of an efficient pattern search
strategy called the depth-first method, which assures searching for the same patterns only
once, and the use of formulas for efficiently organizing the patterns. Low-complexity
regions with high proportions of the same residue and use of sequences, some of which are
more similar than the others, can interfere with the ability of the method to find a range of
patterns. ASSET removes low-complexity regions and redundant sequences from consid-
eration. The program was easily able to find subtle motifs in the DNA methylase, reverse
transcriptase, and tRNA ligase families, and previously identified by the MOTIF program.
In addition, however, ASSET gave these motifs an expect score, the probability that these
are random matches of unrelated sequences, of �0.001. The program also found motifs in
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families with only a fraction of the sequences sharing a motif (the acyltransferase family)
and in a set of distantly related sequences sharing the helix-turn-helix motif. Finally, the
program found several repeat sequences in a prenyltransferase and ankyrin-like repeats in
an E. coli protein. This source code of the program is available by anonymous FTP from
ncbi.nlm.nih.gov/pub/neuwald/asset. The European Bioinformatics Institute has a Web
page for another complex pattern-finding program (PRATT) at http://www2.ebi.ac.
uk/pratt/ (Jonassen et al. 1995).

Blocks Produced by the BLOCKS Server from Unaligned Sequences

As described above, the BLOCKS server can extract a conserved, ungapped region from a
msa to produce a sequence block. This same server can also find blocks in a set of
unaligned, input sequences and maintains a large database of blocks based on an analysis
of proteins in the Prosite catalog. Blocks are found by the Protomat program (Henikoff
and Henikoff 1991). Blocks are found in two steps: First, the program MOTIF (Smith et al.
1990) described on the previous page is used to locate spaced patterns. The second step
takes the best and most consistent patterns found in step 1 and uses the program
MOTOMAT to merge overlapping triplets and extend them, orders the resulting blocks,
and chooses those that are in the largest subset of sequences. Since 1993, the Gibbs sam-
pler (see below) has been used as an additional tool for finding the initial set of short pat-
terns also by specifying that the sampler search for short motifs. This program is based on
a statistical analysis of the sequences and can identify the most significant common pat-
terns in a set of sequences.

An example of BlockMaker output using an example from Lawrence et al. (1993) is
shown below. The program first searches for blocks using either the MOTIFS or Gibbs
sampler program to identify patterns, then the Protomat program to consolidate the pat-
terns into meaningful blocks. The results of both types of analyses are reported.
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In the above example, two blocks identified as Lipocal A and B are reported using both
the MOTIF and Gibbs sampler programs for step 1, the initial pattern-finding step. The
MOTIF program is based on a heuristic method that will always find motifs, even in ran-
dom sequences, whereas the Gibbs sampler discriminates found motifs based on sound
statistical methods. These blocks are identical to those determined from analysis of three-
dimensional structures. Note that MOTIF aligned MUP2_MOUSE incorrectly in the B

Figure 4.13. Aligned block of 34 tubulin proteins. (a) The sequences are divided into two groups
based on the occurrence of R or L in the fourth position and Y in the last position. (b) Specific sub-
stitution groups found in the columns of the block. If a group cannot be found, then the position is
ambiguous and a dot is printed at the position. (c) If only the first group of sequences is used, a more
specific motif may be found because sequences in this group are more closely related to each other.
(Reprinted, with permission, from Nevill-Manning et al. 1998 [copyright National Academy of Sci-
ences].)
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block. The Gibbs sampler results may differ when the same sequences are submitted
repeatedly with a different initial alignment (see below).

The eMOTIF Method of Motif Analysis

Another somewhat different but extemely useful method of identifying motifs in protein
sequences has been described (Nevill-Manning et al. 1998). From the BLOCKS database
(derived from msa of proteins in the Prosite catalog) and the HSSP database (derived from
msa of proteins based on predicted structural similarities), a set of amino acid substitution
groups characteristic of each column in all of the alignments was found. These patterns
reflect the higher log odds scores in the amino acid substitution matrices. A statistical anal-
ysis was performed to identify amino acids that are found together in the same msa col-
umn as opposed to amino acids that are found in different columns at the 0.01 level of sig-
nificance. Thirty and 51 substitution groups that met this criterion were found in the
BLOCKS and HSSP msas, respectively. For example, the chemically aromatic group of
amino acids F, W, and Y were found to define a group often located in the same column
of the msa.

From the msa for a particular group of proteins, each column is examined to see
whether these groups are represented in the column, as illustrated in Figure 4.13. In col-
umn 1, M is always present, and because M is one group, M is used in column 1 of the
motif, as shown in part b. Similarly for column 2, Y and F, which are members of the group
FYW, are found, and hence this group is used as column 2 in the motif. The final motif
shown in b describes the variation in all the sequences. Instead, a motif may be made for
only the first group of 19 sequences, and is shown in c. This second motif (c) has less vari-
ability and greater specificity for the first 19 sequences and thus would be more likely to
find those sequences in a database search (i.e., it is a more sensitive motif for those
sequences) than motif b.

The probability of each motif is estimated from the frequencies of the individual amino
acids in the SwissProt database. The probability of the motif b above is given by the
product of the probability sums in each column, or p(Motif) � p(M) � 1 �
[p(F)�p(W)�p(y)] � [p(Y)�p(R)] x . . . This value has been found to provide a good esti-
mate of false positives, or of the selectivity of the motif, in a database search. Both the sen-
sitivity and selectivity of a given motif must be taken into account in using the motif for a
database search. Ideally, a motif can find all of the sequences used to generate the motif but
none other. In practice, eMOTIF produces a large set of motifs, some more and some less
sensitive for the set of aligned sequences. The more sensitive ones, which are also the most
selective based on the value of p(Motif), are then chosen. Some are useful for specifying
subfamilies of a protein superfamily. A database of such motifs called Identify is a useful
resource for discovering the function of a gene (Nevill-Manning et al. 1998;
http://dna.stanford.edu/emotif/).

STATISTICAL METHODS FOR AIDING ALIGNMENT

Expectation Maximization Algorithm

This algorithm has been used to identify both conserved domains in unaligned proteins
and protein-binding sites in unaligned DNA sequences (Lawrence and Reilly 1990),
including sites that may include gaps (Cardon and Stormo 1992). Given are a set of
sequences that are expected to have a common sequence pattern and may not be easily rec-
ognizable by eye. An initial guess is made as to the location and size of the site of interest
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in each of the sequences, and these parts of the sequence are aligned. The alignment pro-
vides an estimate of the base or amino acid composition of each column in the site. The
EM algorithm then consists of two steps, which are repeated consecutively. In step 1, the
expectation step, the column-by-column composition of the site already available is used
to estimate the probability of finding the site at any position in each of the sequences.
These probabilities are used in turn to provide new information as to the expected base or
amino acid distribution for each column in the site. In step 2, the maximization step, the
new counts of bases or amino acids for each position in the site found in step 1 are substi-
tuted for the previous set. Step 1 is then repeated using these new counts. The cycle is
repeated until the algorithm converges on a solution and does not change with further
cycles. At that time, the best location of the site in each sequence and the best estimate of
the residue composition of each column in the site will be available.

As an example, suppose that there are 10 DNA sequences having very little similarity
with each other, each about 100 nucleotides long and thought to contain a binding site
near the middle 20 residues, based on biochemical and genetic evidence. As we will later
see when examining the EM program MEME, the size and number of binding sites, the
location in each sequence, and whether or not the site is present in each sequence do not
necessarily have to be known. For the present example, the following steps would be used
by the EM algorithm to find the most probable location of the binding sites in each of the
10 sequences.

The Initial Setup of the Algorithm

The 20-residue-long binding motif patterns in each sequence are aligned as an initial
guess of the motif. The base composition of each column in the aligned patterns is then
determined. The composition of the flanking sequence on each side of the site provides
the surrounding base or amino acid composition for comparison, as illustrated below.
For illustration purposes, each sequence is assumed to be the same length and to be
aligned by the ends, and each character in the alignment represents five sequence posi-
tions (o, not in motif; x, in motif).

ooooooooxxxxoooooooo
ooooooooxxxxoooooooo
ooooooooxxxxoooooooo
ooooooooxxxxoooooooo
ooooooooxxxxoooooooo
ooooooooxxxxoooooooo
ooooooooxxxxoooooooo
ooooooooxxxxoooooooo
ooooooooxxxxoooooooo
ooooooooxxxxoooooooo

Columns not in motif provide
background frequencies

Columns defined 
by a preliminary 
alignment of the 
sequences 
provide initial 
estimates of 
frequencies of 
amino acids in 
each motif 
column
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The number of each base in each column is determined and then converted to
fractions. Suppose, for example, that there are four Gs in the first column of the 10
sequences, then the frequency of G in the first column of the site, fsG � 4/10 � 0.4.
This procedure is repeated for each base and each column. For the rest of the
sequences not included in the sites, the background frequency of each base is calcu-
lated. For example, let one of these four values for the background frequency, the fre-
quency of G, be fbG � 224/800 � 0.28. These values are now placed in a 5 � 20
matrix of values, the first column for the background frequencies, and the next 20
columns for the base frequencies in each successive column in the sites. Thus, the
counts in the first three columns of the matrix may appear as shown in Table 4.2.

The following calculations are performed in the expectation step of the EM algo-
rithm:

1. The above estimates provide an initial estimate of the composition of the site
and the location in each sequence. The object of this step is to improve this esti-
mate by discriminating to the greatest possible extent between sequence within
and sequence not within the site. Using the above estimates of base frequencies
for (1) background sequences that are not within the site and (2) each column
within the site, each sequence is scanned for all possible locations for the site to
find the most probable location of the site. For the 10-residue DNA sequence
example, there are 100 �20 � 1 possible starting sites for a 20-residue-long site,
the first one being at position 1 in the sequence ending at 20 and the last
beginnning at position 81 and ending at 100 (there is not enough sequence for
a 20-residue-long site beyond position 81). 

Sequence 1

A

B

C

...background
frequencies in the
remaining positions.

Use previous
estimates of amino
acid frequencies for 
each column in the 
motif to calculate
probability of motif in 
this position, and
multiply by...

xxxxoooooooooooooooo
xxxx

xxxx

xxxx

oxxxxooooooooooooooo 

ooxxxxoooooooooooooo 

The resulting score gives the likelihood that the motif
matches positions (a) 1-20, (b) 6-25, or (c) 11-30 in sequence 1.
Repeat for all other positions and find most likely
locator. Then repeat for the remaining sequences.  
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For each possible site location, the probability that the site starts is just the
product of the probabilities given by Table 4.2. For example, suppose that the
site starts in column 1 and that the first two positions in sequence 1 are A and
T, respectively. The site will then end at position 20 and the first two nonsites,
flanking background sequence positions, are 21 and 22. Suppose that these
positions have an A and a T, respectively. Then the probability of this location
of the site in sequence 1 is given by Psite1,sequence1 � 0.2 (for A in position 1)
� 0.7 (for T in position 2) 	 Ps for next 18 positions in site � 0.25 (for A in
first flanking position) � 0.23 (for T in second flanking position) � Ps for next
78 flanking positions. Similar probabilities for Psite2, sequence1 to Psite78, sequence1

are then calculated, thus providing a comparative set of probabilities for the site
location. The probability of this best location in sequence 1, say at site k, is the
ratio of the site probability at k divided by the sum of all the other site proba-
bilities P(site k in sequence 1) � Psite k, sequence 1 / (Psite 1, sequence 1 �
Psite 2, sequence 1 � . . . . . � Psite 78, sequence 1). The probability of the site location
in each sequence is then calculated in this manner.

2. The above site probabilities for each sequence are then used to provide a new
table of expected values for base counts for each of the site positions using the
site probabilities as weights. For example, suppose that P (site 1 in sequence 1)
� 0.01 and that P (site 2 in sequence 1) � 0.02. In the above example, the first
base in site 1 is an A and the first base for site 2 is a T. Then 0.01 As and 0.02 Ts
are added to the accumulated list of bases at site column 1. This procedure is
repeated for every other 76 possible first columns in sequence 1. Similarly, site
column 2 in the new table of expected values is augmented by counts from the
78 possible column 2 positions in sequence 1, the first, for example, being 0.01
Ts. The weighted sequence data from the remaining sequences are also added to
the new table, resulting finally in a new estimate of the expected number of each
base at each site position and providing a new version of Table 4.2.

In this maximization step, the base frequencies found in the expectation step
are used as an updated estimate of the site residue composition. In this case, the
data are more complete than the initial estimate because all possible sites in each
of the sequences have been evaluated. The expectation and maximization steps
are repeated until the estimates of the base frequencies do not change.

An Alternative Method of Calculating Site Probabilities by the EM Algorithm

The example shown above uses the frequencies of each base in the trial alignment and
background base frequencies to calculate the probabilities of each possible location in
each sequence. An alternative method is to produce an odds scoring matrix calculated

Table 4.2. Column frequencies of each base in the example given

Background Site column 1 Site column 2 . . .

G 0.27 0.4 0.1 . . .
C 0.25 0.4 0.1 . . .
A 0.25 0.2 0.1 . . .
T 0.23 0.2 0.7 . . .

1.00 1.0 1.0

The first column gives the background frequencies in the flanking sequence. Subsequent columns give
base frequencies within the site given in the above example.



M U L T I P L E  S E Q U E N C E  A L I G N M E N T ■ 177

by dividing each base frequency by the background frequency of that base. The prob-
ability of each location is then found by multiplying the odds scores from each col-
umn. An even simpler method is to use log odds scores in the matrix. The column
scores are then simply added. In this case, the log odds scores must be converted to
odds scores before position probabilities are calculated.

Multiple EM for Motif Elicitation (MEME)

A Web resource for performing local msas by the above expectation maximization method
is the program Multiple EM for Motif Elicitation (MEME) developed at the University of
California at San Diego Supercomputing Center. The Web page for two versions of
MEME, ParaMEME, a Web program that searches for blocks by an EM algorithm
(described below), and a similar program MetaMEME (which searches for profiles using
HMMs, described below) is found at http://www.sdsc.edu/MEME/meme/website/
meme.html. The Motif Alignment and Search Tool (MAST) for searching through
databases for matches to motifs may also be found at http://www.sdsc.edu/MEME/
meme/website/mast.html.

MEME will locate one or more ungapped patterns in a single DNA or protein sequence
or in a series of DNA or protein sequences. A search is conducted for a range of possible
motif widths, and the most likely width for each profile is chosen on the basis of the log-
likelihood score after one iteration of the EM algorithm. The EM algorithm then iterates
to find the best EM estimate for that width. Three types of possible motif models may be
chosen. The OOPS model is for one expected occurrence of a motif per sequence, the
ZOOPS model is for zero or one occurrence per sequence, and the TCM model is for a
motif to appear any number of times in a sequence. These models are reflected in the
choices on the Web page (Fig. 4.14). The current version of MEME can use prior knowl-
edge about a motif being present in all or only some of the sequences, the length of the
motif and whether it is a palindrome (DNA sequences), and the expected patterns in indi-
vidual motif positions (Dirichlet mixtures, see section on HMMs, p. 189) that provide
information as to which amino acids are likely to be interchangeable in a motif (Bailey and
Elkan 1995). Once a motif has been found, the motif and its position are effectively erased
to prevent finding the same one twice. An example of the output from a ParaMEME anal-
ysis is given in Figure 4.15.

The Gibbs Sampler

Another statistical method for finding motifs in sequences is the Gibbs sampler. The
method is similar in principle to the EM method described above, but the algorithm is dif-
ferent. Like the EM method, given a set of sequences, the Gibbs sampler searches for the
statistically most probable motifs and can find the optimal width and number of these
motifs in each sequence (Lawrence et al. 1993; Liu et al. 1995; Neuwald et al. 1995). The
source code of the program code is available by anonymous FTP from
ncbi.nlm.nih.gov/pub/neuwald/gibbs9-95. A combinatorial approach of the Gibbs sam-
pler and MOTIF may be used to make blocks at the BLOCKS Web site (http://
www.blocks.fhcrc.org/). The expected number of blocks in the search is one block for
approximately each 40 residues of sequence. The Gibbs sampler is also an option of the
msa block-alignment and editing program MACAW (Schuler et al. 1991), which runs on
MS-DOS, Macintosh, and other computer platforms and is available by anonymous FTP
from ncbi.nlm.nih.gov/pub/schuler/macaw.



Figure 4.14. The MEME Web page. The MEME program finds ungapped motifs (blocks) in unaligned protein or DNA sequences.
As indicated, the program can be directed to search for the size and expected number of motifs or can predict motifs based on a
statistical analysis based on the EM algorithm described in the text.



Figure 4.15. Results produced by a MEME analysis of sequences for motifs. The output diagrams are discussed in the text.
(A) Summary line giving the number of the next motif found in order of statistical significance, width, and expected number
of occurrences in the given sequences. (B) Simplified motif letter-probability matrix showing the frequency of each amino
acid in each column of the matrix. The columns are the columns of the motif. For easier reading, the numbers shown are fre-
quencies rounded to the nearest one-tenth and multiplied by 10, and zeros are shown as colons. (C) The information content
of the profile is given in a diagram. Basically, the diagram shows the degree of amino acid variation in each column of the pro-
file: the lower the value, the greater the variation. The scale is logarithmic to the base 2 (bits). The total of all columns is also
shown. The subject of information content is discussed in greater detail below under position-specific scoring matrices. (D)
The multilevel consensus sequence shows all letters in each column of the motif that occur with a frequency of 
0.2. Con-
tinued.

A. Summary line

B. Letter-probability matrix

Simplified
motif letter-
probability
matrix

A : :   : : : :   :
C : : : : : : : : :
D :   : : : : : : :
E : : : : : : : : :
F : : : : : : : : :
G : :   : : : : :  
H : : : : : : : : :
 I   :       : : : :
K : : : : : : : : :
L   :     : : : : :
M : : : : : : : : :
N : : : : :     : :
P : : : : : : : : :
Q : : : : : : : : :
R : : : : : : : : :
S : : : : : : : : :
T : : : : : : : : :

MOTIF  1 width = 9 sites = 29.5

1

1 9

2

3 18

89

212

8

8

C. Information content of the profile

D. The multilevel consensus sequence

Multilevel
consensus
sequence

VDVLVNNAG

L

Information
content
( 22.0 bits )

bits 6.2

5.6

5.0

4.4

3.7

3.1

2.5

1.9

1.2

0.6

0.0 - - - - - - - - -
* * * * * * * * *

* * * * * * * *

* * * * * * *

* * * *

* * *

V   :   :   : : : :
W : : : : : : : : :
Y : : : : : : : : :

3 3 7



Figure 4.15. Continued. (E) Possible examples of the motif in the training set are shown. This list is based on using a posi-
tion-dependent scoring matrix (log-odds matrix) to search each sequence. The threshold score for displaying a site is chosen
such that the expected number of incorrect assignments will equal the expected number of missed but correct assignments.
Positions before and after the motif are also shown. Continued.

Motif 1 in BLOCKS format

E. The next motif

BL MOTIF 1;  width = 9;   seqs = 33 

2BHD_STREX

3BHD_COMTE

ADH_DROME

AP27_MOUSE

BA72_EUBSP

BDH_HUMAN

BPHB_PSEPS

BUCD_KLETE

DHES_HUMAN

DHGB_BACME

DHMA_FLAS1

ENTA_ECOLI

FIXR_BRAJA

GUTD_ECOLI

HDE_CANTR

HDHA_ECOLI

NODG_RHIME

RIDH_KLEAE

( 81)

( 81)

( 86)

( 77)

( 86)

( 138)

( 79)

( 80)

( 84)

( 87)

( 198)

( 73)

( 112)

( 82)

( 396)

( 89)

( 81)

( 89)

YINL_LISMO
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Figure 4.15. Continued. (F) The next motif is given in the format used for the BLOCKS database (http://www.
blocks.fhcrc.org/blocks). The predicted locations of this motif in each sequence and the probability that the motif starts at that
location are shown. The sites reported depend on the motif search model used: (1) OOPS, the most probable location in each
sequence is given; (2) ZOOPS, the most probable location in each sequence is reported but only probabilities greater than 0.5
(a significant level for Bayesian statistics); TCM, all positions in each sequence with probabilities 
 0.5 are shown. Continued.

F. Possible examples of motif 1 in the training set

2BHD_STREX 81 28.80 VAYAREEFGS VDGLVNNAG ISTGMFLETE

81 25.99 MAAVQRRLGT LNVLVNNAG ILLPGDMETG

86 22.33 LKTIFAQLKT VDVLINGAG ILDDHQIERT

77 24.36 TEKALGGIGP VDLLVNNAA LVIMQPFLEV

86 26.39 VGQVAQKYGR LDVMINNAG ITSNNVFSRV

138 23.46 PFEPEGPEKG MWGLVNNAG ISTFGEVEFT

79 18.60 ASRCVARFGK IDTLIPNAG IWDYSTALVD

Sequence name Start Score Site
------------------- ------ ------ ------

3BHD_COMTE

ADH_DROME

AP27_MOUSE

BA72_EUBSP

BDH_HUMAN

BPHB_PSEPS

BUDC_KLETE 80 20.97 VEQARKALGG FNVIVNNAG IAPSTPIESI

84 25.67 AARERVTEGR VDVLVCNAG LGLLGPLEAL

87 26.39 VQSAIKEFGK LDVMINNAG MENPVSSHEM

198 16.36 ILVNMIAPGP VDVTGNNTG YSEPRLAEQV

73 21.90 CQRLLAETER LDALVNAAG ILRMGATDQL

112 23.67 EVKKRLAGAP LHALVNNAG VSPKTPTGDR

82 17.17 SRGVDEIFGR VDLLVYSAG IAKAAFISDF

DHES_HUMAN

DHGB_BACME

DHMA_FLAS1

ENTA_ECOLI

FIXR_BRAJA

GUTD_ECOLI

92 20.90 VETAVKNFGT VHVIINNAG ILRDASMKKMHDE_CANTR

396 29.32 IKNVIDKYGT IDILVNNAG ILRDRSFAKNHDE_CANTR

89 30.18 ADFAISKLGK VDILVNNAG GGGPKPFDMPHDHA_ECOLI

81 30.18 GQRAEADLEG VDILVNNAG ITKDGLFLHMNODG_RHIME

89 16.02 LQGILQLTGR LDIFHANAG AYIGGPVAEGRIDH_KLEAE

83 14.65 VELAIERYGK VDAIFLNAG IMPNSPLSALYINL_LISMO

84 27.41 VAQVKEQLGD IDILINNAG ISKFGGFLDLYRTP_BACSU

13 28.94 AFATNVCTGP VDVLINNAG VSGLWCALGDCSGA_MYXXA

161 19.62 KVAAMLQDRG LWAVINNAG VLGFPTDGELDHB2_HUMAN

125 18.63 HIKEKLAGLE IGILVNNVG MLPNLLPSHFDHB3_HUMAN

83 30.23 RDFLRKEYGG LDVLVNNAG IAFKVADPTPDHCA_HUMAN

115 24.21 IKQAQEKLGP VDMLVNCAG MAVSGKFEDLFVT1_HUMAN

103 24.02 VAACYTHWGR CDVLVNNAS SFYPTPLLRNHMTR_LEIMA

320 27.93 VTAAVEKFGR IDGLVNNAG YGEPVNLDKHMAS1_AGRRA

165 23.97 VDNFRRSEMP LDVLINNAA VYFPTAKEPSPCR_PEA

90 18.59 IRALDAEAGG LDLVVANAG VGGTTNAKRLYURA_MYXXA
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Figure 4.15. Continued. (G) Position-specific scoring matrix. This matrix is a log-odds matrix calculated by taking the log
(base 2) of the ratio of the observed to expected counts for each amino acid in each column of the profile. Columns and rows
in the matrix correspond to the amino acids in each column and positions of the motif, respectively. The counts for each col-
umn may have additional pseudocounts added to compensate for zero occurrences of an amino acid in a column or for a
small number of sequences, as discussed below for this type of matrix. (H) Motif letter-frequency matrix is given, showing the
frequency of amino acid found in each column of the profile. Columns and rows correspond to the amino acids in each col-
umn and rows to columns in the motif, respectively. Shown also are the numbers of types of residues, the width of the motif,
and number of characters in the sequences. Only portions of the output are shown.

Log-odds matrix: alength = 20 w = 9 n = 9732 bayes = 8.36118

Letter-probability matrix: alength = 20 w = 9 n = 9732

H. Motif letter-frequency matrix
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G. Position-specific scoring matrix

To understand the algorithm, consider a simple example using the Gibbs sampler algo-
rithm to locate a single 20-residue-long motif in 10 sequences, each 200 residues long, as
was done above to illustrate the EM algorithm. The method iterates through two steps. In
the first step, the predictive update step, a random start position for the motif is chosen for
all sequences but for one that is chosen at random or in a specified order. So let us choose
sequence 1 as the outlier and use the other 9 to find an initial guess of the motif. These
other 9 sequences are aligned with random overlaps. The following figure illustrates how
this initial motif is located (an x equals 20 sequence positions, M indicates the random
location of the motif chosen for each sequence, and � the 20 initially aligned motif posi-
tions).

The objective is to find the most probable pattern common to all of the sequences by
sliding them back and forth until the ratio of the motif probability to the background prob-
ability is a maximum. This is accomplished by first using the initial alignment shown above
to estimate the residue frequencies in each column of the motif, and the sequence residues
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that are not included in the motif to estimate the background residue frequencies. For
example, if these sequences are DNA sequences and the first column of the estimated motif
in the 10 sequences includes 3 Gs, then the value for fg, column1 � 3/9 � 0.33. Similarly, let
ft, column2 � 1/9 � 0.11 for illustration. These frequencies are determined for each of the 20
columns in our example. Similarly, if there are 240 Gs among the 10 � 80 � 800 sequence
positions not within the estimated motif, then fg, background � 240/800 � 0.30. Also let 
ft, background � 180/800 � 0.225. If the first two positions in sequence 1 are G and T in that
order, then the probability of the motif starting at position 1, Q1, is calculated as 0.33 �
0.11 	 . . . . . . x flast base, column20. The background probability of this first possible motif,
P1, is also calculated as 0.30 � 0.225 	 . . . .. x flast base, background.

xxxMxxxxxx xxxMxxxxxx
xxxxxxMxxx xxxxxxMxxx
xxxxxMxxxx xxxxxMxxxx
xMxxxxxxxx xMxxxxxxxx
xxxxxxxxxM xxxxxxxxxM
Mxxxxxxxxx Mxxxxxxxxx
xxxxMxxxxx xxxxMxxxxx
xMxxxxxxxx xMxxxxxxxx
xxxxxxxxMx xxxxxxxxMx

Motif

Random start
positions chosen

Location of motif in each
sequence provides first
estimate of motif composition

xxxxxxxxxx xxxxxxxxxx xxxxxxxxxx xxxxxxxxxx xxxxxxxxxx

M -> M -> M -> M -> M ->

xxxxxxxMxx
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The ratio Q1/P1 is designated as weight A1 for motif position 1 in sequence 1. A1s are
then calculated for all other 100 � 20 � 1 � 81 possible locations of the 20-residue-long
motif in sequence 1. These weights are then normalized by dividing each weight by their
sum to give a probability for each motif position. From this probability distribution, a ran-
dom start position is chosen for position 1. In so doing, the chance of choosing a particu-
lar position is proportional to the weight of that position so that a higher scoring position
is more likely to be chosen. (You can think of a bag with 81 kinds of balls, with the num-
ber of each ball proportional to the weight or probability of that kind. Drawing a random
ball will favor the more prevalent ones.) This position in the left-out sequence is then used
as an estimate of the location for the motif in sequence 1. The procedure is then repeated.
Select the next sequence to be scanned, align the motifs in the other 9 sequences with
sequence 1 now using the estimated location found above, and so on. This process is
repeated until the residue frequencies in each column of the motif do not change. For dif-
ferent starting alignments, the number of iterations needed may range from several hun-
dred to several thousand.

As the above cycles are repeated, the more accurate the initial estimate of the motif in
the aligned sequences, the more accurate the pattern location in the outlier sequence. The
second step in the algorithm tends to move the sequence alignments in a direction that
favors a better score but also has a random element to search for other possible better loca-
tions. When correct start positions have been selected in several sequences by chance, the
compositions of the motif columns begin to reflect a pattern that the algorithm can search
for in the other sequences, and the method converges on the optimal motif and the prob-
ability distribution of the motif location in each sequence.

Several additional procedures are used to improve the performance of the algorithm.

1. For a correct Bayesian statistical analysis, the amino acid counts in the motif and the
background in the outlier sequence are estimated and added to the counts in the
remaining aligned sequences. This step is the equivalent of combining prior and
updated information to improve the estimation of the motif. These counts may be esti-
mated by Dirichlet mixtures (see discussion of HMMs, p. 189), which give frequencies
expected based on prior information from amino acid distributions (Liu et al. 1995).
The missing background counts for each residue bi are estimated by the formula bi �
fi x, B where B is chosen based on experience with the method as √N, the number of
sequences in the motif, and fi is the frequency of residue i in the sequences (Lawrence
et al. 1993).

2. Another feature is a procedure to prevent the algorithm from getting locked in a sub-
optimal solution. In the HMM method (see below), noise is introduced for this pur-
pose. In the Gibbs sampler, after a certain number of iterations, the current alignments
are shifted a certain number of positions to the right and left, and the scores from these
shifted positions are found. A probability distribution of these scores is then used as a
basis for choosing a new random alignment.

3. The results of a range of motif widths can be investigated. The major difficulty in
exploring motif width is to arrive at a criterion for comparing the resulting scores. One
suitable measure is to optimize the average information (see below) per free parameter
in the motif, a value that can be calculated (Lawrence et al. 1993; Liu et al. 1995). The
number of free parameters for proteins is 20 � 1 � 19, and for DNA, 4 � 1 � 3, times
the model width.

4. The method can be readily extended to search for multiple motifs in the same set of
sequences.

5. The method has been extended to seek a pattern in only a fraction of the input
sequences.

Note the difference
between the Gibbs
sampler method and
the EM method, which
calculates the proba-
bility of the entire
sequence using the
motif column frequen-
cies within the motif
and the background
frequencies elsewhere.
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The Gibbs sampler was used to align 30 helix-turn-helix DNA-binding domains show-
ing very little sequence similarity. The information per parameter criterion was used to
find the best motif width. Multiple motifs were found in lipocalins, a family with quite dis-
similar motif sequences separated by variable spacer regions, and also in protein iso-
prenyltransferase subunits, which have very large numbers of repeats of several kinds
(Lawrence et al. 1993). Thus, the method is widely applicable for discovering complex and
variable motifs in proteins.

Hidden Markov Models

The HMM is a statistical model that considers all possible combinations of matches, mis-
matches, and gaps to generate an alignment of a set of sequences (Fig. 4.16). A model of a
sequence family is first produced and initialized with prior information about the
sequences. A set of 20–100 sequences or more is then used as data to train the model. The
trained model may then be used to produce the most probable msa as posterior informa-
tion. Alternatively, the model may be used to search sequence databases to identify addi-
tional members of a sequence family. A different HMM is produced for each set of
sequences. HMMs have been previously used very successfully for speech recognition, and
an excellent review of the methodology is available (Rabiner 1989). In addition to their use
in producing multiple sequence alignments (Baldi et al. 1994; Krogh et al. 1994; Eddy 1995,
1996), HMMs have also been used in sequence analysis to produce an HMM that repre-
sents a sequence profile (a profile HMM), to analyze sequence composition and patterns
(Churchill 1989), to locate genes by predicting open reading frames (Chapter 8), and to
produce protein structure predictions (Chapter 9). Pfam, a database of profiles that repre-
sent protein families, is based on profile HMMs (Sonhammer et al. 1997).

HMMs often provide a msa as good as, if not better than, other methods. The approach
also has a number of other strong features: It is well grounded in probability theory, no
sequence ordering is required, insertion/deletion penalties are not needed, and experi-
mentally derived information can be used. Two disadvantages to using HMMs are that at
least 20 sequences and sometimes many more are required to accommodate the evolu-
tionary history (see Mitchison and Durbin 1995). The HMM can be used to improve an
existing heuristic alignment. The two HMM programs in common use are Sequence Align-
ment and Modeling Software System, or SAM (Krogh et al. 1994; Hughey and Krogh
1996), and HMMER (see Eddy 1998). The software is available at http://www.cse.ucsd.edu/
research/compbio/sam.html and http://hmmer.wustl.edu/. The algorithms used for pro-
ducing HMMs are extensively discussed in Durbin et al. (1998). A comparison of HMMs
with other methods is given at the end of this section.

The HMM representation of a section of multiple sequence alignment that includes
deletions and insertions was devised by Krogh et al. (1994) and is shown in Figure 4.6. This
HMM generates sequences with various combinations of matches, mismatches, insertions,
and deletions, and gives these a probability, depending on the values of the various param-
eters in the model. The object is to adjust the parameters so that the model represents the
observed variation in a group of related protein sequences. A model trained in this man-
ner will provide a statistically probable msa of the sequences.

As illustrated in Figure 4.6, the object is to calculate the best HMM for a group of
sequences by optimizing the transition probabilities between states and the amino acid
compositions of each match state in the model. The sequences do not have to be aligned
to use the method. Once a reasonable model length reflecting the expected length of the
sequence alignment is chosen, the model is adjusted incrementally to predict the
sequences. Several methods for training the model in this fashion have been described
(Baldi et al. 1994; Krogh et al. 1994; Eddy et al. 1995; Eddy 1996; Hughey and Krogh 1996;
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Figure 4.16. Relationship between the sequence alignment and the hidden Markov model of the alignment (Krogh et al.
1994). This particular form for the HMM was chosen to represent the sequence, structural, and functional variation expect-
ed in proteins. The model accommodates the identities, mismatches, insertions, and deletions expected in a group of related
proteins. (A) A section of a multiple sequences alignment. The illustration shows the columns generated in a multiple
sequence alignment. Each column may include matches and mismatches (red positions), insertions (green positions), and
deletions (purple position). (B) The HMM. Each column in the model represents the possibility of a match, insert, or delete
in each column of the alignment in A. The HMM is a probabilistic representation of a section of a msa. Sequences can be gen-
erated from the HMM by starting at the beginning state labeled BEG and then by following any one of many pathways from
one type of sequence variation to another (states) along the state transition arrows and terminating in the ending state labeled
END. Any sequence can be generated by the model and each pathway has a probability associated with it. Each square match
state stores an amino acid distribution such that the probability of finding an amino acid depends on the frequency of that
amino acid within that match state. Each diamond-shaped insert state produces random amino acid letters for insertions
between aligned columns and each circular delete state produces a deletion in the alignment with probability 1. For example,
one of many ways of generating the sequence N K Y L T in the above profile is by the sequence
BEG→M1→I1→M2→M3→M4→END. Each transition has an associated probability, and the sum of the probabilities of
transitions leaving each state is 1. The average value of a transition would thus be 0.33, since there are three transitions from
most states (there are only two from M4 and D4, hence the average from them is 0.5). For example, if a match state contains
a uniform distribution across the 20 amino acids, the probability of any amino acid is 0.05. Using these average values of 0.33
or 0.5 for the transition values and 0.05 for the probability of each amino acid in each state, the probability of the above
sequence N K Y L T is the product of all of the transition probabilities in the path BEG→M1→I1→M2→M3→M4→END,
and the probability that each state will produce the corresponding amino acid in the sequences, or 0.33 � 0.05 � 0.33 � 0.05
� 0.33 � 0.05 � 0.33 � 0.05 � 0.33 � 0.05 � 0.5 � 6.1 � 10�10. Since these probabilities are very small numbers, amino
acid distributions and transition probabilities are converted to log odds scores, as done in other statistical methods (see pp.
176–177), and the logarithms are added to give the overall probability score. The secret of the HMM is to adjust the transi-
tion values and the distributions in each state by training the model with the sequences. The training involves finding every
possible pathway through the model that can produce the sequences, counting the number of times each transition is used

A. Sequence alignment
N
N
N
Q

RED POSITION REPRESENTS ALIGNMENT IN COLUMN
GREEN POSITION REPRESENTS INSERT IN COLUMN
PURPLE POSITION REPRESENTS DELETE IN COLUMN
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•
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match state insert state delete state transition probability

B. Hidden Markov model for sequence alignment

Continued.
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Durbin et al. 1998). For example, an EM algorithm from speech recognition methods
known as the Baum-Welch algorithm is used as follows:

1. The model is initialized with estimates of transition probabilities and amino acid com-
position for each match and insert date. If an initial alignment of the sequences is
known, or some other kinds of data suggest which sequence positions are the same, then
these data may be used in the model. For other cases, the initial distribution of amino
acids to be used in each state is described below. The initial transition probabilities gen-
erally favor transitions from one match state to the next rather than favoring insert and
delete states, which build more uncertainty into a sequence motif.

2. All possible paths through the model for generating each sequence in turn are exam-
ined. There are many possible such paths for each sequence. This procedure would nor-
mally require a huge amount of time computationally. Fortunately, an algorithm, the
forward-backward algorithm, reduces the number of computations to the number of
steps in the model times the total length of the training sequences. This calculation pro-
vides a probability of the sequence, given all possible paths through the model, and,
from this value, the probability of any particular path may be found. Another algo-
rithm, the Baum-Welch algorithm, then counts the number of times a particular state-
to-state transition is used and a particular amino acid is required by a particular match
state to generate the corresponding sequence position.

3. A new version of the HMM is produced that uses the results found in step 2 to gener-
ate new transition probabilities and match-insert state compositions.

4. Steps 3 and 4 are repeated up to 10 more times until the parameters do not change sig-
nificantly.

5. The trained model is used to provide the most likely path for each sequence, as
described in Figure 4.16. The algorithm used for this purpose, the Viterbi algorithm,
does not have to go through all of the possible alignments of a given sequence to the
HMM to find the most probable alignment, but instead can find the alignment by a
dynamic programming technique very much like that used for the alignment of two
sequences, discussed in Chapter 3. The collection of paths for the sequences provides a
msa of the sequences with the corresponding match, insert, and delete states for each
sequence. The columns in the msa are defined by the match states in the HMM such
that amino acids from a particular match state are placed in the same column. For
columns that do not correspond to a match state, a gap is added.

6. The HMM may be used to search a sequence database for additional sequences that
share the same sequence variation. In this case, the sum of the probabilities of all possi-
ble sequence alignments to the model is obtained. This probability is calculated by the
forward component of the forward-backward algorithm described above. This analysis

and which amino acids were required by each match and insert state to produce the sequences. This training procedure leaves
a memory of the sequences in the model. As a consequence, the model will be able to give a better prediction of the sequences.
Once the model has been adequately trained, of all the possible paths through the model that can generate the sequence
N K Y L T, the most probable should be the match-insert-3 match combination (as opposed to any other combination of
matches, inserts, and deletions). Likewise, the other sequences in the alignment would also be predicted with highest proba-
bility as they appear in the alignment; i.e., the last sequence would be predicted with highest probability by the path match-
match-delete-match. In this fashion, the trained HMM provides a multiple sequence alignment, such as shown in A. For each
sequence, the objective is to infer the sequence of states in the model that generate the sequences. The generated sequence is
a Markov chain because the next state is dependent on the current one. Because the actual sequence information is hidden
within the model, the model is described as a hidden Markov model.
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gives a type of distance score of the sequence from the model, thus providing an indi-
cation of how well a new sequence fits the model and whether the sequence may be
related to the sequences used to train the model. In later derivations of HMMs, the
score was divided by the length of the sequence because it was found to be length-
dependent. A z score giving the number of standard deviations of the sequence length-
corrected score from the mean length-corrected score is therefore used (Durbin et al.
1998).

Recall that for the Bayes block aligner, the initial or prior conditions were amino acid
substitution matrices, block numbers, and alignments of the sequences. The sequences
were then used as new data to examine the model by producing scores for every possible
combination of prior conditions. By using Bayes’ rule, these data provided posterior prob-
ability distributions for all combinations of prior information. Similarly, the prior condi-
tions of the HMM are the initial values given to the transition values and amino acid com-
positions. The sequences then provide new data for improving the model. Finally, the
model provides a posterior probability distribution for the sequences and the maximum
posterior probability for each sequence represented by a particular path through the
model. This path provides the alignment of the sequence in the msa; i.e., the sequence plus
matches, inserts, and deletes, as described in Figure 4.16.

The success of the HMM method depends on having appropriate initial or prior condi-
tions, i.e., a good prior model for the sequences and a sufficient number of sequences to
train the model. The prior model should attempt to capture, for example, the expected
amino acid frequencies found in various types of structural and functional domains in pro-
teins. As the distributions are modified by adding amino acid counts from the training
sequences, new distributions should begin to reflect common patterns as one moves
through the model and along the sequences. It is important that the model reflect not only
the patterns in the training sequences, but also pattern variations that might be present in
other members of the same protein family. Otherwise, the model will only recognize the
training sequences but not other family members. Thus, some smoothing of the amino
acid frequencies is desirable, but not to the extent of suppressing highly conserved pattern
information from the training sequences. Such problems are avoided by using a method
called regularization to avoid overfitting the data to the model. Basically, the method
involves using a carefully designed amino acid distribution as the prior condition and then
modifying this distribution in a manner that uses training information in a complemen-
tary manner.

Rather than using simple amino acid composition as a prior condition for the match
states in the HMM, amino acid patterns that capture some of the important features of
protein structure and function have been used with considerable success (Sjölander et al.
1996). Other prior conditions include using Dayhoff PAM or BLOSUM amino acid sub-
stitution matrices modified by adding additional counts (pseudocounts) to smooth the
distributions (Tatusov et al. 1994; Eddy 1996; Henikoff and Henikoff 1996; Sonnhammer
et al. 1997; and see Chapter 2). Sjölander et al. (1996) have prepared particularly useful
amino acid distributions called Dirichlet mixtures to use as prior information in the match
states of the HMM. These mixtures provide amino acid compositions that have proven to
be useful for the detection of weak but significant sequence similarity. As an example, the
amino acid frequencies that are characteristic of a particular set of nine blocks in the
BLOCKS database have been determined. These blocks represent amino acid frequencies
that are favored in certain chemical environments such as aromatic, neutral, and polar
residues and are useful for detecting such environments in test sequences. The nine-com-
ponent system has been used successfully for producing an HMM for globin sequences
(Hughey and Krogh 1996). To use these frequencies as prior information, they are treated



M U L T I P L E  S E Q U E N C E  A L I G N M E N T ■ 189

as possible posterior distributions that could have generated the given amino acid fre-
quencies as posterior probabilities. The probability of a particular amino acid distribution
given a known frequency distribution, i.e., 100 A, 67 G, 5 C, etc., where pA is the proba-
bility of A given by the frequency of A, pG the probability of G, etc., and n is the total num-
ber of amino acids given by the multinomial distribution

The prior distribution for the multinomial distribution is the Dirichlet distribution
(Carlin and Louis 1996), whose formulation is similar to that given in Equation 6 with a
similar set of parameters but with factorial and powers reduced by 1. The idea behind using
this particular distribution is that if additional sequence data with a related pattern are
added, then by the Bayesian procedure of multiplying prior probabilities with the likeli-
hood of the new data to obtain the posterior distribution, the probability of finding the
correct frequency of amino acids is favored statistically. Because the amino acid frequen-
cies in the test sequences could be any one of several alternatives, a prior distribution that
reflects these several choices is necessary. There is a method for weighting the prior distri-
butions expected for several different multinomial distributions into a combined frequen-
cy distribution, the Dirichlet mixture. Calculation of these mixtures is a complex mathe-
matical procedure (Sjölander et al. 1996). Dirichlet mixtures recommended for use in
aligning proteins by the HMM method have been described previously (Karplus 1995) and
are available from http://www.cse.ucsc.edu/research/compbio/. After the prior amino acid
frequencies are in place in the match states of the model, these are modified by training the
HMM with the sequences, as described in steps 2 and 3 above. For each match state in the
model, a new frequency for each amino acid is calculated by dividing the sum of all new
and prior counts for that amino acid by the new total of all amino acids. In this fashion,
the new HMM (step 4 above) reflects a combination of expected distributions averaged
over patterns in the Dirichlet mixture and patterns exhibited in the training sequences. A
similar method is used to refashion the transition probabilities in the HMM during train-
ing following manual insertion of initial values.

Another consideration in using HMMs is the number of sequences. If a good prior
model such as the above Dirichlet distribution is used, it should be possible to train the
HMM with as few as 20 sequences (SAM manual; Eddy 1996; Hughey and Krogh 1996). In
general, the smaller the sequence number, the more important the prior conditions. If the
number of sequences is 
50, the initial conditions play a lesser role because the training
step is more effective. As with any msa method, the more sequence diversity, the more
challenging the task of aligning sequences with HMMs. HMMs are also more effective if
methods to inject statistical noise into the model are used during the training procedure.
As the model is refashioned to fit the sequence data, it sometimes goes into a form that
provides locally optimal instead of globally optimal alignments of the sequences. One of
several noise injection methods (Baldi et al. 1994; Krogh et al. 1994; Eddy et al. 1995; Eddy
1996; Hughey and Krogh 1996) may be used in the training procedure. One method called
simulated annealing is used by SAM (Hughey and Krogh 1996). A user-defined number of
sequences are generated from the model at each cycle and the counts so generated are
added to those from the training sequences. The noise generated in this way is reduced as
the cycle number is increased. Finally, the HMM program SAM has a built-in feature of
model surgery during training. If a match state is used by fewer than half of the sequences,
it is deleted. These same sequences then have to use an insert state in the revised model.
Similarly, if an insert state is used by more than half of the sequences, a number of addi-

P (100A, 67G, 5C . . . ) � n! pA100pG67 pC5 . . . ./ 100! 67! 5! . . . (6)
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tional match states equal to the average number of insertions is added, and the model has
to be revised accordingly. These fractions may be varied in SAM to test the effect on the
type of HMM model produced (Hughey and Krogh 1996).

In trying to produce an HMM for a set of related sequences, the recommended proce-
dure is to produce several models by varying the prior conditions. Using regularization by
adding prior Dirichlet mixtures to the match states produces models that are more repre-
sentative of the protein family from which the training sequences are derived. Varying the
noise and model surgery levels is another way to vary the training procedure and the HMM
model. The best HMM model is the one that predicts a family of related sequences with the
lowest and most narrow distribution of NLL scores. An example of a portion of an HMM
trained on a set of globin sequences is shown in Figure 4.17.

Motif-based Hidden Markov Models

The program Meta-MEME uses the HMM method to find motifs (conserved sequence
domains) in a set of related protein sequences and the spacer regions between them
(Grundy et al. 1997) and is built in part on the HMM program HMMER (Eddy et al. 1995).
A similar method was originally used to analyze prokaryotic promoters with two conserved
patterns separated by a variable spacer region (Cardon and Stormo 1992). A Meta-MEME
analysis may be performed at http://www.sdsc.edu/MEME using the University of Califor-
nia at San Diego Supercomputing Center. The use of hidden Markov models for produc-
ing a global msa is described in the above section. A problem with HMMs is that the train-
ing set has to be quite large (50 or more sequences) to produce a useful model for the
sequences. For a smaller number of sequences, it is possible to obtain a model if suitable
prior data are used, and an amino acid frequency that is a mixture of frequencies charac-
teristic of certain structural domains (the Dirichlet mixture) is used as prior information
of the match states of the model. This mixture is a reasonable guess of combinations of
amino acid patterns that are likely to be found. A difficulty in training the HMM residues
is that many different parameters must be found (the amino acid distributions, the num-
ber and positions of insert and delete states, and the state transition frequencies add up to
thousands of parameters) to obtain a suitable model, and the purpose of the prior and
training data is to find a suitable estimate for all of these parameters. When trying to make
an alignment of short sequence fragments to produce a profile HMM, this problem is
worsened because the amount of data for training the model is even further reduced.

Two methods are used by Meta-MEME to circumvent this problem. First, another pat-
tern-finding algorithm, the EM algorithm (discussed on p. 173), is used to locate ungapped
regions that match in the majority of the sequences. Second, a simplified HMM with a
much reduced number of parameters is produced. The model includes a series of match
states that model the patterns located by MEME with transition probabilities of 1 between
them and a single insert state between each of these patterns, as illustrated in Figure 4.18.
As a result, fewer parameters need to be used, mostly for the amino acid frequencies in the
match states.

The most probable order and spacing of the patterns is next found. Another program
(Motif Alignment and Search Tool, or MAST; Bailey and Gribskov 1997) is used for this
purpose. MAST searches a sequence database for the patterns and reports the database
sequences that have the statistically most significant matches. The order and spacing of the
patterns found in the highest-scoring database sequences are then used by Meta-MEME as
a basis for designing the number of match and insert states and the transition probabilities
for the insert states. The match states are filled with modified Dirichlet mixtures (Baylor
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and Gribskov 1996), and the model is trained by the motif models found by MEME. For
the 4Fe-4S ferredoxins, a measure of the success of the HMM for database search, the
ROC50 score (see p. 165), was approximately 0.6–0.8 for 4 to 8 training sequences, com-
pared to 0.95–0.96 using an evolutionary profile of 6 to 12 sequences. However, this fam-
ily was one of the most difficult ones to model, and other families produced an ROC50 of
0.9 or better when trained by 20 or more sequences.

Figure 4.17. HMM trained for recognition of globin sequences. Circles in the top row are delete states that include the posi-
tion in the alignment; the diamonds in the second row are insert states showing the average length of the insertion, and the
rectangles in the bottom row show the amino acid distribution in the match states: V is common at match position 1, L at 2,
and so on. The width of each transition line joining these various states indicates the extent of use of that path in the training
procedure, and dotted lines indicate a rarely used path. The most used paths are between the match states, but about one-half
of the sequences use the delete states at model positions 56–60. Thus, for most of the sequences, the msa or profile will show
the first two columns aligned with a V followed by an L, but at 56–60, about one-half of the sequences will have a 5-amino-
acid deletion. (Reprinted, with permission, from Krogh et al. 1994 [copyright Academic Press].)
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POSITION-SPECIFIC SCORING MATRICES

Analysis of msas for conserved blocks of sequence leads to production of the position-spe-
cific scoring matrix, or PSSM. An example of a PSSM produced by the MEME Web site is
shown in Figure 4.15G. The PSSM may be used to search a sequence to obtain the most
probable location or locations of the motif represented by the PSSM. Alternatively, the
PSSM may be used to search an entire database to identify additional sequences that also
have the same motif. Consequently, it is important to make the PSSM as representative of
the expected sites as possible. The quality and quantity of information provided by the
PSSM also varies for each column in the motif, and this variation profoundly influences
the matches found with sequences. This situation can be accurately described by informa-
tion theory, and the results can be displayed by a colored graph called a sequence logo (see
Fig. 4.19).

The PSSM is constructed by a simple logarithmic transformation of a matrix giving the
frequency of each amino acid in the motif. Two considerations arise in trying to tune the
PSSM so that it adequately represents the training sequences. First, if the number of
sequences with the found motif is large and reasonably diverse, the sequences represent a
good statistical sampling of all sequences that are ever likely to be found with that same
motif. If a given column in 20 sequences has only isoleucine, it is not very likely that a dif-
ferent amino acid will be found in other sequences with that motif because the residue is
probably important for function. In contrast, another column in the motif from the 20
sequences may have several amino acids, and some amino acids may not be represented at
all. Even more variation may be expected at that position in other sequences, although the
more abundant amino acids already found in that column would probably be favored.
Thus, if a good sampling of sequences is available, the number of sequences is sufficiently
large, and the motif structure is not too complex, it should, in principle, be possible to
obtain frequencies highly representative of the same motif in other sequences also
(Henikoff and Henikoff 1996; Sjölander et al. 1996).

However, the number of sequences for producing the motif may be small, highly diverse,
or complex, giving rise to a second level of consideration. If the data set is small, then unless
the motif has almost identical amino acids in each column, the column frequencies in the
motif may not be highly representative of all other occurrences of the motif. In such cases,

Figure 4.18. The HMM used by Meta-MEME to estimate motifs in sequences. (Reprinted, with
permission of Oxford University Press, from Grundy et al. 1997.)
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it is desirable to improve the estimates of the amino acid frequencies by adding extra amino
acid counts, called pseudocounts, to obtain a more reasonable distribution of amino acid
frequencies in the column. Knowing how many counts to add is a difficult but fortunately
solvable problem. On the one hand, if too many pseudocounts are added in comparison to
real sequence counts, the pseudocounts will become the dominant influence in the amino
acid frequencies, and searches using the motif will not work. On the other hand, if there are
relatively few real counts, many amino acid variations may not be present because of the
small sample of sequences. The resulting matrix would then only be useful for finding the
sequences used to produce the motif. In such a case, the pseudocounts will broaden the evo-
lutionary reach of the profile to variations in other sequences. Even in this case, the pseu-
docounts should not drown out but serve to augment the influence of the real counts. In
summary, relatively few pseudocounts should be added when there is a good sampling of
sequences, and more should be added when the data are more sparse.

The goal of adding pseudocounts is to obtain an improved estimate of the probability
pca that amino acid a is in column c in all occurrences of the blocks, and not just the ones
in the present sample. The current estimate of pca is fca, the frequency of counts in the data.
A simplified Bayesian prediction improves the estimate of pca by adding prior information
in the form of pseudocounts (Henikoff and Henikoff 1996):

where nca and bca are the real counts and pseudocounts, respectively, of amino acid a in col-
umn c, Nc and Bc are the total number of real counts and pseudocounts, respectively, in the
column, and fca � nca /Nc. It is obvious that as bca becomes larger, the pseudocounts will
have a greater infuence on pca. Furthermore, not only the types of pseudocounts but also the
total number added to the column (Bc) will influence pca. Finally, fractions such as pca are
used to produce the log odds form of the motif matrix, the PSSM, which is the most suit-
able representation of the data for sequence comparisons. A count and probability of zero
for an amino acid a in a given column, which is quite common in blocks, may not be con-
verted to logarithms. Addition of a small number of bca will correct this problem without
producing a major change in the PSSM values. An equation similar to Equation 7 is used in
the Gibbs sampler (p. 177), except that the number of sequences is N � 1.

Pseudocounts are added based on simple formulas or on the previous variations seen in
aligned sequences. The amino acid substitution matrices, including the Dayhoff PAM and
BLOSUM matrices, provide one source of information on amino acid variation. Another
source is the Dirichlet mixtures derived as a posterior probability distribution from the
amino acid substitutions observed in the BLOCKS database (see HMMs; Sjölander et al.
1996).

One simple formula that has worked well in some studies is to make B in Equation 7
equal to √N, where N is the number of sequences, and to allot these counts to the amino
acids in proportion to their frequencies in the sequences (Lawrence et al. 1993; Tatusov et
al. 1997). As N increases, the influence of pseudocounts will decrease because √N will
increase more slowly. The main difficulties with this method are that it does not take into
account known substitutions of amino acids in alignments and the observed amino acid
variations from one column in the motif to the next, and it does not add enough pseudo-
counts when the number of sequences is small.

The information in scoring matrices may be used to produce an average sequence pro-
file, as illustrated in Figure 4.12. Rather than count amino acids, the scoring table values
are averaged between each possible 20 amino acids and those amino acids found in the col-

pca � (nca � bca) / (Nc � Bc ) (7)
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umn of the scoring matrix. Zero counts in a column are not a problem because amino
acids not present are not used in the calculations. Because these averaging methods do not
take into account the number of sequences in the block, they do not have the desirable
effect of a reduced influence when there is a large number of sequences.

Another method of using the information from amino acid substitution matrices is to
base pseudocounts on these matrices. Recall the log odds form of the matrices is derived
by taking the logarithm of the frequency of substitution qia of amino acid i for amino acid
a divided by the frequency of occurrence of amino acid a, pa. Then, bca may be estimated
from the total number of pseudocounts in the column by (Henikoff and Henikoff 1996),

bca in column c can also be made to depend on the observed data in that column (Tatusov
et al. 1997), which is given by multiplying Bc by the following conditional probabilities.

where nci is the real count of amino acid i in column c.
The total number of pseudocounts in each column needs also to be estimated. As

described above, one estimate is to make Bc for each column equal to √N, where N is the
number of sequences, but this method does not take into account the differences between
columns and, for a small number of sequences, the total number of pseudocounts is not
sufficient. Allowing Bc to be a constant that can exceed Nc overcomes this limitation but
still does not take into account variations in amino acid frequencies between columns,
such that a column with conserved amino acids should receive fewer pseudocounts. Using
the number of different amino acids in column c, Rc , as an indicator, Bc has been estimat-
ed by the formula (Henikoff and Henikoff 1996)

where m is a positive number derived from trial database searches and m � m � Bc � min
( m � Nc, m/20) (the latter term meaning the minimum of the two given values). By this
formula and a given value of m, when Nc � m � 20, the total number of pseudocounts Bc

is greater, and when Nc 
 m � 20 , Bc is smaller than the total number of real counts, Nc,
regardless of the value of Rc. The number of pseudocounts is also reduced when Rc �1. In
a test search of the SwissProt and Prosite catalogs with various values of m, a value of 5–6
for m produced the most efficient PSSMs for finding known family members. Of the sev-
eral methods for making PSSMs discussed above, the one with pseudocounts derived by
Equations 9 and 10 was most successful. This search was performed with PSSMs derived
from blocks with amino acid counts also weighted to account for redundancy (Henikoff
and Henikoff 1996). However, pseudocounts added from Dirichlet mixtures, which also

Bc � m � Rc (10)

bca � Bc ∑
all i

prob (amino acid i|column c) 	 prob (amino acid a|i)
(9)

� Bc ∑
all i

(nci /Nc 	 qia /Qi)

bca � BcQi where Qi � ∑
all i

qia (8)
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vary in each column of the scoring matrix, are also very effective (Henikoff and Henikoff
1996; Tatusov et al. 1997).

Once pseudocounts have been added to real counts of amino acids in each column of
the motif, the PSSM may be calculated. The PSSM has one column (or row) for each posi-
tion in the motif and one row (or column) for each amino acid, and the entries are log
odds entries. Each entry is derived by taking the logarithm to the base 2 (bit units, but
sometimes also natural logarithms in nat units are used) of the total of the real counts plus
pseudocounts for each amino acid, divided by the probability of that amino acid (bca / Nc).
An example of a PSSM produced by MEME is shown in Figure 4.15G.

As a sequence is searched with the PSSM, the value of the first amino acid in the
sequence is looked up in the first column of the PSSM, then the value of the second amino
acid in the matrix, and so on, until the length scanned is the same as the motif width rep-
resented by the matrix. All the log odds scores are added to produce a summed score for
start position 1 in the sequence. The process is repeated starting at the second position in
the sequence, and so on, until there is not enough sequence left. The highest log odds scor-
ing sequence positions have the closest match statistically to the PSSM. Adding logarithms
in this manner is the equivalent of mutiplying the probabilities of the amino acids at each
sequence position. To convert each summed log odds score (S) to a likelihood or odds
score of the sequence matching the PSSM, use the formula odds score � 2S. These odds
scores may be summed and each individual score divided by the sum to normalize them
and to thereby produce a probability of the motif at each sequence location.

The above description and example are of using a PSSM to define motifs in protein fam-
ilies. PSSM are also used to define DNA sequence patterns that define regulatory sites, such
as promoters or exon–intron junctions in genomic sequences. These topics are discussed
in Chapter 8.

Information Content of the PSSM

The usefulness of a PSSM in distinguishing real sequence patterns from background may
be measured. The unit of measure is the information content in bits. The PSSM described
above gives the log odds score for finding a particular matching amino acid in a target
sequence corresponding to each motif position. Variations in the scores found in each col-
umn of the table are an indication of the amino acid variation in the original training
sequences that were used to produce the motif. In some columns, only one amino acid may
have been present, whereas in others several may have been present. The columns with
highly conserved positions have more information than do the variable columns and will
be more definitive for locating matches in target sequences. There is a formal method
known as information theory for describing the amount of information in each column
that is useful for evaluating each PSSM. The information content of a given amino acid
substitution matrix was previously introduced (p. 83) and is discussed in greater detail
here. T. Schneider has prepared a Web site that gives excellent tutorials and a review on the
topic of information theory, along with methods to produce sequence logos (Schneider
and Stephens 1990) at http://www-lmmb.ncifcrf.gov/�toms/sequencelogo. html.

To illustrate the concepts of information and uncertainty (see above Web site), consid-
er 64 cups in a row with an object hidden under one of them. The goal is to find the object
with as few questions as possible. The solution is quite simple. First, ask whether the object
is hidden under the first or second half of the cups. If the answer is the first 32, then ask
which half of that 32, the first 16 or the second 16, and so on. The sequential questions
reduce the possibilities from 64-32-16-8-4-2-1, and six questions will therefore suffice to
locate the object. This number is also a measure of the amount of uncertainty in the data
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because this number of questions must be asked to find the object. After the first question
has been asked, uncertainty has been reduced by 1, so that only five questions then need to
be asked to find the object. The uncertainty is zero when the object is found.

A method to calculate uncertainty (the number of questions to be asked) may be derived
from the probability of finding the object under a given cup [p(object) � 1/64]. Uncer-
tainty is found by taking the negative logarithm to the base 2 of 1/64 [�log2(1/64) � 6
bits]. A situation similar to the hidden object example is found with amino acids in the
columns of a PSSM. Here, the interest is to find which amino acid belongs at a particular
column in the motif. When we have no information at all, since there are 20 possible choic-
es in all, the amount of uncertainty is log220 � 4.32.

The data from the PSSM provide information that reduces this uncertainty. If only one
amino acid is observed in a column of the PSSM, the uncertainty is zero because there are
no other possibilities. If two amino acids are observed with equal frequency, there is still
uncertainty as to which one it is, and one question must be asked to find the answer, or
uncertainty � 1. The formula for finding the uncertainty in this example is the sum of the
fractional information provided by each amino acid, or � [0.5 � log20.5 � 0.5 � log20.5]
� 1. In general, the average amount of uncertainty (Hc) in bits per symbol for column c of
the PSSM is given by

where pic is the frequency of amino acid i in column c and is estimated by the frequency of
occurrence of each amino acid (bca/Nc) and log2(pic) is the log odds score for each amino
acid in column c. Uncertainty for the entire PSSM may then be calculated as

H is also known as the entropy of the PSSM position in information theory because the
higher the value, the greater the uncertainty. The lower the value of the uncertainty H for
the PSSM, the greater the ability of the PSSM to distinguish real occurrences of the motif
from random matches. Conversely, the higher the information content, calculated as
shown below, the more useful the PSSM.

Sequence Logos

Sequence logos are graphs that illustrate the amount of information in each column of a
motif. The logo is derived from sequence information in the PSSM described above. Con-
served patterns in both protein and DNA sequences can be represented by sequence logos.
A program for producing logos, along with several examples, is available from http://www-
lmmb.ncifcrf.gov/�toms/sequencelogo.html. The Web site of S.E. Brenner at
http://www.bio.cam.ac.uk/seqlogo/ will produce sequence logos from an input alignment
using the Gibbs sampler method, and an implementation of an extension of the logo
method for structural RNA alignment (Gorodkin et al. 1997) is at http://www.cbs.dtu.dk/
gorodkin/appl/plogo.html. A logo representation for the BLOCKS database has been
implemented (Henikoff et al. 1995) and may be viewed when the information on a partic-

H � ∑
all columns

Hc (12)

Hc � �∑
all i

pic log2(pic) (11)
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ular block is retrieved from the BLOCKS Web server (http://www.blocks.fhcrc.org/). An
example of a Block logo is shown in Figure 4.19. Another example of a simple graph of
information content is given in Figure 4.15C. In this case, the information for the entire
motif has been calculated by the MEME server by summing the values in each column to
a total value of 22 bits. Although logos are primarily used with ungapped motifs and
sequence patterns, logos of alignments that include gaps in some sequence positions may
also be made. If such is the case, then the height of the column with gaps is reduced by the
proportion of sequence positions that are not gaps.

Figure 4.19. A sequence logo. The logo represents the amount of information in each column of a
motif corresponding to the values in PSSM of the motif discussed above. The horizontal scale rep-
resents sequential positions in the motif. The height of each column gives the decrease in uncertainty
provided by the information in that column. The higher the column, the more useful that position
for finding matches in sequences. In each column are shown symbols of the amino acids found at
the corresponding position in the motif, with the height of the amino acid proportional to the fre-
quency of that amino acid in the column, and the amino acids shown in decreasing order of abun-
dance from the top of the column. From each logo, the following information may thus be found:
The consensus may be read across the columns as the top amino acid in each column, the relative
frequency of each amino acid in each column of the motif is given by the size of the letters in each
column, and the total height of the column provides a measure of how useful that column is for
reducing the level of uncertainty in a sequence matching experiment. Note that the highest values
are for columns with less diversity.
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The height of each logo position is calculated as the amount by which uncertainty has
been decreased by the available data; in this case, the amino acid frequencies in each col-
umn of the motif. The relative heights of each amino acid within each column are calcu-
lated by determining how much each amino acid has contributed to that decrease. The
uncertainty at column c is given by Equation 11. Because the maximum uncertainty at a
position/column when no information is available is log220 � 4.32, as more information
about the motif is obtained by new data, the decrease in uncertainty (or increase in the
amount of information) Rc is

where Hc is given by Equation 11 and �n is a correction factor for a small sequence num-
ber n. Rc is used as the total height of the logo column. The height of amino acid a at posi-
tion c in the motif logo is then given by fac � Rc.

The above description applies to protein sequences. Sequence logos are also produced
for DNA sequences. The methodology is very similar to the above except that there are
only four possible choices for each logo location. Hence, the maximum amount of uncer-
tainty is log24 � 2. The above method assumes that the sequence pattern is less random
than the background or expected sequence variation, and this assumption limits the abili-
ty of the method to locate subtle patterns in sequences.

An improved method for finding more subtle patterns in sequences is called the relative
entropy method (Durbin et al. 1998). In this case, differences between the observed
frequencies and background frequencies are used (Gorodkin et al. 1997), and the decrease
in uncertainty from background to observed (or amount of information) in bits is given by

where bi is the background frequency of residue i in the organism and the maximum
uncertainty in column c is given by �
all i [pic log2(1/bi)]. When background frequencies
are taken into account, and the column frequency is less than the background frequency,
it is possible for the information given by a particular residue in a logo column to be neg-
ative. To accommodate this change, the corresponding sequence character is inverted in
the logo to indicate a less than expected frequency. There are also two ways used to illus-
trate the contribution of each character through the height of the symbol. The first method
is described above. The second method is to display symbol heights in proportion to the
ratio of the observed to the expected frequency, i.e., by the fraction (pic/bi ) / (
all i pic/bi)
for each symbol i. Gaps are included in the analysis by using pgap � 1 and, as a result, will
always give a negative contribution to the information (Gorodkin et al. 1997).

MULTIPLE SEQUENCE ALIGNMENT EDITORS AND FORMATTERS

Once a multiple sequence alignment has been obtained by the global msa program, it may
be necessary to edit the sequence manually to obtain a more reasonable or expected align-
ment. Several considerations must be kept in mind when choosing a sequence editor,
which should include as many of the following features as possible: (1) provision for dis-
playing the sequence on a color monitor with residue colors to aid in a clear visual repre-

Rc � ∑
all i

pic log2(pic /bi) (14)

Rc � log220 � ( Hc � �n ) (13)
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sentation of the alignment, (2) recognition of the multiple sequence format that was out-
put by the msa program and maintenance of the alignment in a suitable format when the
editing is completed, (3) provision of a suitable windows interface, allowing use of the
mouse to add, delete, or move sequence followed by an updated display of the alignment.
In addition, there are other types of editing that are commonly performed on msas such
as, for example, shading conserved residues in the alignment.

The large number of multiple sequence alignment formats that are in use were discussed
in Chapter 2. Two commonly encountered examples are the Genetics Computer Group’s
MSF format and the CLUSTALW ALN format. Because these formats follow a precise out-
line, one may be readily converted to another by computer programs. READSEQ by D.G.
Gilbert at Indiana University at Bloomington is one such program. This program will run
on almost any computer platform and may be obtained by anonymous FTP from
ftp.bio.indiana.edu/molbio/readseq. There is also a Web-based interface for READSEQ
from Baylor College of Medicine at http://dot.imgen.bcm.tmc.edu:9331/seq-util/seq-
util.html/. A software package SEQIO, which provides C program modules for conversion
of sequence files from one format to another, is available by anonymous FTP from ftp.pas-
teur.fr/pub/GenSoft/unix/programming/seqio-1.2.tar.gz; documentation is available at
http://bioweb.pasteur.fr/docs/doc-gensoft/seqio/.

A short list of the many available programs that have or exceed the above-listed features
is discussed below. For a more comprehensive list, visit the catalog of software page at Web
address http://www.ebi.ac.uk/biocat/.

Sequence Editors

1. CINEMA (Colour Interactive Editor for Multiple Alignments) at http://www.biochem.
ucl.ac.uk/bsm/dbbrowser/CINEMA2.02/kit.html is a broadly functional program for
sequence editing and analysis, including dot matrix analysis. It features drag-and-drop
editing, sequence shifting to left or right, viewing of different parts of an alignment using
the split-screen option, multiple motif selection and manipulation, and a number of
added features such as viewing of protein structures. CINEMA was developed by A.W.R.
Payne, D.J. Parry-Smith, A.D. Michie, and T.K. Attwood. CINEMA is an applet that runs
under a Web browser and therefore will run on almost any computer platform.

2. GDE (Genetic Data Environment) provides a general interface on UNIX machines for
sequence analysis, sequence alignment editing, and display (Smith et al. 1994) and is
available from several anonymous FTP sites including ftp.ebi.ac.uk/pub/software/unix.
GDE is described at http://bimas.dcrt.nih.gov/gde_sw.html, and http://www.tigr.org/
�jeisen/GDE/GDE.html. GDE features are incorporated into the Seqlab interface for
the GCG software, vers. 9. This interface requires communication with a host UNIX
machine running the Genetics Computer Group software. Interface with MS-DOS or
Macintosh is possible if the computer is equipped with the appropriate X-Windows
client software.

3. GeneDoc is an alignment editing and display editor by K. Nicholas and H. Nicholas of
the Pittsburgh Supercomputing Center for MSF-formatted msas. It can also import files
in other formats. GeneDoc can move residues by inserting or deleting gap, and features
drag-and-drop editing. As the alignment is edited, a new alignment score is calculated
by sum of pairs method or based on a phylogenetic tree. GeneDoc is available from
http://www.psc.edu/biomed/genedoc/ and runs under MS Windows.

4. MACAW is both a local multiple sequence alignment program and a sequence editing
tool (Schuler et al. 1991). Given a set of sequences, the program finds ungapped blocks
in the sequences and gives their statistical significance. Later versions of the program
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find blocks by one of three user-chosen methods: by searching for maximum segment
pairs or common patterns present in the sequences scored by a scoring matrix such as
PAM250 or BLOSUM matrices (the methods used by the BLAST algorithm), by using
the Gibbs sampling strategy, a statistical method, or by searching for user-provided pat-
terns provided in a particular format called a regular expression. Executable programs
that run under MS-DOS Windows, Macintosh, and other computer platforms are avail-
able by anonymous FTP from ncbi.nlm.nih.gov/pub/schuler/macaw.

Sequence Formatters

1. Boxshade is a formatting program by K. Hofmann for marking identical or similar
residues in msas with shaded boxes, and is available by anonymous FTP from
http://www.isrec.isb-sib.ch/sib-isrec/boxshade. The Web server at http://www.ch.emb-
net.org/software/BOX_form.html takes a multiple-alignment file in either the Genetics
Computer Group MSF format or CLUSTAL ALN format and can output a file in many
forms including Postscript/EPS and PICT for editing on Macintosh and MS-DOS
machines.

2. CLUSTALX is a sequence formatting tool that provides a Windows interface for a
CLUSTALW msa and is available for many computer platforms, including MS-DOS
and Macintosh machines by anonymous FTP from ftp-igbmc.u-strasbg.fr/pub/
ClustalX/ (Thompson et al. 1997).
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Figure 5.1. Complementary sequences in RNA molecules maintain RNA secondary structure.
Shown is a simple stem-and-loop structure formed by the RNA strand folding back on itself.
Molecule A depends on the presence of two complementary sequences CGA and UCG that are base-
paired in the structure. In B, two sequence changes, G → A and C → U, which maintain the same
structure, are present. Aligning RNA sequences required locating such regions of sequence covaria-
tion that are capable of maintaining base-pairing in the corresponding structure.
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INTRODUCTION

As genomic sequences of organisms become available, it is important to be able to identi-
fy the various classes of genes, including the major class of genes that encodes RNA
molecules. There are a large number of Web sites listed in Table 5.1 that provide programs

Table 5.1. RNA databases and RNA analysis Web sites

Site or resource Web address Reference

5S Ribosomal RNA data bank http://rose.man.poznan.pl/5SData/ Szymanski et al. (1999)
and mirrored at http://userpage.chemie.fu-berlin.
de/fb_chemie/ibc/agerdmann/5S_rRNA.html

5S rRNA database http://www.bchs.uh.edu/�nzhou/temp/5snew.html Shumyatsky and Reddy (1993)
Comparative RNA Web site http://www.rna.icmb.utexas. edu/ see Web site
GenLang linguistic sequence http://www.cbil.upenn.edu/ Dong and Searls (1994)

analyzer
Gobase for mitochondrial http://alice.bch.umontreal.ca/genera/gobase/ Korab-Laskowska et al. (1998)

sequences gobase.html

THE PREVIOUS TWO CHAPTERS DISCUSS the alignment of protein and nucleic acid sequences.
The methods used either align entire sequences or search for common patterns in the
sequences. In either case, the objective is to locate a set of sequence characters in the same
order in the sequences. Nucleic acid sequences that specify RNA molecules have to be com-
pared differently. Sequence variations in RNA sequences maintain base-pairing patterns
that give rise to double-stranded regions (secondary structure) in the molecule. Thus,
alignments of two sequences that specify the same RNA molecules will show covariation at
interacting base-pair positions, as illustrated in Figure 5.1. In addition to these covariable
positions, sequences of RNA-specifying genes may also have rows of similar sequence char-
acters that reflect the common ancestry of the genes.
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Intron analysis—Saccharomyces http://www.cse.ucsc.edu/research/compbio/ Spingola et al. (1999)
cerevisiae yeast_introns.html

tRNA genes, higher plant ftp://ftp.ebi.ac.uk/pub/databases/plmitrna/ Ceci et al. (1999)
mitochondria

MFOLD minimum energy RNA http://bioinfo.math.rpi.edu/�zukerm/rna/ Zuker et al. (1991)
configuration

Nucleic acid database and http://ndbserver.rutgers.edu/ Berman et al. (1998)
structure resource

Pseudobase–pseudoknot http://wwwbio.leidenuniv.nl/�batenburg/pkb.html see Web page
database maintained by E. van
Batenburg, Leiden University

Ribonuclease P database Web site http://jwbrown.mbio.ncsu.edu/RNaseP/ Brown (1999)
home.html

Ribosomal RNA database http://www.cme.msu.edu/RDP/ Maidak et al. (1999)
project (RDP II) 

Ribosomal RNA mutation http://www.fandm.edu/Departments/Biology/ Triman and Adams (1997)
databases Databases/RNA.html

RiboWeb Project–3D http://www-smi.stanford.edu/projects/helix/ Chen et al. (1997)
models of E. coli 30S ribo3dmodels/index.html
ribosomal subunit and
16s rRNA

RNA aptamer sequence database http://speak.icmb.utexas.edu/ellington/aptamers.html see Web site
(University of Texas)

RNA editing Web site, UCLA http://www.lifesci.ucla.edu/RNA/index.html Simpson et al. (1998)
RNA editing, uridine insertion/ http://www.lifesci.ucla.edu/RNA/trypanosome/ Simpson et al. (1998)

deletion 
RNA modification database http://medlib.med.utah.edu/RNAmods/ Limbach et al. (1994);

Rozenski et al. (1999)
RNA secondary structures, http://www.rna.icmb.utexas.edu Gutell (1994); Schnare et al. 

Group I introns, 16S rRNA, (1996 and references therein)
23S rRNA 

RNA structure database http://www.rnabase.org/ see Web page
RNA world at IMB Jena http://www.imb-jena.de/RNA.html Sühnel (1997)
rRNA–Database of ribosomal http://rrna.uia.ac.be/ De Rijk et al. (1992, 1999)

subunit sequences
Signal recognition particle http://psyche.uthct.edu/dbs/SRPDB/SRPDB.html Samuelsson and Zwieb (2000)

database
Small RNA database http://mbcr.bcm.tmc.edu/smallRNA/smallrna.html see Web page
snoRNA database for http://rna.wustl.edu/snoRNAdb/ Lowe and Eddy (1999)

S. cerevisiae
tmRNAa database http://psyche.uthct.edu/dbs/tmRDB/tmRDB.html Wower and Zwieb (1999)
tmRNAa Web site http://www.indiana.edu/�tmrna/ Williams (1999)
tRNAscan-SE search server http://www.genetics.wustl.edu/eddy/tRNAscan-SE/ Lowe and Eddy (1997)
tRNA and tRNA gene http://www.uni-bayreuth.de/departments/ Sprinzl et al. (1998)

sequences biochemie/sprinzl/trna/
u RNA database http://psyche.uthct.edu/dbs/uRNADB/uRNADB.html Zwieb (1997)
Vienna RNA package for RNA http://www.tbi.univie.ac.at/�ivo/RNA/ Hofacker et al. (1998);

secondary structure prediction Wuchty et al. (1999)
and comparison

Viroid and viroid-like RNA http://www.callisto.si.usherb.ca/�jpperra Lafontaine et al. (1999)
sequences
a tmRNA adds a carboxy-terminal peptide tag to the incomplete protein product from a broken mRNA molecule and thereby tar-

gets the protein for proteolysis.
A list of RNA Web sites and databases is available at http://bioinfo.math.rpi.edu/�zukerm/ and at http://pundit.colorado.edu:8080/.

Site or resource Web address Reference
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and guest sites for RNA analysis or for access to databases of RNA molecules and
sequences. These molecules perform a variety of important biochemical functions, includ-
ing translation; RNA splicing, processing, and editing; and cellular localization. As with
proteins, RNA-specifying genes may be identified by using the unknown gene as a query
sequence for DNA sequence similarity searches, as described in Chapter 7. If a significant
match to the sequence of an RNA molecule of known structure and function is found, then
the query molecule should have a similar role. For some small molecules, the amount of
sequence variation necessitates the use of more complex search methods, described later in
this chapter.

RNA STRUCTURE PREDICTION BASICS

A computational method for predicting the most likely regions of base-pairing in an
RNA molecule has been designed, just given the sequence, thus providing an ab initio
prediction of secondary structure. From the many possible choices of complementary
sequences that can potentially base-pair, the compatible sets that provide the most
energetically stable molecules are chosen. Structures with energies almost as stable
as the most stable one may also be produced, and regions whose predictions are the
most reliable can be identified from such an analysis. Sequence variations found in re-
lated sequences may also be used to predict which base pairs are likely to be found in
each of the molecules. One variation of RNA structure prediction methods will pre-
dict a set of sequences that are able to form a particular structure. Methods for pre-
dicting three-dimensional structures from sequence are also being developed (see
http://bioinfo.math.rpi.edu/�zuker/rna/).

Another type of RNA secondary structure prediction method takes into account con-
served patterns of base-pairing that are conserved during evolution of a given class of RNA
molecules. Sequence positions that base-pair are found to vary at the same time during
evolution of RNA molecules so that structural integrity is maintained. For example, if two
positions G and C form a base pair in a given type of molecule, then sequences that have
C and G reversed, or A and U or U and A at the corresponding positions, would be con-
sidered reasonable matches. These patterns of covariation in RNA molecules are a mani-
festation of secondary structure that lead to a structural prediction. The computational
challenge is to discover these covariable positions against the background of other
sequence changes.

FEATURES OF RNA SECONDARY STRUCTURE

Like protein secondary structure, RNA secondary structure can be conveniently viewed as
an intermediate step in the formation of a three-dimensional structure. RNA secondary
structure is composed primarily of double-stranded RNA regions formed by folding the
single-stranded molecule back on itself. To produce such double-stranded regions, a run
of bases downstream in the RNA sequence must be complementary to another upstream
run so that Watson–Crick base-pairing between the complementary nucleotides G/C and
A/U (analogous to the G/C and A/T base pairs in DNA) can occur. In addition, however,
G/U wobble pairs may be produced in these double-stranded regions. As in DNA, the G/C
base pairs contribute the greatest energetic stability to the molecule, with A/U base pairs
contributing less stability than G/C, and G/U wobble base pairs contributing the least.
From the RNA structures that have been solved, these base pairs and a number of addi-
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tional ones (see Burkhard et al. 1999a,b) have been identified. RNA structure predictions
comprise base-paired and non-base-paired regions in various types of loop and junction
arrangements, as shown in Figure 5.2.

In addition to secondary structural interactions in RNA, there are also tertiary interac-
tions, illustrated by the examples in Figure 5.3. These kinds of structures are not pre-
dictable by secondary structure prediction programs. They can be found by careful covari-
ance analysis.

Figure 5.2. Types of single- and double-stranded regions in RNA secondary structures. Single-
stranded RNA molecules fold back on themselves and produce double-stranded helices where com-
plementary sequences are present. A particular base may either not be paired, as in A, or paired with
another base, as in B. The double-stranded regions will most likely form where a series of bases in
the sequence can pair with a complementary set elsewhere in the sequence. The stacking energy of
the base pairs provides increased energetic stability. Combinations of double-stranded and single-
stranded regions produce the types of structures shown in C–F, with the single-stranded regions
destabilizing neighboring double-stranded regions. The loop of the stem and loop in C must gener-
ally be at least four bases long to avoid steric hindrance with base-pairing in the stem part of the
structure. The stem and loop reverses the chemical direction of the RNA molecule. Interior loops,
as in D, form when the bases in a double-stranded region cannot form base pairs, and may be asym-
metric with a different number of base pairs on each side of the loop, as shown in E, or symmetric
with the same number on each side. Junctions, as in F, may include two or more double-stranded
regions converging to form a closed structure. The RNA backbone is red, and both unpaired and
paired bases are blue. The types of loop structures can be represented mathematically, thereby
aiding in the prediction of secondary structure (Sankoff et al. 1983; Zuker and Sankoff 1984).
(Adapted from Burkhard et al. 1999b.)

A. Single-stranded RNA B. Double-stranded RNA helix of
stacked base pairs

C. Stem and loop or hairpin loop. D. Bulge loop
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3' 3'
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E. Interior loop F. Junctions or multi-loops.
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LIMITATIONS OF PREDICTION

In predicting RNA secondary structure, some simplifying assumptions are usually made.
First, the most likely structure is similar to the energetically most stable structure. Second,
the energy associated with any position in the structure is only influenced by local sequence
and structure. Thus, the energy associated with a particular base pair in a double-stranded
region is assumed to be influenced only by the previous base pair and not by the base pairs
farther down the double-stranded region or anywhere else in the structure. These energies
can be reliably estimated by experimentation with small, synthetic RNA oligonucleotides
(Tinoco et al. 1971, 1973; Freier et al. 1986; Turner and Sugimoto 1988; SantaLucia 1998)
recently improved to include sequence dependence (Mathews et al. 1999). They are most
reliable when used for standard Watson–Crick base pairs and single G-U pairs surrounded

Figure 5.3. Examples of known interactions of RNA secondary structural elements. (A) Pseudo-
knot. (B) Kissing hairpins. (C) Hairpin-bulge contact. (Adapted from Burkhard et al. 1999b.)

A. B. C.

Figure 5.4. Display of base pairs in an RNA secondary structure by a circle plot. The predicted min-
imum free-energy structure shown in B is represented by a plot of the predicted base pairs as arcs
connecting the bases in the sequence, which is drawn around the circumference of a circle, as shown
in A (see Nussinov and Jacobson 1980). Note that none of the lines cross, a representation that the
structure does not include any knots. (Reprinted from Nussinov and Jacobson 1980.)
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by Watson–Crick pairs. Finally, the structure is assumed to be formed by folding of the
chain back on itself in a manner that does not produce any knots. The best way of repre-
senting this requirement is to draw the sequence in a circular form. The paired bases are
then joined by arcs. If the total structure with all predicted base pairs is to be free of knots,
none of the arcs must cross (Fig. 5.4). Note, however, that if a pseudoknot (Fig. 5.3) is rep-
resented on such a diagram, the lines will cross.

DEVELOPMENT OF RNA PREDICTION METHODS

The development of methods for predicting RNA secondary structure has been reviewed
by von Heijne (1987). Tinoco et al. (1971) first estimated the energy associated with
regions of secondary structure by extrapolation from studies with small molecules and
then attempted to predict which configurations of larger molecules were the most ener-
getically stable. Energy estimates included the stabilizing energy associated with stacking
base pairs in a double-stranded region and the destabilizing influence of regions that were
not paired. Pipas and McMahon (1975) developed computer programs that listed all pos-
sible helical regions in tRNA sequences; using modified Watson–Crick base-pairing rules,
they created all possible secondary structures by forming permutations of compatible heli-
cal regions, and evaluated each possible structure for total free energy. Studnicka et al.
(1978) designed a method for adding compatible double-stranded regions together to pro-
duce the energetically most favorable structure. Martinez (1984) made a list of possible
double-stranded regions, and these regions were then given weights in proportion to their
equilibrium constants, calculated by the Boltzmann function [ exp (��G/RT) ], where
��G is the free energy of the regions, R is the gas constant, and T is the temperature. The
RNA molecule is folded by a Monte Carlo method in which one initial region is chosen at
random from a weighted pool, similar to the method used in Gibbs sampling (see p. 177).

Imagine each possible double-stranded region being represented by a marble in a bag.
The number of each type of marble is weighted by the Boltzmann probability so that mar-
bles corresponding to more energetically stable regions are more likely to be chosen. Addi-
tional compatible regions are then added sequentially by further selections from the
weighted pool until no more can be added. This method generates a set of possible struc-
tures weighted by energy, but it does not take into account the destabilizing effect of
unpaired regions. The Boltzmann probability function is used in more recent applications
(described below) to find the most probable secondary structures (Hofacker et al. 1998;
Wuchty et al. 1999).

Nussinov and Jacobson (1980) were the first to design a precise and efficient algorithm
for predicting secondary structure. The algorithm generates two scoring matrices—one
M(i,j) to keep track of the maximum number of base pairs that can be formed in any inter-
val i to j in the sequence and a second K(i,j) to keep track of the base position k that is
paired with j. From these matrices, a structure with the maximum possible number of base
pairs could be deduced by a trace-back procedure similar to that used in performing
sequence alignments by dynamic programming. Zuker and Stiegler (1981) used the
dynamic programming algorithm and energy rules for producing the most energetically
favorable structure. Their method assumes that the most energetic, and usually longest,
predicted dsRNA regions are present in the molecule. Because many double-stranded
regions are predictable for most RNA sequences, the number of predictions is reduced by
including known biochemical or structural information to indicate which bases should be
paired or not paired, by enforcing topological restraints and by requiring that the structure
be in an energetically stable configuration.

In the Monte Carlo
method, a random
drawing is made from
a pool of all possible
d o u b l e - s t r a n d e d
regions, with the num-
ber of each type
weighted in propor-
tion to energetic sta-
bility.
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MFOLD, written by Dr. Michael Zuker and colleagues, is commonly used to predict the
energetically most stable structures of an RNA molecule (Jaeger et al. 1989, 1990; Zuker
1989, 1994). MFOLD provides a set of possible structures within a given energy range and
provides an indication of their reliability. The program also uses covariance information
from phylogenetically related sequences (Zuker et al. 1991). MFOLD includes methods for
graphic display of the predicted molecules. This program is one of the most demanding on
computer resources that is currently used because the algorithm is of N3 complexity, where
N is the sequence length. For each doubling of sequence length, the time taken to compute
a structure increases eightfold. The program also requires a large amount of memory for
storing intermediate calculations of structure energies in multiple scoring matrices. As a
result, MFOLD is most often used to predict the structure of sequences less than 1000
nucleotides in length. This method is most reliable for small molecules and becomes less
reliable as the length of the molecule increases.

MFOLD and many other types of useful information on RNA are found at the Web site
of Dr. Michael Zuker, at http://bioinfo.math.rpi.edu/�zuker/rna/. Details of running
MFOLD are not given here because the user manual for MFOLD is widely available (Jaeger
et al. 1990). Recently, a new method called the partition function method for finding the
most probable secondary structural configuration of an RNA molecule and the most prob-
able base pairs has been reported by the Vienna RNA group (Wuchty et al. 1999) and is
discussed below (p. 219).

One advance in the prediction of RNA structure has come from the recognition that
certain RNA sequences form specific structures and that the presence of these sequences is
strongly predictive of such a structure. For example, the hairpin CUUCGG occurs in dif-
ferent genetic contexts and forms a very stable structure (Tuerk et al. 1988). Databases of
such RNA structures and RNA sequences can greatly assist in RNA structure prediction
(Table 5.1).

The genetic algorithm (see Chapter 4, p. 157) has also been used to predict secondary
structure (Shapiro and Navetta 1994); for aligning RNA sequences, taking into account both
sequence and secondary structure and including pseudoknots (Notredame et al. 1997); and
for simulation of RNA-folding pathways (Gultyaev et al. 1995). The program FOLDALIGN
uses a dynamic programming algorithm to align RNAs based on sequence and secondary
structure and locates the most significant motifs (Gorodkin et al. 1997). Chan et al. (1991)
have described another algorithm for the same purpose, and Chetouani et al. (1997) have
developed ESSA, a method for viewing and analyzing RNA secondary structure.

METHODS

SELF-COMPLEMENTARY REGIONS IN RNA SEQUENCES PREDICT SECONDARY
STRUCTURE

One of the simplest types of analyses that can be performed to find stretches of sequence
in RNA that are self-complementary is a dot matrix sequence comparison for self-comple-
mentary regions. For single-stranded RNA molecules, these repeats represent regions that
can potentially self-hybridize to form RNA double strands (von Heijne 1987; Rice et al.
1991). All types of RNA secondary structure analysis begin by the identification of these
regions, and, once identified, the compatible regions may be used to predict a minimum
free-energy structure. A more advanced type of dot matrix can be used to show the most
energetic parts of the molecule (see Fig. 5.8, below).
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Self-complementary regions in RNA may be found by performing a dot matrix analysis
with the sequence to be analyzed listed in both the horizontal and vertical axes. In one
method for finding such regions, the sequence is listed in the 5�→3� direction across the
top of the page and the sequence of the complementary strand is listed down the side of
the page, also in the 5�→3� direction. The matrix is then scored for identities. Self-com-
plementary regions appear as rows of dots going from upper left to lower right. For RNA,
these regions represent sequences that can potentially form A/U and G/C base pairs. G/U
base pairs will not usually be included in this simple type of analysis. As with matching
DNA sequences, there are many random matches between the four bases in RNA, and the
diagonals are difficult to visualize. A long window and a requirement for a large number
of matches within this window are used to filter out these random matches.

An example of the RNA secondary structure analysis using a DNA matrix option of
DNA Strider is shown in Figure 5.5. An analysis of the potato spindle tuber viroid is shown,
using a window of 15 and a required match of 11. Note the appearance of a diagonal run-
ning from the center of the matrix to the upper left, and a mirror image of this diagonal
running to the lower right. The presence of this diagonal indicates the occurrence of a large
self-complementary sequence such that the entire molecule can potentially fold into a hair-
pin structure. An alternative dot matrix method for finding RNA secondary structure is to
list the given RNA sequence across the top of the page and also down the side of the page
and then to score matches of complementary bases (G/C, A/U, and G /U). Diagonals indi-
cating complementary regions will go from upper right to lower left in this type of matrix.
This is the kind of matrix used to produce an energy matrix (see Fig. 5.8, below).

Figure 5.5. Dot matrix analysis of the potato tuber spindle viroid for RNA secondary structure
using the MATRIX function of DNA Strider v. 1.2 on a Macintosh computer.
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MINIMUM FREE-ENERGY METHOD FOR RNA SECONDARY STRUCTURE 
PREDICTION

To predict RNA secondary structure, every base is first compared to every other base by a
type of analysis very similar to the dot matrix analysis. The sequence is listed across the top
and down the side of the page, and G/C, A/U, and G/U base pairs are scored (for an exam-
ple using a dot matrix method to find hairpins, see Fig. 5.5). Just as a diagonal in a two-
sequence comparison indicates a range of sequence similarity, a row of matches in the RNA
matrix indicates a succession of complementary nucleotides that can potentially form a
double-stranded region. The energy of each predicted structure is estimated by the near-
est-neighbor rule by summing the negative base-stacking energies for each pair of bases in
double-stranded regions and by adding the estimated positive energies of destabilizing
regions such as loops at the end of hairpins, bulges within hairpins, internal bulges, and
other unpaired regions. Representative examples of the energy values that are currently
used are given in Table 5.2. To evaluate all the different possible configurations and to find
the most energetically favorable, several types of scoring matrices are used. The comple-
mentary regions are evaluated by a dynamic programming algorithm to predict the most
energetically stable molecule. The method is similar to the dynamic programming method
used for sequence alignment (see Chapter 3).

To calculate the stacking energy of a row of base pairs in the molecule, the stacking ener-
gies similar to those shown in Table 5.2 are used. An illustrative example for evaluation of
energy in a double-stranded region is shown in Figure 5.6. The sequence is listed down the
side of the matrix, and a portion of the same sequence is also listed across the top of the
matrix; matching base pairs have been identified within the matrix. The object is to find a
diagonal row of matches that goes from upper right to lower left, and such a row is shown
in the example. In Figure 5.6, a match of four complementary bases in a row produces a
molecule of free energy �6.4 kcal/mole. In general, each matrix value is obtained by con-
sidering the minimum energy values obtained by all previous complementary pairs

Table 5.2. Predicted free-energy values (kcal/mole at 37 �C) for base pairs and other features of
predicted RNA secondary structures

A. Stacking energies for base pairs
A/U C/G G/C U/A G/U U/G

A/U �0.9 �1.8 �2.3 �1.1 �1.1 �0.8
C/G �1.7 �2.9 �3.4 �2.3 �2.1 �1.4
G/C �2.1 �2.0 �2.9 �1.8 �1.9 �1.2
U/A �0.9 �1.7 �2.1 �0.9 �1.0 �0.5
G/U �0.5 �1.2 �1.4 �0.8 �0.4 �0.2
U/G �1.0 �1.9 �2.1 �1.1 �1.5 �0.4

B. Destabilizing energies for loops
Number of bases 1 5 10 20 30

Internal – 5.3 6.6 7.0 7.4
Bulge 3.9 4.8 5.5 6.3 6.7
Hairpin – 4.4 5.3 6.1 6.5

(Upper) Stacking energy in double-stranded region when base pair listed in left column is followed by
base pair listed in top row. C/G followed by U/A is therefore the dinucleotide 5� CU 3� paired to 5� AG 3�.
(Lower) Destabilizing energies associated with loops. Hairpin loops occur at the end of a double-stranded
region, internal loops are unpaired regions flanked by paired regions, and a bulge loop is a bulge of one
strand in an otherwise paired region (Fig. 5.2). An updated and more detailed list of energy parameters may
be found at the Web site of M. Zuker (http://bioinfo.math.rpi.edu/~zuker/rna/energy/).

From Turner and Sugimoto (1988); Serra and Turner (1995). 
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decreased by the stacking energy of any additional complementary base pairs or increased
by the destabilizing energy associated with noncomplementary bases. The increase
depends on the type and length of loop that is introduced by the noncomplementary base
pair, whether internal loop, bulge loop, or hairpin loop, as shown in Table 5.2. This com-
parison of all possible matches and energy values is continued until all nucleotides have
been compared. The pattern followed in comparing bases within the RNA molecule is
illustrated in Figure 5.7.

SUBOPTIMAL STRUCTURE PREDICTIONS BY MFOLD AND THE USE 
OF ENERGY PLOTS

Originally, the FOLD program of M. Zuker predicted only one structure having the mini-
mum free energy. However, changes in a single nucleotide can result in drastic changes in the
predicted structure. A later version, called MFOLD, has improved prediction of non-base-
paired interactions and predicts several structures having energies close to the minimum free
energy. These predictions accurately reflect structures of related RNA molecules derived from
comparative sequence analysis (Jaeger et al. 1989; Zuker 1989, 1994; Zuker et al. 1991; Zuker
and Jacobson 1995). To find these suboptimal structures, the dynamic programming method
was modified (Zuker 1989, 1991) to evaluate parts of a new scoring matrix in which the

Figure 5.6. Evaluation of secondary structure in RNA sequence by the method described in the text.
The sequence is listed down the first column of A and B in the 5�→3� orientation, and the first four
bases of the sequence are also listed in the first row of the tables in the 5�→3� direction. Several
complementary base pairs between the first and last four bases that could lead to secondary struc-
ture are shown in A. The most 5� base is listed first in each pair. The diagonal set of base pairs A/U,
C/G, G/C, and U/G reveals the presence of a potential double-stranded region between the first and
last four bases. The free energy associated with such a row of base pairs is shown in B. A C/G base
pair following an A/U base pair has a base stacking energy of �1.8 kcal/mole (Turner and Sugimo-
to 1988). This value is placed in the corresponding position in B. Similarly, a C/G base pair followed
by a G/C provides energy of �3.4, and a G/C followed by a U/G, �1.2 kcal/mole. Hence, the ener-
gy accumulated after stacking of these additional two base pairs is �5.2 and �6.4. The energy of this
double-stranded structure will continue to decrease (become more stable) as more base pairs are
added, but will be increased if the structure is interrupted by noncomplementary base pairs.
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Figure 5.7. Method used in dynamic programming analysis for identifying the most energetically
favorable configuration of a linear RNA molecule. (A) The sequence of an RNA molecule of length
n bases is listed across the top of the page and down the side. The index of the sequence across the
top is j and that down the side is i. The search only includes the upper right part of the matrix shown
in gray and begins at the first diagonal line for matching base pairs. First positions i �1 and j �2
are compared for potential base-pairing, and if pairing can occur, an energy value is placed in an
energy matrix W at position 1,2. Then, i � 2 and j � 3 base are compared, and so on, until all base
combinations along the dashed diagonal have been made. Then, comparisons are made along the
next upper right diagonal. As each pair of bases is compared, an energy calculation is made that is
the optimal one up to that point in the comparison. In the simplest case, if i �1 pairs with j �1, and
i pairs with j, and if this structure is the most favorable up to that point, the energy of the i/j base
pair will be added to that of the i �1/j �1 base pair. Other cases are illustrated in B. The process of
obtaining the most stable energy value at each matrix position is repeated following the direction of
the arrows until the last position, i �1 and j �n, has been compared and the energy value placed at
this position in matrix W, the value entered in W(1,n), will be the energy of the most energetically
stable structure. The structure is then found by a trace-back procedure through the matrices simi-
lar to that used for sequence alignments. The method used is a combination of a search for all pos-
sible double-stranded regions and an energy calculation based on energy values similar to those in
Table 5.2. The search for the most energetic structure uses an algorithm (Zuker and Stiegler 1981)
similar to that for finding the structure with maximum base-pairing (Nussinov and Jacobson 1980).
These authors recognized that there are three possible ways, illustrated here by the colored arrows,
of choosing the best energy value at position i,j in an energy matrix W. The simplest calculation (red
arrow) is to use the energy value found up to position i�1, j�1 diagonally below i,j. If i and j can
form a base pair (and if there are at least four bases between them in order to allow enough sequence
for a hairpin) and i�1 and j�1 also pair, then the stacking energy of i/j upon i�1/j�1 will reduce
the energy value at i�1, j�1, producing a more stable structure, and the new value can be consid-
ered a candidate for the energy value entered at position i,j. If i and j do not pair, then another
choice for the energy at i,j is to use the values at positions i, j�1 or i�1, j illustrated by the blue
arrows. i and j then become parts of loop structures. Finally, i and j may each be paired with two
other bases, i with k and j with k�1, where k is between i and j (i � k � j), illustrated by the struc-
ture shown in yellow and green, reflecting the location of the paired bases. The minimum free-ener-
gy value for all values of k must be considered to locate the best choice as a candidate value at i,j.
Finally, of the three possible choices for the minimum free-energy value at i,j indicated by the four
colored arrows, the best energy value is placed at position W(i,j). The procedure is repeated for all
values of i and j, as illustrated in A. Besides the main energy scoring matrix W, additional scoring
matrices are used to keep track of auxiliary information such as the best energy up to i,j where i and
j form a pair, and the influence of bulge loops, interior loops, and other destabilizing energies. An
essential second matrix is V(i,j), which keeps track of all substructures in the interval i,j in which i
forms a base pair with j. Some values in the W matrix are derived from values in the V matrix and
vice versa (Zuker and Stiegler 1981).
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sequence is represented in two tandem copies on both the vertical and horizontal axes. The
regions from i �1 to n and j �1 to n are used to calculate an energy V(i,j) for the best struc-
ture that includes an i,j base pair and is called the included region. A second region, the
excluded region, is used to calculate the energy of the best structure that includes i,j but is not
derived from the structure at i�1, j �1 (Fig. 5.7). After certain corrections are made, the dif-
ference between the included and excluded values is the most energetic structure that includes
the base pair i,j. All complementary base pairs can be sampled in this fashion to determine
which are present in a suboptimal structure that is within a certain range of the optimal one.

An energy dot plot is produced showing the locations of alternative base pairs that pro-
duce the most stable or suboptimally stable structures, as illustrated in Figure 5.8. The pro-
gram may be instructed to find structures within a certain percentage of the minimum free
energy. Parameter d provides a measure of similarity between two structures. When
MFOLD is established on a suitable local host machine, the window is interactive, and
clicking a part of the display will lead to program output of the corresponding structure.
The dot plot may be filtered so that only suboptimal regions with helices of a certain min-
imal length are shown. One of the predicted structures is shown in Figure 5.9.

OTHER ALGORITHMS FOR SUBOPTIMAL FOLDING OF RNA MOLECULES

A limitation of the Zuker method and other methods (Nakaya et al. 1995) for computing
suboptimal RNA structures is that they do not compute all the structures within a given
energy range of the minimum free-energy structure. For example, no alternative structures

Reliability of Secondary Structure Prediction

Three scores, Pnum (i), Hnum (i,j), and Ssum, have been derived to assist with a
determination of the reliability of a secondary structure prediction for a particular
base i or a base pair i,j. Pnum(i) is the total number of energy dots regardless of color
in the ith row and ith column of the energy dot plot, and represents in an unfiltered
dot plot the number of base pairs that the ith base can form with all other base pairs
in structures within the defined energy range. The lower this value, the more well
defined or “well determined” the local structure because there are few competitive
foldings. Hnum(i,j) is the sum of Pnum(i) and Pnum(j) less 1 and is the total num-
ber of dots in the ith row and jth column and represents the total number of base
pairs with the ith or jth base in the predicted structures. The Hnum for a double-
stranded region is the average Hnum value for the base pairs in that helix. The lower
this number, the more well determined the double-stranded region. In an analysis of
tRNAs, 5S RNAs, ribosomal RNAs, and other published secondary structure models
based on sequence variation (Jaeger et al. 1990; Zuker and Jacobson 1995), these
methods correctly predict about 70% of the double-stranded regions. Snum, also
called ss-count, is the number of foldings in which base i is single-stranded divided
by m, the number of foldings, and gives the probability that base i is single-stranded.
If Snum is approximately 1, then base i is probably in a single-stranded region, and if
Snum is approximately 0, then base i is probably not in such a region. This reliabili-
ty information has been used to annotate output files of MFOLD and other RNA dis-
play programs (Zuker and Jacobsen 1998). Plots of these values against sequence
position are given by the MFOLD program and the Zuker Web site.
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Figure 5.8. The energy dot plot (boxplot) of alternative choices of base pairs of an RNA molecule (Jacobson and Zuker
1993). The sequence is that of a human adenovirus pre-terminal protein (GenBank U52533) that is given by M. Zuker as an
example on his Web site at http://bioinfo.math.rpi.edu/�zukerm. Foldings were computed using the default parameters of
the MFOLD program at http://bioinfo.math.edu/�mfold/rna/form1.cgi (Mathews et al. 1999) using the thermodynamic val-
ues of SantaLucia (1998). The minimum energy of the molecule is �280.6 kcal/mole and the maximum energy increment is
12 kcal/mole. Black dots indicate base pairs in the minimum free-energy structure and are shown both above and the mirror
image below the main diagonal. Red, blue, and yellow dots are base pairs in foldings of increasing 4, 8, and 12 kcal/mole ener-
gies greater than the minimum energy, respectively. A region with very few alternative base pairs such as the pairing of
370–395 with 530–505 is considered to be strongly predictive, whereas regions with many alternative base pairs such as the
base-pairing in the region of 340–370 with 570–530 are much less predictive.
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are produced that have the absence of base pairs in the best structure, and, if two sub-
structures are joined by a stretch of unpaired bases, no structures are produced that are
suboptimal for both structures. These factors limit the number of alternative structures
predicted compared to known variations based on sequence variations in tRNAs (Wuchty
et al. 1999).

These limitations have been largely overcome by using an algorithm originally described
by Waterman and Byers (1985) for finding sequence alignments within a certain range of
the optimal one by modifications of the trace-back procedure used in dynamic program-
ming. This method efficiently calculates a large number of alternative structures, up to a
very large number, within a given energy range of the minimum free-energy structure (see
Fig. 5.10). The method has been used to demonstrate that natural tRNA sequences can
form many alternative structures which are close to the minimum free-energy structure
and that base modification plays a major role in this energetic stability (Wuchty et al.
1999). The method may also be used to assess the thermodynamic stability of RNA struc-
tures given expected changes in energies associated with base pairs and loops as a function
of temperature. The RNA secondary structure prediction and comparison Web site at
http://www.tbi.univie.ac.at/�ivo/RNA/ will fold molecules of length � 300 bases, and the
Vienna RNA Package software for folding larger molecules on a local machine is available
from this site.

PREDICTION OF MOST PROBABLE RNA SECONDARY STRUCTURE

In the above types of analyses, the energy associated with predicted double-stranded
regions in RNA is used to produce a secondary structure. Stabilizing energies associated
with base-paired regions and destabilizing energies associated with loops are summed to
produce the most stable structure or suboptimal RNA secondary structure. A different way
of predicting the structures is to consider the probability that each base-paired region will
form based on principles of thermodynamics and statistical mechanics. The probability of
forming a region with free energy �G is expressed by the Boltzmann distribution, which
states that the likelihood of finding a structure with free energy ��G is proportional to 
[ exp (��G/kT) ] where k is the Boltzmann gas constant and T is the absolute tempera-
ture.

Note that the more stable a structure, the lower the value of �G. Since �G is a negative
number, the value of exp(��G/kT) increases for more stable structures and also grows
exponentially with a decrease in energy. The probability of these regions forming increas-
es in the same manner. Conversely, the effect of destabilizing loops that have a positive �G
is to decrease the probability of formation. By using these probability calculations and a
dynamic programming method similar to that used in MFOLD, it is possible to predict the
most probable RNA secondary structures and to assess the probability of the base pairs that
contribute energetic stability to this structure.

For a set of possible structural states, the likelihood of each may be calculated using this
formula, and the sum of these likelihoods provides a partition function that can be used to
normalize each individual likelihood, providing a probability that each will occur. Thus,
probability of structure A of energy ��Ga is [ exp (��Ga/kT) ] divided by the partition
function Q, where Q � Σs [ exp (��Gs/kT) ], the sum of probabilities of all possible struc-

The Boltzmann con-
stant k is 8.314510
J/mole/degree K.
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Figure 5.9. Model of RNA secondary structure of the human adenovirus pre-terminal protein. This model is one of several
alternative structures represented by the above energy plot and provided as an output by the current versions of MFOLD. (A)
Simple text representation of one of the predicted structures. Each stem-and-loop structure is shown separately and the left end
of each structure is placed below the point of connection to the one above. (B) More detailed rendition of one part of the pre-
dicted structures. The structure continues beyond the right side of the page.

B.



P R E D I C T I O N  O F  R N A  S E C O N D A R Y  S T R U C T U R E ■ 221

tures, s. This kind of analysis allows one to calculate the probability of a certain base pair
forming.

The key to this analysis is the calculation of the partition function Q. A dynamic pro-
gramming algorithm for calculating this function exactly for RNA secondary structure
has been developed (McCaskill 1990). The algorithm is very similar to that used for com-
puting an optimal folding by MFOLD. Complexity similarly increases as the cube of the
sequence length, and the energy values used for base pairs and loops are also the same
except that structures with very large interior loops are ignored. Just as the minimum
free-energy value is given at W(1,n) in the Zuker MFOLD algorithm, the value of the
partition function is given at matrix position Q(1,n) in the corresponding partition
matrix.

As indicated above, the partition function is calculated as the sum of the probabilities of
each possible secondary structure. Because there are a very large possible number of struc-
tures, the calculation is simplified by calculating an auxiliary function, Qb(i,j), which is the
sum of the probabilities of all structures that include the base pair i,j. The partition func-
tion Q(i,j) includes both these structures and the additional ones where i is not paired with
j. An example illustrating the difference between the minimum free energy and the parti-
tion function methods should be instructive. Suppose that the bases at positions i �1, j �1
and i,j can both form base pairs. They then form a stack of two base pairs. In the minimum
free-energy method, the energy of the i,j pair stacked on the i �1, j �1 pair will be added
to V(i �1, j �1) to give V(i,j), where V is a scoring matrix that keeps track of the best struc-
ture that includes an i,j base pair. In contrast, the value for Qb(i,j) will be calculated by
multiplying the matrix value Qb(i �1, j �1) by the probability of the base pair i,j given by
the Boltzmann probability [exp (��G/kT)], where �G is the negative stacking energy of
the i,j base pair on the i �1, j �1 base pair, and will be a large number reflecting the prob-
ability given the stability of the base-paired region.

For a hairpin structure with a row of successive base pairs, the probability will be the
product of the Boltzmann factors associated with the stacked pair, giving a high number
for the relative likelihood of formation. The procedure followed by the partition function
algorithm is to calculate Qb(i,j) and Q(i,j) iteratively in a scoring matrix similar to that
illustrated in Figure 5.7A until Q(1,n) is reached. This matrix position contains the value
of the full partition function Q.

Both the partition function and the probabilities of all base pairs are computed by this
algorithm, and the most probable structural model is thereby found. Information about
intermediate structures, base-pair opening and slippage, and the temperature dependence
of the partition function may also be determined. The latter calculation provides informa-
tion about the melting behavior of the secondary structure.

A suite of RNA-folding programs available from the Vienna RNA secondary structure
prediction Web site (http://www.tbi.univie.ac.at/�ivo/RNA/) uses this methodology to
predict the most probable and alternative RNA secondary structures. An example of the
folding of a 300-base RNA molecule is given in Figure 5.10. The probability of forming
each base pair is shown in a dot matrix display in which the dots are squares of increasing
size reflecting the probability of the base pair formed by the bases in the horizontal and ver-
tical positions of the matrix. Secondary structure prediction is done by two kinds of
dynamic programming algorithms: the minimum free-energy algorithm of Zuker and
Stiegler (1981) and the partition function algorithm of McCaskill (1990).



Figure 5.10. Suboptimal foldings of an RNA sequence using probability distributions of base-pairings. The first 300 bases of
the same adenovirus sequence used in Fig. 5.8 was submitted to the Vienna Web server. (A) The region shown represents struc-
tures within the range of bases 150–300 and may be compared to the same region in Fig. 5.8. The minimum free energy of this
thermodynamic ensemble is �134.85 kcal/mole, compared to a minimum free energy of 125.46 kcal/mole. The size of the
square box at highlighted matrix positions indicates the probability of the base pair and decreases in steps of 10-fold; i.e., order
of magnitude decreases. The size variations shown in the diagram cover a range of �4–6 orders of magnitude. Calculations of
base-pair probabilities are discussed in the text. (B) The minimum free-energy structure representing base pairs as pairs of nest-
ed parentheses. A low-resolution picture was also produced (not shown).

A.
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USING SEQUENCE COVARIATION TO PREDICT STRUCTURE

The second major method that has been used to make RNA secondary structure predic-
tions (Woese et al. 1983) and also tertiary structure analyses such as those shown in Figure
5.3 (Gutell et al. 1986) is RNA sequence covariation analysis. This method examines
sequences of the same RNA molecules from different species for positions that vary togeth-
er in a manner that would allow them to produce a base pair in all of the molecules. The
idea is quite simple. On the one hand, for double-stranded regions in RNA molecules,
sequence changes that take place in evolution should maintain the base-pairing. On the
other hand, sequence changes in loops and single-stranded regions should not have such a
constraint. The method of analysis is to look for sequence positions at which covariation
maintains the base-pairing properties. The justification for this method is that these types
of joint substitutions or covariations actually are found to occur during evolution of such
genes. As shown in Figure 5.11, when one position corresponding to a base pair is changed,
another position corresponding to the base-pairing partner will also change. For example,
if two positions G and C form a base pair, then sequences that have C and G reversed, or
A and T or T and A at the corresponding positions, would also be considered reasonable
matches. Sequence covariability has been used to improve thermodynamic structure pre-
diction as described in the above section (Hofacker et al. 1998). An example of using
covariation analysis to decipher base-pair interactions in tRNA is shown in Figure 5.12.

One method of covariation analysis also examines which phylogenetic groups exhibit
change at a given position. For each position, the base that generally predominates in one
particular part of the tree is determined. These methods have required manual examina-
tion of sequences and structures for covariation, but automatic methods have also been
devised and demonstrated to produce reliable predictions (Winker et al. 1990; Han and
Kim 1993; see box below).

Figure 5.11. Conservation of base pairs in homologous RNA molecules influences structure pre-
diction. The predicted structure takes into account sequence covariation found at aligned sequence
positions, and may also use information about conserved positions in components of a phylogenetic
tree. In the example shown, sequence covariations in A, B, and D found in sequences 1, 2, and 4,
respectively, permit Watson–Crick base and G-U base-pairing in the corresponding structure, but
variation C found in sequence 3 is not compatible. Sometimes correlations will be found that sug-
gest other types of base interactions, or the occurrence of a common gap in a multiple sequence
alignment may be considered a match. Positions with greater covariation are given greater weight
in structure prediction. Molecules with only one of the two sequence changes necessary for conser-
vation of the base-paired position may be functionally deleterious.
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Acceptor stem

D stem

Anticodon stem

T Ψ C stem

Figure 5.12. Covariation found in tRNA sequences reveals base interactions in tRNA secondary and tertiary structure. (A)
Alignment of tRNA sequences showing regions of interacting base pairs. (�) Transition; (�) transversions; (|) deletion; (*)
ambiguous nucleotide. (B) Diagram of tRNA structure illustrating base–base interactions revealed by a covariance analysis.
Adapted from the Web site of R. Gutell at http://www.rna.icmb.utexas.edu.

A

B
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Mutual Information Content

A method used to locate covariant positions in a multiple sequence alignment is the
mutual information content of two columns. First, for each column in the alignment,
the frequency of each base is calculated. Thus, the frequencies in column m, fm(B1),
are fm(A), fm(U), fm(G), and fm(C) and those for column n, fn(B2), are fn(A), fn(U),
fn(G), and fn(C). Second, the 16 joint frequencies of two nucleotides, fm,n(B1,B2) one
base B1 in column m and the same or another base B2 in column n are calculated. If
the base frequencies in any two columns are independent of each other, then the

Methods of Covariation Analysis in RNA Sequences

Secondary and tertiary features of RNA structure may be determined by analyzing a
group of related sequences for covariation. Two sequence positions that covary in a
manner that frequently maintains base-pairing between them provides evidence that
the bases interact in the structure. Combinations of the following methods have been
used to locate such covarying sites in RNA sequences (see R. Gutell for additional
details and at http://www.rna.icmb.utexas.edu/METHODS/menu.html).

1. Optimally align pairs of sequence to locate conserved primary sequence, mark
transitions and transversions from a reference sequence, and then visually
examine these changes to identify complementary patterns that represent
potential secondary structure.

2. Perform a multiple sequence alignment, highlight differences using one of the
sequences as a reference, and visually examine for complementary patterns.

3. Mark variable columns in the multiple sequence alignment by numbers that
mark changes (e.g., transitions or transversions) from a reference sequence;
examine marked columns for a similar or identical number pattern that can
represent potential secondary structure.

4. Perform a statistical analysis (Chi-square test) of the number of observations of
a particular base pair in columns i and j of the multiple sequence alignment,
compared to the expected number based on the frequencies of the two bases.

5. Calculate the mutual information score (mixy) for each pair of columns in the
alignment, as described in the text and illustrated in Figure 5.13.

6. Score the number of changes in each pair of columns in the alignment divided
by the total number of changes (the ec score), examine the phylogenetic context
of these changes to determine the number of times the changes have occurred
during evolution, and choose the highest scores that are representative of mul-
tiple changes.

7. Measure the covariance of each pair of positions in the alignment by counting
the numbers of all 16 possible base-pair combinations and dividing by the
expected number of each combination (number of sequence 	 frequency of
base in first position 	 frequency of base in second position), choose the most
prevalent pair, and examine remaining combinations for additional covaria-
tion; then sum frequency of all independently covarying sites to obtain covary
score.
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The mutual information content may be plotted on a motif logo (Gorodkin et al. 1997),
similar to that described in Chapter 4, page 196, for illustrating a sequence motif. The
example shown in Figure 5.13 shows the mutual information content M superimposed on
the information content of each sequence position in an RNA alignment.

ratio of fm,n(B1,B2) / [fm(B1) 	 fn(B2)] is expected to equal 1, and if the frequencies
are correlated, then this ratio will be greater than 1. If they are perfectly covariant,
then fm,n(B1,B2) � fm(B1) � fn(B2). To calculate the mutual information content H
(m,n) in bits between the two columns m and n, the logarithm of this ratio is calcu-
lated and summed over all possible 16 base-pair combinations.

H (m,n) � ΣB1,B2 fm,n(B1,B2) 	 log2 �fm,n(B1,B2) / [fm(B1) fn(B2)]�

H (m,n) varies from the value of 0 bits of mutual information representing no corre-
lation to that of 2 bits of mutual information, representing perfect correlation (Eddy
and Durbin 1994).

Figure 5.13. RNA structure logo. The top panel is the normal sequence logo showing the size of each
base in proportion to the contribution of that base to the amount of information in that column of
the multiple sequence alignment. The relative entropy method is used in which the frequency of bases
in each column is compared to the background frequency of each base. Inverted sequence characters
indicate a less than background frequency (see Chapter 4, page 196). The bottom panel includes the
same information plus the mutual information content in pairs of columns. The amount of informa-
tion is indicated by the letter M, and the matching columns are shown by nested sets of brackets and
parentheses. All sequences have a C in column 1 and a matching G in column 16. Similar columns 2
and 15 can form a second base pair stacked upon the first. Columns 7–10 and 25–22 also can form G/C
base pairs most of the time. Sequences with a G in column 7 frequently have a C in column 25, and
those with a C in column 7 may have a G in column 25. Thus, there is mutual information in these
two columns (Gorodkin et al. 1997 [using data of Tuerk and Gold 1990]).
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A formal covariance model has been devised by Eddy and Durbin (1994). Although very
accurate when used for identifying tRNA genes, the algorithm is extremely slow and
unsuitable for searching through large genomes. Instead, the method has been used to
screen through putative tRNA genes previously identified by faster methods (Lowe and
Eddy 1997). The difficulty that is faced in modeling RNA molecules is to identify the
potential base pairs in a set of related RNA molecules based on covariation at two sites.
Recall from Chapter 4 that the hidden Markov model is used for capturing the types of
variations observed in a sequence profile, including matches, mismatches, insertions, and
deletions. This type of model assumes each sequence can be predicted by a series of states
in the model, one after the other, as in a series of independent events in a Markov chain.
The hidden Markov model does not analyze joint variations at sequence positions such as
occur in RNA molecules. The model that is used for analyzing RNA secondary structure
(but not tertiary structure) is an ordered tree model. A simplified tree representation of
RNA secondary structure is shown in Figure 5.14.

The above assumes that we know which bases are paired in a model of RNA secondary
structure, whereas the goal is to build a model that discovers this information. The task is
achieved by constructing a more general model, training the model with a set of sequences,

Figure 5.14. Tree model of RNA secondary structure. The model in A is represented by the ordered
binary tree shown in B. This model attempts to capture both the sequence and the secondary struc-
ture of the RNA molecule. The tree is read like a sequence starting at the root node at the top of the
model, then moving down the main branch to the bifurcation mode. Along the main trunk are nodes
that represent matched or unmatched base pairs. Shown are two A’s matching a “-,” indicating no
pairing with these bases. After the bifurcation mode, one then moves down the most leftward branch
to the end node. Along the branch are unmatched bases, matched base pairs, and mismatched pairs.
After the end node is reached, go back to the previous bifurcation node and follow the right branch.
(Reprinted, with permission of Oxford University Press, from Eddy and Durbin 1994.)
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and then having the model reveal the most likely base-paired regions. The approach is sim-
ilar to training a hidden Markov model for proteins to recognize a family of protein
sequences, thereby producing the most probable multiple sequence alignment. In the case
of RNA secondary structure, a tree model is trained by the sequences, and the model may
then be used to predict the most probable secondary structure. In addition, the model may
also be used to search a database for sequences that produce a high score when aligned to
the model. These sequences are likely to encode a similar type of RNA molecule such as
tRNA or 5S RNA. Each model is derived by training a more general tree model with the
sequences.

The general tree model needs to represent the types of variations that are found in align-
ing a series of related sequences, such as insertions, deletions, and mismatches. To allow
for such variations, each node in the tree is replaced by a set of states that correspond to all
of the possible sequence variations that might be encountered at that position. These states
are illustrated in Figure 5.15.

The mutual information content of all sequence positions is used in designing the
model, and the expectation maximization method (Chapter 4) is used to optimize the
parameters of the model. A dynamic programming method is used to find a model that
maximizes the amount of covariation. The structure of the model may subsequently be
altered during training. Once a covariance model suitable for an RNA molecule has been
established, the model is trained by the sequences. The methodology is similar to that of
hidden Markov models and is described in detail in Chapter 4. Basically, the model is ini-
tialized by giving starting values to the base and dinucleotide frequencies in each MATCH
and INS state and to the transition probabilities. All possible paths through the model are
found for each sequence in the training set. The frequencies and transition probabilities are
modified each time a particular path in the model is used. The base pairs are found from
MATP (see Fig. 5.15), which gives probabilities to the 16 possible dinucleotides.

Once the model has been trained, the most probable path for each sequence provides a
consensus structural alignment of the sequences. A dynamic programming algorithm is
used that matches subsequence alignments to the nodes of the covariance model. The
result is a log odds score of the sequence matching the covariance model. A similar method
may be used to find sequences in a genomic database with high matching scores to the
covariance model. The method was used to predict the structural alignment of representa-
tive sets of tRNA sequences, and it provided alignments that closely matched actual struc-
tural alignments based on other methods. The software for the COVELS program is avail-
able by request from the authors (Eddy and Durbin 1994).

STOCHASTIC CONTEXT-FREE GRAMMARS FOR MODELING 
RNA SECONDARY STRUCTURE

In the above section, we discussed the need to have models for RNA secondary structure
that reflect the interaction among base pairs. Simpler models of sequence variation treat
sequences as simple strings of characters without such interactions and are therefore not
suitable for RNA. A general theory for modeling strings of symbols, such as bases in DNA
sequences, has been developed by linguists. There is a hierarchy of these so-called trans-
formational grammars that deal with situations of increasing complexity. The application
of these grammars to sequence analysis has been extensively discussed elsewhere (Durbin
et al. 1998). The context-free grammar is suitable for finding groups of symbols in differ-
ent parts of the input sequence that thus are not in the same context. Complementary
regions in sequences, such as those in RNA that will form secondary structures, are an



P R E D I C T I O N  O F  R N A  S E C O N D A R Y  S T R U C T U R E ■ 229

example of such context-free sequences. Stochastic context-free grammars (SCFG) intro-
duce uncertainty into the definition of such regions, allowing them to use alternative sym-
bols as found in the evolution of RNA molecules. Thus, SCFGs can help define both the
types of base interactions in specific classes of RNA molecules and the sequence variations
at those positions. SCFGs have been used to model tRNA secondary structure (Sakakibara
et al. 1994). Although SCFGs are computationally complex (Durbin et al. 1998), they are
likely to play an important future role in identifying specific types of RNA molecules.

Figure 5.15. Details of tree model for RNA secondary structure. Each type of node in the tree shown
in Fig. 5.14 is replaced by a pattern of states corresponding to the types of sequence variations that are
expected in a family of related RNA sequences. These states each store a table of frequencies of 4 bases
or of 16 possible dinucleotides. The seven different types of nodes are illustrated. BEG node includes
insert states for sequence of any length on the right or left side of the node. The pair-wise node
includes a state MATP for storing the 16 possible dinucleotide frequencies; MATL and MATR states
for storing single base frequencies on either the left or right side of the node, respectively; a DEL state
for allowing deletions; and INSL and INSR states that allow for insertions of any length on the left or
right of the node. DEL does not store information. The other five node types have the same types of
states. Each state is joined to other states by a set of transition probabilities shown by the arrows.
These probabilities are similar to those used in hidden Markov models. BIF is a bifurcation state with
transition probabilities entering the state from above and then leaving to one or the other of two
branches. (Reprinted, with permission of Oxford University Press, from Eddy and Durbin 1994.)



230 ■ C H A P T E R  5

The application of SCFGs to RNA secondary structure analysis is very similar in form to
the probabilistic covariance models described in the above section. For RNA, the symbols
of the alphabet are A, C, G, and U. The context-free grammar establishes a set of rules
called productions for generating the sequence from the alphabet, in this case an RNA
molecule with sections that can base-pair and others that cannot base-pair. In addition to
the sequence symbols (named terminal symbols because they end up in the sequence),
another set of symbols (nonterminal symbols) designated S0, S1, S2 . . . , determines inter-
mediate production stages. The initial symbol is S0 by convention. The next terminal sym-
bol S1 is produced by modifying S0 in some fashion by productions indicated by an arrow.
For example, the productions S0 → S1, S1 → C S2 G generate the sequence C S2 G where S2

has to be defined further by additional productions. The example shown in Figure 5.16
(from Sakakibara et al. 1994) shows a set of productions for generating the sequence
CAUCAGGGAAGAUCUCUUG and also the secondary structure of this molecule. The
productions chosen describe both features.

In this example of a context-free grammar, only one sequence is produced at each pro-
duction level. In a SCFG, each production of a nonterminal symbol has an associated prob-
ability for giving rise to the resulting product, and there are a set of productions, each giv-
ing a different result. For example, the production S1 → C S2 G could also be represented
by 15 other base-pair combinations, and each of these has a corresponding probability.
Thus, each production can be considered to be represented by a probability distribution
over the possible outcomes. Note the identity of the SCFG representation of the predicted
structure to that shown for the tree representation of the covariance model in Figure 5.14.
The use of SCFGs in RNA secondary structure production analysis is in fact very similar to
that of the covariance model, with the grammatical productions resembling the nodes in
the ordered binary tree. As with hidden Markov models, the probability distribution of
each production must be derived by training with known sequences. The algorithms used
for training the SCFG and for aligning a sequence with the SCFG are somewhat different
from those used with hidden Markov models, and the time and memory requirements are
greater (Sakakibara et al. 1994: Durbin et al 1998).

SEARCHING GENOMES FOR RNA-SPECIFYING GENES

One goal in RNA research has been to design methods to identify sequences in genomes
that encode small RNA molecules. Larger, highly conserved molecules can simply be iden-
tified based on their sequence similarity with already-known sequences. For smaller
sequences with more sequence variation, this method does not work. A number of meth-
ods for finding small RNA genes have been described and are available on the Web (Table
5.1). A major problem with these methods in searches of large genomes is that a small false-
positive rate becomes quite unacceptable because there are so many false positives to check
out.

One of the first methods used to find tRNA genes was to search for sequences that are self-
complementary and can fold into a hairpin like the three found in tRNAs (Staden 1980).

Figure 5.16. A set of transformation rules for generating an RNA sequence and the secondary structure
of the sequence from the RNA alphabet (ACGU). (A) The set of production rules for producing the
sequence and the secondary structure. These rules reveal which bases are paired and which are not paired.
(B) Derivation of the sequence. (C) A parse tree showing another method for displaying the derivation
of the sequence in B. (D) Secondary structure from applying the rules. (Redrawn, with permission of
Oxford University Press, from Sakakibara et al. 1994.)
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Fichant and Burks (1991) described a program, tRNAscan, that searches a genomic sequence
with a sliding window searching simultaneously for matches to a set of invariant bases and
conserved self-complementary regions in tRNAs with an accuracy of 97.5%. Pavesi et al.
(1994) derived a method for finding the RNA polymerase III transcriptional control regions
of tRNA genes using a scoring matrix derived from known control regions that is also very
accurate. Finally, Lowe and Eddy (1997) have devised a search algorithm tRNAscan-SE that
uses a combination of three methods to find tRNA genes in genomic sequences—tRNAscan,
the Pavesi algorithm, and the COVELS program based on sequence covariance analysis
(Eddy and Durbin 1994). This method is reportedly 99–100% accurate with an extremely
low rate of false positives.

The probabilistic model shown in Figure 5.17 was used to identify small nucleolar (sno)
RNAs in the yeast genome that methylate ribosomal RNA. The model is not used to search
genomic sequences directly. Instead, a list of candidate sequences is first found by search-
ing for patterns that match the sequences in the model (Lowe and Eddy 1999). The prob-
ability model was a hybrid combination of HMMs and SCFGs trained on snoRNAs. These
RNAs vary sufficiently in sequence and structure that they are not found by straight-
forward similarity searches. The RNAs found were shown to be snoRNAs by insertional
mutagenesis.

APPLICATIONS OF RNA STRUCTURE MODELING

In summary, methods for predicting the structure of RNA molecules include (1) an anal-
ysis of all possible combinations of potential double-stranded regions by energy mini-
mization methods and (2) identification of base covariation that maintains secondary and
tertiary structure of an RNA molecule during evolution. Energy minimization methods
have been so well refined that a series of energetically feasible models and the most ther-
modynamically probable structural models may be computed. Covariation analysis by C.
Woese led to his building of detailed structural models for rRNAs. By examining the evo-
lutionary variation in these structures, he was able to predict three domains of life—the
Bacteria, the Eukarya, and a newly identified Archaea. Although a large amount of hori-
zontal transfer among evolutionary lineages of other genes has added a great deal of noise
to the evolutionary signal, the rRNA-based prediction is supported by other types of

Figure 5.17. Probabilistic model of snoRNAs. The numbered boxes and ovals represent conserved
sequence and structural features that have been modeled by training on snoRNAs. Secondary struc-
tural features of Stem were modeled with an SCFG. Boxes with ungapped hidden Markov models, the
guide sequence with a hidden Markov model, and gapped regions (spacers) are shown by ovals. The
guide sequence interacts with methylation sites on rRNA and is targeted in each search to a comple-
mentary sequence near one of those sites. The alignment of this model produces a log odds score that
provides an indication of the reliability of the match. The transition probabilities are 1, except where
the model bifurcates to allow identification of two types of target sequences. The model is highly spe-
cific and seldom identifies incorrect matches in random sequences. (Reprinted, with permission, from
Lowe and Eddy 1999 [copyright AAAS, Washington, D.C.].)
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genomic analyses. In addition to these uses of rRNA structural analysis, excellent proba-
bilistic models of two small RNA molecules, tRNA and snoRNA, have been built, and these
models may be used to search reliably through genomic sequences for genes that encode
these RNA molecules. The successful analysis of these types of RNA molecules should be
readily extensible to other classes of RNA molecules.
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INTRODUCTION

A PHYLOGENETIC ANALYSIS OF A FAMILY of related nucleic acid or protein sequences is a
determination of how the family might have been derived during evolution. The evolu-
tionary relationships among the sequences are depicted by placing the sequences as outer
branches on a tree. The branching relationships on the inner part of the tree then reflect
the degree to which different sequences are related. Two sequences that are very much alike
will be located as neighboring outside branches and will be joined to a common branch
beneath them. The object of phylogenetic analysis is to discover all of the branching rela-
tionships in the tree and the branch lengths.

Phylogenetic analysis of nucleic acid and protein sequences is presently and will contin-
ue to be an important area of sequence analysis. In addition to analyzing changes that have
occurred in the evolution of different organisms, the evolution of a family of sequences may
be studied. On the basis of the analysis, sequences that are the most closely related can be
identified by their occupying neighboring branches on a tree. When a gene family is found
in an organism or group of organisms, phylogenetic relationships among the genes can help
to predict which ones might have an equivalent function. These functional predictions can
then be tested by genetic experiments. Phylogenetic analysis may also be used to follow the
changes occurring in a rapidly changing species, such as a virus. Analysis of the types of
changes within a population can reveal, for example, whether or not a particular gene is
under selection (McDonald and Kreitman 1991; Comeron and Kreitman 1998; Nielsen and
Yang 1998), an important source of information in applications like epidemiology.

Procedures for phylogenetic analysis are strongly linked to those for sequence alignment
discussed in Chapters 3 and 4, and similar difficulties are encountered. Just as two very
similar sequences can be easily aligned even by eye, a group of sequences that are very sim-
ilar but with a small level of variation throughout can easily be organized into a tree. Con-
versely, as sequences become more and more different through evolutionary change, they
can be much more difficult to align. A phylogenetic analysis of very different sequences is
also difficult to do because there are so many possible evolutionary paths that could have
been followed to produce the observed sequence variation. Because of the complexity of
this problem, considerable expertise is required for difficult situations.

Phylogenetic analysis programs are widely available at little or no cost. A comprehensive
list will not be given here since one has been published previously (Swofford et al. 1996).
The main ones in use are PHYLIP (phylogenetic inference package) (Felsenstein 1989
1996) available from Dr. J. Felsenstein at http://evolution.genetics.washington.edu/
phylip.html and PAUP (phylogenetic analysis using parsimony) available from Sinauer
Associates, Sunderland, Massachusetts, http://www.lms.si.edu/PAUP/. Current versions of
these programs provide the three main methods for phylogenetic analysis—parsimony,
distance, and maximum likelihood methods (described below)—and also include many
types of evolutionary models for sequence variation. Examples using these programs are
given later in the chapter. Each program requires a particular type of input sequence for-
mat that is described below and in Chapter 2. Another program, MacClade, is useful for
detailed analysis of the predictions made by PHYLIP, PAUP, and other phylogenetic pro-
grams and is also available from Sinauer (also see http://phylogeny.arizona.edu/macclade/
macclade.html). MacClade, as the name suggests, runs on a Macintosh computer. PHYLIP
and PAUP run on practically any machine, but the user interface for PAUP has been most
developed for use on the Macintosh computer.

There are also several Web sites that provide information on phylogenetic relationships
among organisms (Table 6.1). There are several excellent descriptions of phylogenetic
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analysis in which the methods are covered in considerable depth (Li and Graur 1991;
Miyamoto and Cracraft 1991; Felsenstein 1996; Li and Gu 1996; Saitou 1996; Swofford et
al. 1996; Li 1997).

RELATIONSHIP OF PHYLOGENETIC ANALYSIS TO SEQUENCE ALIGNMENT

When the sequences of two nucleic acid or protein molecules found in two different organ-
isms are similar, they are likely to have been derived from a common ancestor sequence.
Chapter 3 discusses sequence alignment methods used to determine sequence similarity.
Chapter 4 discusses multiple sequence alignment methods that need to be applied to a set
of related sequences before a phylogenetic analysis can be performed. Chapter 7 describes
methods for searching through a database of sequences to locate sequences that are simi-
lar to a query sequence. A sequence alignment reveals which positions in the sequences
were conserved and which diverged from a common ancestor sequence, as illustrated in
Figure 6.1. When one is quite certain that two sequences share an evolutionary relation-
ship, the sequences are referred to as being homologous.

The commonest method of multiple sequence alignment (the progressive alignment
method, p. 152) first aligns the most closely related pair of sequences and then sequential-
ly adds more distantly related sequences or sets of sequences to this initial alignment (see
flowchart, p. 144). The alignment so obtained is influenced by the most alike sequences in
the group and thus may not represent a reliable history of the evolutionary changes that
have occurred. Other methods of multiple sequence alignment attempt to circumvent the
influence of alike sequences (see Chapter 4, p. 157). Once a multiple sequence alignment
has been obtained, each column is assumed to correspond to an individual site that has

Table 6.1. Phylogenetic relationships among organisms

Site name Address Description Reference

Entrez http://www3.ncbi.nlm.nih.gov/ taxonomically related structures see Web page
Taxonomy/taxonomyhome.html or group of organisms

RDP (Ribosomal http://www.cme.msu.edu/RDP/ ribosomal RNA-derived trees Maidak et al. (1999)
database project)

Tree of life http://phylogeny.arizona.edu/tree/ information about phylogeny and Maddison and 
phylogeny.html biodiversity Maddison (1992)

GAATC sequence 1

GAATC

GAGTT sequence 2

GAGTT

GA(A/G)T(C/T) ancestor sequence 

total of 2
sequence changes

Figure 6.1. Origin of similar sequences. Sequences 1 and 2 are each assumed to be derived from a
common ancestor sequence. Some of the ancestor sequence can be inferred from conserved positions
in the two sequences. For positions that vary, there are two possible choices at these sites in the ances-
tor.
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been evolving according to the observed sequence variation in the column. Most methods
of phylogenetic analysis assume that each position in the protein or nucleic acid sequence
changes independently of the others (analysis of RNA sequence evolution is an exception:
see Chapter 5).

As indicated above, the analysis of sequences that are strongly similar along their entire
lengths is quite straightforward. However, to align most sequences requires the position-
ing of gaps in the alignment. Gaps represent an insertion or deletion of one or more
sequence characters during evolution. Proteins that align well are likely to have the same
three-dimensional structure. In general, sequences that lie in the core structure of such
proteins are not subject to insertions or deletions because any amino acid substitutions
must fit into the packed hydrophobic environment of the core. Gaps should therefore be
rare in regions of multiple sequence alignments that represent these core sequences. In
contrast, more variation, including insertions and deletions, may be found in the loop
regions on the outside of the three-dimensional structure because these regions do not
influence the core structure as much. Loop regions interact with the environment of small
molecules, membranes, and other proteins (see Chapter 9).

Gaps in alignments can be thought of as representing mutational changes in sequences,
including insertions, deletions, or rearrangements of genetic material. The expectation that
a gap of virtually any length can occur as a single event introduces the problem of judging
how many individual changes have occurred and in what order. Gaps are treated in various
ways by phylogenetic programs, but no clear-cut model as to how they should be treated has
been devised. Many methods ignore gaps or focus on regions in an alignment that do not
have any gaps. Nevertheless, gaps can be useful as phylogenetic markers in some situations.

Another approach for handling gaps is to avoid analysis of individual sites in the
sequence alignment and instead to use sequence similarity scores as a basis for phyloge-
netic analysis. Rather than trying to decide what has happened at each sequence position
in an alignment, a similarity score based on a scoring matrix with penalties for gaps is often
used. As discussed below, these scores may be converted to distance scores that are suitable
for phylogenetic analysis (Feng and Doolittle 1996) by distance methods (p. 254).

GENOME COMPLEXITY AND PHYLOGENETIC ANALYSIS

When performing a phylogenetic analysis, it is important to keep in mind that the genomes
of most organisms have a complex origin. Some parts of the genome are passed on by ver-
tical descent through the normal reproductive cycle. Other parts may have arisen by hori-
zontal transfer of genetic material between species through a virus, DNA transformation,
symbiosis, or some other horizontal transfer mechanism. Accordingly, when a particular
gene is being subjected to phylogenetic analysis, the evolutionary history of that gene may
not coincide with the evolutionary history of another.

One of the most significant uses of phylogenetic analysis of sequences is to make pre-
dictions concerning the tree of life. For this purpose, a gene should be selected that is uni-
versally present in all organisms and easily recognizable by the conservation of sequence in
many species. At the same time, there should be enough sequence variation to determine
which groups of organisms share the same phylogenetic origin. Ideally, the gene should
also not be under selection, meaning that as variation occurs in populations of organisms,
certain sequences are not favored with a loss of the more primitive variation.

Two molecules of this type that carry a great deal of evolutionary history in inter-species
sequence variations are the small rRNA subunit and mitochondrial sequences. A large
number of rRNA sequences from a variety of organisms were aligned and the secondary
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structure was deduced following methods discussed in Chapter 5. Phylogenetic predictions
were then made using the distance method described below (Woese 1987). On the basis of
rRNA sequence signatures, or regions within the molecule that are conserved in one group
of organisms but different in another (Fig. 6.2), Woese (1987) predicted that early life
diverged into three main kingdoms—Archaea, Bacteria, and Eukarya—a view that has
been challenged (Mayr 1998). Evidence for the presence of additional organisms in these
groups has since been found by PCR amplification of environmental samples of RNA
(Barns et al. 1996). A more detailed analysis was used to find relationships among individ-
ual species within each group. The types of relationships found among the prokaryotic
organisms are illustrated in Figure 6.3. The use of mitochondrial sequences for analysis of
primate evolution is given below in the description of the parsimony method of phyloge-
netic analysis.

Although these studies of rRNA sequences suggest a quite clear-cut model for the evo-
lution of life, phylogenetic analysis of other genes and gene families has revealed that the
situation is probably more complex and that a more appropriate model might be the one
shown in Figure 6.4. There are now many examples of horizontal or lateral transfer of
genes between species (see Fig. 3.3, p. 55) that introduce new genes and sequences into an
organism (Brown and Doolittle 1997; Doolittle 1999). These types of transfers are inferred
from the finding that the phylogenetic histories of different genes in an organism, such as
genes for metabolic functions, are not the same or that codon use in different genes varies
(see Chapter 10). Another type of phylogenetic analysis is based on the number of genes
shared between genomes and produces a tree that is similar to the rRNA tree (Snel et al.
1999).

To track the evolutionary history of genes, more attention has also been paid to the
methodology of phylogenetic analysis and to the inherent errors in many of the assump-
tions (Doolittle 1999). Problems associated with variations between rates of change in dif-
ferent sites and of analyzing more distantly related sequences are discussed below. More-
over, there is evidence that genomes undergo extensive rearrangements, placing sequences
of different evolutionary origin next to each other and even causing rearrangements with-
in protein-encoding genes (Henikoff et al. 1997).

The different regions of independent evolutionary origin in a sequence therefore need
to be identified. As discussed in Chapter 9, proteins are modular with functional domains,
sometimes repeated within a protein and sometimes shared within a protein family. These
regions are identified by their sharing of significant sequence similarity. The remainder of
the aligned regions in the group may have variable levels of similarity. In nucleic acid
sequences, a given sequence pattern may provide a binding site for a regulatory molecule,
leading to promoter function, RNA splicing, or some other function. It may be difficult to
decide the extent of these patterns for phylogenetic analysis; however, statistical approach-
es discussed in Chapter 4 may be used.

Another feature of genome evolution that should be considered in phylogenetic analy-
sis is the occurrence of gene duplication events that create tandem copies of a gene. These
two copies may then evolve along separate pathways leading to different functions. How-
ever, these copies maintain a certain level of similarity and undergo concerted evolution, a
process of acquiring mutations in a coordinated way, probably through gene conversion or
recombination events. Speciation events following gene duplications will give rise to two
independent sets of genes and sequences, one set for each gene copy. As discussed in Chap-
ter 3 and illustrated in Figure 3.3, two genes in the same lineage can have different rela-
tionships. In the example shown in Figure 3.3, genes a1 and a2 have been derived from
gene a. The pair is then segregated by speciation such that there is one a1 a2 pair in one
species evolving along one path and a second a1 a2 pair in a second species evolving along
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Figure 6.2. The signature positions in rRNA that distinguish Archaea and Bacteria. Shown is the predicted secondary structure
for E. coli 16S ribosomal RNA with the most highly conserved sequence positions marked by the sequence character and the
positions that distinguish Archaea and Bacteria shown by a black dot. Other marker positions in the sequence were used to
define the third group, the Eukarya. (Reprinted, with permission, from Woese 1987 [copyright American Society for Microbi-
ology].)
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Figure 6.3. Rooted tree of life showing principal relationships among prokaryotic domains Bacteria and Archaea (Woese 1987;
Barns et al. 1996; Brown and Doolittle 1997). Branch lengths are approximate only. Species that have been sequenced or are
being sequenced are shown. A comprehensive database of sequenced microbial genomes is maintained at http://www.tigr.org/.
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a second path, reproductively and genetically isolated from each other. The a1 genes in the
different species are orthologous to each other, as are the a2 genes, but the a1 and a2 genes
are paralogous because they arose from a gene duplication event. These relationships can
be determined by a careful analysis of genomes and sequence relationships (Tatusov et al.
1997) that is discussed further in Chapter 10.

THE CONCEPT OF EVOLUTIONARY TREES

An evolutionary tree is a two-dimensional graph showing evolutionary relationships
among organisms, or in the case of sequences, in certain genes from separate organisms.

Figure 6.4. The reticulated or net-like form of the tree of life. Analysis of rRNA sequences originally
suggested three main branches in the tree of life, Archaea, Bacteria, and Eukarya. Subsequent phylo-
genetic analysis of genes for some metabolic enzymes is not congruent with the rRNA tree. Hence, for
these metabolic genes, the tree has a reticulated form due to horizontal transfer of these genes between
species. (Reprinted, with permission, from Martin 1999 [copyright Wiley-Liss, Inc.].)
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The separate sequences are referred to as taxa (singular taxon), defined as phylogenetical-
ly distinct units on the tree. The tree is composed of outer branches (or leaves) represent-
ing the taxa and nodes and branches representing relationships among the taxa, illustrat-
ed as sequences A–D in Figure 6.5. Thus, sequences A and B are derived from a common
ancestor sequence represented by the node below them, and C and D are similarly related.
The A/B and C/D common ancestors also share a common ancestor represented by a node
at the lowest level of the tree. It is important to recognize that each node in the tree repre-
sents a splitting of the evolutionary path of the gene into two different species that are iso-
lated reproductively. Beyond that point, any further evolutionary changes in each new
branch are independent of those in the other new branch. The length of each branch to the
next node represents the number of sequence changes that occurred prior to the next level
of separation. Note that, in this example, the branch length between the A/B node and A is
approximately equal to that between the A/B node and B, indicating the species are evolv-
ing at the same rate.

The amount of evolutionary time that has transpired since the separation of A and B is
usually not known. What is estimated by phylogenetic analysis is the amount of sequence
change between the A/B node and A and also between the A/B node and B. Hence, judg-
ing by the branch lengths from this node to A and B, the same number of sequence changes
has occurred. However, it is also likely that for some biological or environmental reason
unique to each species, one taxon may have undergone more mutations since diverging
from the ancestor than the other. In this case, different branch lengths would be shown on
the tree. Some types of phylogenetic analyses assume that the rates of evolution in the tree
branches are the same, whereas others assume that they vary, as discussed below. The
assumption of a uniform rate of mutation in the tree branches is known as the molecular
clock hypothesis and is usually most suitable for closely related species (Li and Graur 1991;
Li 1997). Tests for this hypothesis have been devised as described below. Even if there is a
common rate of evolutionary change, statistical variations from one branch to another can
influence the analysis. The number of substitutions in each branch is generally assumed to
vary according to the Poisson distribution (see Chapter 3, p. 103, for an explanation of the
Poisson distribution), and the rate of change is assumed to be equal across all sequence
positions (Swofford et al. 1996).

sequence A

A. Rooted tree

B. Unrooted tree

sequence B

sequence A

sequence B

sequence C

sequence D

sequence C

sequence D

node

branch

Figure 6.5. Structure of evolutionary trees.



246 ■ C H A P T E R  6

The tree shown is only one of many, each predicting a different evolutionary relation-
ship among the sequences or taxa. The number of possible rooted trees increases very
rapidly with the number of sequences or taxa, as shown in Table 6.2. A root has been
placed at this position indicating that in this evolutionary model of the sequences this basal
node is the common ancestor of all of the other sequences. A unique path leads from the
root node to any other node, and the direction of the path indicates the passage of evolu-
tionary time. The root is defined by including a taxon that we are reasonably sure branched
off earlier than the other taxa under study but should be related to the remaining taxa. It
is also possible to predict a root, assuming that the molecular clock hypothesis holds.

The sum of all the branch lengths in a tree is referred to as the tree length. The tree is
also a bifurcating or binary tree, in that only two branches emanate from each node. This
situation is what one would expect during evolution—only one splitting away of a new
species at a time. Trees can have more than one branch emanating from a node if the events
separating taxa are so close that they cannot be resolved, or to simplify the tree.

An alternative representation of the relationships among sequences A–D in Figure 6.5A
is shown in Figure 6.5B. The difference between the tree in A and that in B is that the tree
in B is unrooted. The unrooted tree also shows the evolutionary relationships among
sequences A–D, but it does not reveal the location of the oldest ancestry. B could be con-
verted into A by placing another node and adjoining root to the black line. A root could
also be placed anywhere else in the tree. Hence, there are a great many more possibilities
for rooted than for unrooted trees for a given number of taxa or sequences, as shown in
Table 6.2.

Three methods—maximum parsimony, distance, and maximum likelihood—are gen-
erally used to find the evolutionary tree or trees that best account for the observed varia-
tion in a group of sequences. Each of these methods uses a different type of analysis as
described below. The flowchart on page 247 descibes the types of considerations that need
to be made in choosing a method. These methods may find that more than one tree meets
the criterion chosen for being the most likely tree. The branching patterns in these trees
may be compared to find which branches are shared and therefore are more strongly sup-
ported. PAUP provides methods for finding consensus trees, and such trees are also calcu-
lated by the CONSENSE program in the PHYLIP package. Trees are stored as a tree file
that shows the relationships in nested-parenthesis notation, i.e., a file with the line
(A,(B,(C,D))) represents the tree shown below in Table 6.2. Sometimes, branch lengths are

Table 6.2. Number of possible evolutionary trees to consider as a function of number of
sequences

Taxa or sequence  no. No. of rooted trees No. of unrooted trees

3 3 1
4 15 3
5 105 15

— — —
7 10,395 954

A B C D
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also included next to the names, e.g., A:0.05. From this information, a tree-drawing pro-
gram may be used to produce a tree representation of the data.

METHODS

Obtain
multiple

sequence
alignment

(Chapter 4).2

Is there
strong

sequence
similarity?3

Is there clearly
recognizable

sequence
similarity?4

Maximum
parsimony
methods

Distance
methods

Maximum
likelihood
methods5

Analyze how
well data
support

prediction.6

No

No

Yes

Yes

Choose
set of

related
sequences.1

1. The sequences chosen can be either DNA or protein sequence: Different programs and program
options are used for each type. RNA sequences are analyzed by covariation methods and by analyzing
changes in secondary structure, as outlined in Chapter 5. The selected sequences should align with
each other along their entire lengths, or else each should have a common set of patterns or domains
that provides a strong indication of evolutionary relatedness.

2. The alignment of the sequence pairs should not have a large number of gaps that are obviously nec-
essary to align identical or related characters (see Chapter 3 flowchart, p. 58). A phylogenetic analysis
should only be performed on parts of sequences that can be reasonably aligned. In general, phyloge-
netic methods analyze conserved regions that are represented in all the sequences. The more similar
the sequences are to each other, the better. The simplest evolutionary models assume that the varia-
tion in each column of the multiple sequence alignment represents single-step changes and that no
reversals (A → T → A) have occurred. As the observed variation increases, more multiple-step
changes (A → T → G) and reversions are likely to be present. Corrections may be applied for such
variation, thereby increasing the observed amount of change to a more reasonable value. These cor-
rections assume a uniform rate of change at all sequence positions over time. Gaps in the multiple
sequence alignment are usually not scored because there is no suitable model for the evolutionary
mechanisms that produce them.

3. This question is designed to select sequences suitable for maximum parsimony analysis. Other meth-
ods may also be used with these same sequences. For parsimony analysis, the best results are obtained
when the amount of variation among all pairs of sequences is similar (no very different sequences are
present) and when the amount of variation is small. Some columns in the multiple sequence align-
ment will have the same residue in all sequences; other columns will include both conserved and non-
conserved residues. There should be a clear-cut majority of certain residues in some columns of the
alignment but also some variation. These more common residues are taken to represent an earlier
group of sequences from which others were derived. If there is too much variation, there will be too
many possible ancestral relationships. Because the maximum parsimony method has to attempt to fit
all possible trees to the data, the method is not suitable for more than 11 or 12 sequences because there
are too many trees to test. More than one tree may be found to be equally parsimonious. A consensus
tree representing the conserved features of the different trees may then be produced.
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4. The purpose of this question is to select sequences for phylogenetic analysis by distance methods. Dis-
tance methods are able to predict an evolutionary tree when variation among the sequences is present
(some sequences are more alike than others) and when the amount of variation is intermediate. The
number of changed positions in an alignment between two sequences divided by the total number of
matched positions is the distance between the sequences. As distances increase, corrections are neces-
sary for deviations from single-step changes between sequences (see note 3). Of course, as distances
increase, the uncertainty of alignments also increases (see Chapter 4), and a reassessment of the suit-
ability of the multiple sequence alignment method may be necessary. Sequences with this type of vari-
ation may also be suitable for phylogenetic analysis by maximum likelihood methods. Distance meth-
ods may be used with a large number of sequences. The program CLUSTALW produces a
distance-based tree at the same time as a multiple sequence alignment (Higgins et al. 1996).

5. Maximum likelihood methods may be used for any set of related sequences, but they are particularly
useful when the sequences are more variable. These methods are computationally intense, and com-
putational complexity increases with the number of sequences since the probability of every possible
tree must be calculated as described in the text. An advantage of these methods is that they provide
evolutionary models to account for the variation in the sequences.

6. The data in the multiple sequence alignment columns is resampled to test how well the branches on
the evolutionary tree are supported (boot-strapping).

MAXIMUM PARSIMONY METHOD

This method predicts the evolutionary tree (or trees) that minimizes the number of steps
required to generate the observed variation in the sequences. For this reason, the method
is also sometimes referred to as the minimum evolution method. A multiple sequence
alignment is required to predict which sequence positions are likely to correspond. These
positions will appear in vertical columns in the multiple sequence alignment. For each
aligned position, phylogenetic trees that require the smallest number of evolutionary
changes to produce the observed sequence changes are identified. This analysis is contin-
ued for every position in the sequence alignment. Finally, those trees that produce the
smallest number of changes overall for all sequence positions are identified. This method
is used for sequences that are quite similar and for small numbers of sequences, for which
it is best suited. The algorithm followed is not particularly complicated, but it is guaran-
teed to find the best tree, because all possible trees relating a group of sequences are exam-
ined. For this reason, the method is quite time-consuming and is not useful for data that
include a large number of sequences or sequences with a large amount of variation. One or
more unrooted trees are predicted and other assumptions must be made to root the pre-
dicted tree.

PAUP offers a number of options and parameter settings for a parsimony analysis in the
Macintosh environment. The main programs for maximum parsimony analysis in the
PHYLIP package (Felsenstein 1996) are listed below.

For analysis of nucleic acid sequences, programs are:

1. DNAPARS, which treats gaps as a fifth nucleotide state.

2. DNAPENNY, which performs parsimonious phylogenies by branch-and-bound search
that can analyze more sequences (up to 11 or 12).

3. DNACOMP, which performs phylogenetic analysis using the compatibility criterion.
Rather than searching for overall parsimony at all sites in the multiple sequence align-
ment, this method finds the tree that supports the largest number of sites. This method
is recommended when the rate of evolution varies among sites.

4. DNAMOVE, which performs parsimony and compatibility analysis interactively.
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For analysis of protein sequences, the program is:

1. PROTPARS, which counts the minimum number of mutations to change a codon for
the first amino acid into a codon for the second amino acid, but only scores those muta-
tions in the mutational path that actually change the amino acid. Silent mutations that
do not change the amino acid are not scored on the grounds that they have little evolu-
tionary significance.

The maximum parsimony analysis is illustrated in the following example of four
sequences shown in Table 6.3 and Figure 6.6 (adapted from Li and Graur 1991). An exam-
ple of a parsimony analysis of mitochondrial sequences using PAUP and MacClade is then
given. Note that in a multiple sequence alignment, only certain sequence variations at a
given site are useful for a parsimony analysis. In the analysis, all of the possible unrooted
trees (three trees for four sequences) are considered. The sequence variations at each site
in the alignment are placed at the tips of the trees, and the tree that requires the smallest
number of changes to produce this variation is determined. This analysis is repeated for
each informative site, and the tree (or trees) that supports the smallest number of changes
overall is found. The length of the tree, defined as the sum of the number of steps in each
branch of the tree, will be a minimum.

In the above example, because there were only four sequences to consider, it was neces-
sary to consider only three possible unrooted trees. For a larger number of sequences, the
number of trees becomes so large that it may not be feasible to examine all possible trees.
The example of 12 sequences below took only a few seconds on a Macintosh G3. The
exhaustive and branch-and-bound options of the program PAUP will analyze all possible
trees, and if the number is too large, the program can keep running for a very long time.

For large numbers of sequences, PAUP provides a program option called “heuristic,”
which searches among all possible trees and keeps representative trees that best fit the data.
The presence of common branch patterns in these trees reveals some of the broader fea-
tures of the phylogenetic relationships among the sequences.

Example: Maximum Parsimony Analysis of Sequences

Table 6.3 shows an example of phylogenetic analysis by maximum parsimony. This
method finds the tree that changes any sequence into all of the others by the least num-
ber of steps.

Rules for analysis by maximum parsimony in this example are:

1. There are four taxa giving three possible unrooted trees.

2. Some sites are informative, i.e., they favor one tree over another (site 5 is infor-
mative but sites 1, 6, and 8 are not).

3. To be informative, a site must have the same sequence character in at least two
taxa (sites 1, 2, 3, 4, 6, and 8 are not informative; sites 5, 7, and 9 are informative).

4. Only the informative sites need to be analyzed.

The three possible trees are shown in Figure 6.6. The optimal tree is obtained by adding
the number of changes at each informative site for each tree, and picking the tree
requiring the least number of changes. A scoring matrix may be used instead of scoring
a change as 1. Tree 1 is the correct one and the tree length will be 4 (one change at each
of positions 5 and 7 and two changes at position 9).

Branch-and-bound is
a method that stops
analyzing a particular
branching pattern in
trees when it is not
possible to obtain a
more parsimonious
solution than has been
already found.
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Parsimony can give misleading information when rates of sequence change vary in the
different branches of a tree that are represented by the sequence data. These variations pro-
duce a range of branch lengths, long ones representing more extended periods of time and
short ones representing shorter times. For example, the real tree shown below in Figure
6.8A includes two long branches in which G has turned to A independently, probably with
a number of intermediate changes that are not observed in the sequence data. Because in
a parsimony analysis rates of change along all branches of the tree are assumed to be equal,
the tree predicted by parsimony and shown in Figure 6.8B will not be correct.

Although other columns in the sequence alignment that show less variation may pro-
vide the correct tree, the columns representing greater variation dominate the analysis

Analysis of Mitochondrial Sequences by PAUP

To search for this tree, which best fits all the sequence data, the trees that best fit each
vertical column of sequence characters in Figure 6.7A were first determined. In some
columns, the data are not informative, as in the case of all nucleotides being the same.
For a nucleotide position to be informative, at least two different nucleotides must be
present in at least two of the sequences. A tree that provides the least number of evolu-
tionary steps to satisfy the data in all columns, the most parsimonious tree, is then
found.

Table 6.3. Example of phylogenetic analysis to find the correct unrooted tree from four aligned
sequences by the maximum parsimony method

Sequence position (sites)
Taxa and character

1 2 3 4 5 6 7 8 9
1 A A G A G T G C A
2 A G C C G T G C G
3 A G A T A T C C A
4 A G A G A T C C G

Adapted from Li and Graur 1991.

Taxon 1

Taxon 2

Taxon 3

Taxon 4

A

A

A

G

G

G

Taxon 1

Taxon 3

Total tree
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1 2
plus 2 other character arrangements

in trees II and III
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TREE I TREE II TREE III

3
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Taxon 4
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A
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A
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Taxon 4
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A

G

A

G

A
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Figure 6.6. Example of phylogenetic analysis based on sequence position 5 in Table 6.3, using the
maximum parsimony method. (Redrawn, with permission, from Li and Graur 1991 [copyright Sin-
auer Associates].)
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(Swofford et al. 1996). Such long branches may be broken down if additional taxa are pres-
ent that are more closely related to taxa 1 and 4, thereby providing branches that intersect
the long branches and give a better resolution of the changes.

Another method for identifying such long branches is called Lake’s method of invari-
ants or evolutionary parsimony, available in PAUP. In this method, four of the sequences
are chosen at a time, and only transversions in the aligned positions are scored as changes
on the grounds that transversions are the most significant base changes during evolution.
Transversions of any base to each possible derivative, e.g., A → C or T, are assumed to
change at the same rate to create a balanced distribution, and the changes in each column
of the alignment (each sequence position) are assumed to occur independently of each
other. Suppose that there are two long branches as in the case discussed immediately
above. The correct tree is shown in Figure 6.9A, and one of the sites has changed multiply
but ends up as the same base A by chance. Traditional parsimony will identify this tree
incorrectly, as indicated above. If these long branches do indeed exist, then other sites
should give the type of transversion events shown in Figure 6.9B. The greater the number
of B-type sites, the less one can depend on the A-type sites revealed in A. The evolutionary
parsimony method subtracts the number of type B from the number of type A. If, on the
one hand, long branches are not present in the quartet of sequences, there will be very few
type B, and type A will be taken as evidence for the correct tree. On the other hand, if many
examples of type B are present, the A type will carry little weight. These calculations are
performed for all three possible unrooted trees and all possible types of transversions for
the four sequences, and the tree receiving the most support is chosen. These methods and
other more sophisticated methods for correcting uneven branch lengths are discussed in
detail in Swofford et al. (1996). The PHYLIP program DNAINVAR computes Lake’s and
other phylogenetic invariants for nucleic acid sequences. PAUP also includes an option for
Lake’s invariant.

Compared to the above methods, maximum likelihood and distance methods provide
more reliable predictions when corrections are made for multiple substitutions. Distance
methods such as neighbor joining discussed below have been shown generally to be better
predictors than both standard and evolutionary parsimony methods when branch lengths
are varying (Jin and Nei 1990; Swofford et al. 1996).

There are options in PAUP and MacClade for selecting among the most parsimonious
trees. With MacClade it is possible to view the changes in sequence characters in each
branch of the tree to arrive at the current base in each sequence or taxon, as shown below.
As these characters are traced from positions lower in the tree to upper positions, some
nodes in the tree may be assigned an unambiguous character (shown in color, Fig. 6.10).
For other nodes, the assignment may be ambiguous because the node is leading to two dif-
ferent characters above (thin black line). It is possible to arrange these ambiguities option-
ally in two ways: one is to delay them going as far up the tree away from the root as possi-
ble (the Deltran option; not shown in figure); a second is to introduce them as soon as
possible and as close to the root as possible (the Acctran option; not shown in figure). The
effect of using Deltran is to force parallel changes in the upper branches of the tree, that of
Acctran is to force reversals in the upper branches. Using these options is not recom-
mended unless such variations are expected, as in analysis of more divergent sequences
(Maddison and Maddison 1992).

Homoplasy refers to the occurrence of the same sequence change in more than one
branch of the tree. If all the sequence character changes support the same tree, there is no
homoplasy. In reality, homoplasy is usually found for some characters for any tree. Mac-
Clade allows changing of the tree to avoid homoplasy at a sequence position, but the new
tree length will often increase, thus making the tree a less parsimonious choice than the
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is the NEXUS format,
which allows addi-
tional information
about the sequences,
species relationship,
and a scoring system
for base substitution
referred to as a cost or
step matrix.
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Figure 6.7. Analysis of mitochondrial sequences using the maximum parsimony method provided by
the PAUP program. (A) Portion of a multiple sequence alignment of the mitochondrial sequences pro-
vided in the PAUP distribution package. PAUP will import sequences in other multiple sequence align-
ment format and convert them into the NEXUS format. The program READSEQ will reformat multiple
sequence alignments into the NEXUS format. This format includes information about type of sequence,
coding information, codon positions, differential weights for transitions and transversions, treatment of
gaps, and preferred groupings (see Chapter 2). Only a portion of the NEXUS file is shown. In this anal-
ysis, branch-and-bound and otherwise default options were used. Gaps are treated as missing informa-
tion. The number of sequences is indicated as ntaxa, number of alignment columns as nchar, and the
interleave command allows the data to be entered in readable blocks of sequence 60 characters long. (B)
One of the two predicted trees. The tree file of PAUP was edited in MacClade and output as a graphics
file.
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A A
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G
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Figure 6.8. Type of sequence variation that leads to an incorrect prediction by the maximum parsi-
mony method.
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CC
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Figure 6.9. Type of sequence variation that, if detected, can reduce incorrect predictions by the max-
imum parsimony method.

original. Another parameter used is the consistency index (CI), which is the minimum
possible tree length divided by the actual tree length. The more homoplasy, the greater the
actual tree length, and the smaller the value of CI.

Parsimony methods can use information on the number of changes required or steps to
change one residue into another. For example, the number of mutations required to
change one amino acid into another in one branch of a tree can be taken into account. The
parsimony method then attempts to minimize the number of such steps. This number of
steps for interchanging characters can be incorporated into a matrix, called a step or cost
matrix for programs such as PAUP and MacClade to use.

A program designated PROTPARS for protein squences in the PHYLIP package scores
only those mutations that produce amino acid changes (Felsenstein 1996). This program
uses an algorithm similar to one described by Sankoff (1975) for determining the mini-
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mum number of mutations in a tree for changing one sequence into another. Similar
types of analyses for proteins are also available in PAUP and MacClade. The PAUP pro-
gram uses a 3�1 option in the stepmatrices option, which is a short cut for analyzing trees
that represent the most possible ancestors of an amino acid (PAUP vers 3.1 manual, pp.
124–126).

DISTANCE METHODS

The distance method employs the number of changes between each pair in a group of
sequences to produce a phylogenetic tree of the group. The sequence pairs that have the
smallest number of sequence changes between them are termed “neighbors.” On a tree,
these sequences share a node or common ancestor position and are each joined to that
node by a branch. The goal of distance methods is to identify a tree that positions the
neighbors correctly and that also has branch lengths which reproduce the original data as
closely as possible. Finding the closest neighbors among a group of sequences by the dis-
tance method is often the first step in producing a multiple sequence alignment, as dis-
cussed in Chapter 4.

The distance method was pioneered by Feng and Doolittle, and a collection of programs
by these authors will produce both an alignment and tree of a set of protein sequences
(Feng and Doolittle 1996). The program CLUSTALW, discussed in Chapter 4, uses the
neighbor-joining distance method as a guide to multiple sequence alignments. PAUP ver-
sion 4 has options for performing a phylogenetic analysis by distance methods. Programs
of the PHYLIP package that perform a distance analysis include the following programs,
which automatically read in a sequence in the PHYLIP infile format (see Chapter 2) and
automatically produce a file called outfile with a distance table.

1. DNADIST computes distances among input nucleic acid sequences. There are choices
given for various models of evolution as described below and a choice for the expected
ratio of transitions to transversions.

2. PROTDIST computes a distance measure for protein sequences, based on the Dayhoff
PAM model (see p. 78) or other models of evolutionary change in proteins (Felsenstein
1996).

Once distance matrices have been produced, they may be used as input to the following
distance analysis programs in PHYLIP. The PHYLIP programs all automatically read an

Asp Leu Gly Ser

Figure 6.10. Tracing of sequence characters in an evolutionary tree by MacClade.
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input file called infile and produce an output file called outfile. Hence, file names have to
be edited when using these programs. In this example, the distance outfile must be edited
to include only the distance table and the number of taxa, and then the file is saved under
the sequence name infile.

Distance analysis programs in PHYLIP:

1. FITCH estimates a phylogenetic tree assuming additivity of branch lengths using the
Fitch-Margoliash method described below and does not assume a molecular clock
(allows rates of evolution along branches to vary).

2. KITSCH estimates a phylogenetic tree using the Fitch-Margoliash method but under
the assumption of a molecular clock.

3. NEIGHBOR estimates phylogenies using the neighbor-joining or unweighted pair
group method with arithmetic mean (UPGMA) described below. The neighbor-joining
method does not assume a molecular clock and produces an unrooted tree. The
UPGMA method assumes a molecular clock and produces a rooted tree.

Recall that in aligning sequences, we normally calculate a similarity score, defined as the
sum of the number of identities and number of conservative substitutions in the alignment
of the two sequences, with gaps being ignored. An identity score between the sequences
showing just the identities may also be found from the alignment. For phylogenetic analy-
sis, the distance score between two sequences is used. This score between two sequences is
the number of mismatched positions in the alignment or the number of sequence positions
that must be changed to generate the other sequence. Gaps may be ignored in these calcu-
lations or treated like substitutions. When a scoring or substitution matrix is used, the cal-
culation is slightly more complicated, but the principle is the same. These methods are
described below.

The success of distance methods depends on the degree to which the distances among a
set of sequences can be made additive on a predicted evolutionary tree. Suppose there are
four sequences, A–D, as shown below in Figure 6.11A, and that they were derived from
evolutionary changes reflected by the tree in Figure 6.11D. The number of changes along
the branches of the tree corresponds to distances between the sequences shown in Figure
6.11, B and C. In this tree, each change only occurs once, and there are no examples of the
same change occurring twice (homoplasy). Although this pattern of change is idealized and
most groups of sequences would have examples of the same change occurring more than
once, as well as reversions, this example illustrates the additivity principle for four
sequences. The principle is that for four sequences predicted by this tree, dAB � dCD � dAC

� dBD � dAD � dBC. In this example the additivity is 3 � 3 � 7 � 7 � 8 � 6. For any other
tree, there would be examples of parallel changes and reversions. The additivity condition
can be relaxed such that dAB � dCD � dAC � dBD and dAB � dCD � dAD � dBC will still hold
even for sequences in which the changes in the sequence are not fully additive. For each set
of four sequences, the tree for which the above additivity condition among the distances
best holds provides information as to which sequences are neighbors. This method may be
used to evaluate trees and find the minimum evolution tree for four sequences and for any
additional number of sequences by extending the analysis to additional groups of four
sequences (Sattath and Tversky 1977; Fitch 1981; for references, see Swofford et al. 1996).
In order to calculate branch lengths, distance methods assume additivity in the distances
between sequences. However, real sequence data may not fit these idealized conditions. As
a result, a small positive, zero, or even a negative value may be calculated for a branch
length. This result may be due to errors in the sequences or sequence alignment, statistical
variation, or simply a reflection of two or more sequences diverging at approximately the
same time from a common ancestor.
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An even more demanding condition, rarely found in real distance data, is that the dis-
tances are ultrametric, meaning that for three taxa, dAC � max(dAB, dBC). If the data meet
this condition, the distances between two taxa and their common ancestor are equal
(Swofford et al. 1996). If the distances follow this relationship, the rates of evolution in the
tree branches are approximately the same, thereby meeting the expectations of the molec-
ular clock hypothesis. If these conditions are not met, an analysis based on the assumption
of a molecular clock may give misleading results. One method of finding the best tree
under such conditions is to transform the sequences after identifying one or more
sequences that are least like the rest, called an outgroup (Li and Graur 1991). Some dis-
tance methods are based on this assumption and others are not. The overall objective of
the distance methods described below is to find this tree by the identification of consecu-
tive sets of neighbors starting with the most alike sequence pair.

Fitch and Margoliash Method and Related Methods

The Fitch and Margoliash (1987) method uses a distance table illustrated in Figure 6.11C.
The sequences are combined in threes to define the branches of the predicted tree and to

sequence A
sequence B
sequence C
sequence D

3
7
8
6
7
3
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D
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–

–

–

–
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–

–

–
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6

–

–

D

8

7

3

–

nAB
nAC
nAD
nBC
nBD
nCD

A. Sequences

B. Distances between sequences, the number of steps
required to change one sequence into the other.

C. Distance table

D. The assumed phylogenetic tree for the sequences A-D
showing branch lengths. The sum of the branch lengths
between any two sequences on the trees has the same
value as the distance between the sequences.
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Figure 6.11. Set of idealized sequences for which the branch lengths of an assumed tree are addi-
tive.
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calculate the branch lengths of the tree. The branch lengths are assumed to be additive, as
described above. This method of averaging distances is most accurate for trees with short
branches. The presence of long branches tends to decrease the reliability of the predictions
(Swofford et al. 1996). The following first example describes the use of the algorithm for
three sequences, and the second example expands the analysis to more than three
sequences.

Example 1: Use of Fitch Margoliash Algorithm for Three Sequences

Steps in algorithm for three sequences:

1. Draw an unrooted tree with three branches emanating from a common node and
label ends of branches as shown in Figure 6.12. Given the closer distance between
A and B, the branch lengths between these sequences are expected to be shorter,
as indicated.

2. Calculate lengths of tree branches algebraically:

Distances among sequences A, B, and C are shown in the following table.

� � A � B � C �
� A � — � 22 � 39 �
� B � — � — � 41 �
� C � — � — � — �
The branch lengths may be calculated algebraically using the branch labels a–c in
Figure 6.12:

distance from A to B � a � b � 22 (1)
distance from A to C � a � c � 39 (2)
distance from B to C � b � c � 41 (3)

subtract (3) from (2), a � b � �2 (4)
add (1) and (4), 2a � 20, a � 10
from (1) and (2), b � 12, c � 29

Note that this calculation finds that the branch lengths of A and B from their com-
mon ancestor are not the same. Hence, A and B are diverging at different rates of
evolution by this calculation and model. For the rates to be the same, these dis-
tances would be the same and equal to the distance from A to B divided by 2 �
22/2 � 11.

A

C

A

B
b

a

c

Figure 6.12. Tree showing relationship among three sequences A, B, and C.



Example 2: Use of Fitch-Margoliash Algorithm for Five Sequences

A B C D E

A — 22 39 39 41

B — — 41 41 43

C — — — 18 20

D — — — — 10

E — — — — —

These distance data are derived from the unrooted tree shown in Figure 6.13. The
Fitch-Margoliash method may be extended from three sequences as shown in example
1 by following the steps shown in the box below, Steps in Fitch-Margoliash algorithm
for more than three sequences. The method will find the correct tree and provide the
branch lengths a–g, as illustrated below.

1. The most closely related sequences given in the distance table are D and E. A new
table is made with the remaining sequences combined.

2. The average distances from D to A, B and C and from B to A, B and C are calcu-
lated.

D E ave. ABC

D — 10 32.7

E — — 34.7

average ABC — — —

3. The average distances from D to ABC and from E to ABC can also be found by
averaging the sum of the appropriate branch lengths a–g.

Distance between D and E � d � e
Average distance between D and ABC � d � m, m � g � [(c � 2f � a � b)/3]
Average distance between E and ABC � e � m

By subtracting the third from the second equation and adding the result to the
first equation, d � 4 and e � 6.

4. D and E are now treated as a single composite sequence (DE), and a new distance
table is made. The distance from A to (DE) is the average of the distance of A to
D and of A to E. The other distances to (DE) are calculated accordingly.

A B C (DE)

A — 22 39 40

B — — 41 42

C — — — 19

(DE) — — — —
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5. The next most closely related sequences are identified, in this case C with the (DE)
composite group. The new table is:

DE C Ave. AB

DE — 19 41

C — — 40

Ave. AB — — —

By algebraic manipulations similar to those described above, c � 9 and the com-
posite distance of g �[(e � f)/2] � 10.

6. Given the above composite distance and the previously calculated values of e and
f, then g � 10��[(e � f)/2] � 5.

The next round of tree-building is that A and B are the next matching pair, giving
a � 10 and b � 12, and a composite distance of 29.7 � [3f � c � 2g � d � e]/3
giving f � 29.7�[(9 � 10 � 10)/3] � 20. These values are precisely those given in
the original tree.

7. Although by design we have generated the correct tree, normally the next step is to
repeat the process starting with another sequence pair, such as A and B. We will leave
this step as a student exercise to show that the correct tree will again be predicted.

C
A

B E

D

5
gb

12

a
10

f

20

c 9

4
d

e
6

Figure 6.13. Tree showing relationships among sequences A–E.

The procedure generally followed is to join all combinations of sequences in pairs to
find a tree that best predicts the data in the distance table. The percent change from the
actual to the predicted distance is determined for each sequence pair. These values are
squared and summed over all possible pairs. This sum divided by the number of pairs �
n(n�1)/2 less one (the number of degrees of freedom) provides the square of the percent
standard deviation of the result.

Steps Followed by Fitch-Margoliash Algorithm for Phylogenetic Analysis of More Than
Three Sequences

Steps in algorithm for more than three sequences:

1. Find the most closely related pair of sequences, for example, A and B.

2. Treat the rest of the sequences as a single composite sequence. Calculate the aver-
age distance from A to all of the other sequences, and B to all of the other
sequences.

3. Use these values to calculate the distances a and b as in the above example with
three sequences.
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The Neighbor-joining Method and Related Neighbor Methods

The neighbor-joining method (Saitou and Nei 1987) is very much like the Fitch-Margo-
liash method except that the choice as to which sequences to pair is determined by a dif-
ferent algorithm. The neighbor-joining method is especially suitable when the rate of evo-
lution of the separate lineages under consideration varies. When the branch lengths of trees
of known topology are allowed to vary in a manner that simulates varying levels of evolu-
tionary change, the neighbor-joining method and the Sattath and Taversky method,
described below, are the most reliable in predicting the correct tree (Saitou and Nei 1987).
Pearson et al. (1999) have enhanced the neighbor-joining method so that a set of trees that
fit the data, rather than just a single tree, may be determined. The general neighbor join-
ing (GNJ) is available from ftp.virginia.edu/pub/fasta/GNJ.

Neighbor-joining chooses the sequences that should be joined to give the best least-
squares estimates of the branch lengths that most closely reflect the actual distances
between the sequences. It is not necessary to compare all possible trees to find the least-
squares fit as in the Fitch-Margoliash method. The method pairs sequences based on the
effect of the pairing on the sum of the branch lengths of the tree. To start, the distances
between the sequences are used to calculate the sum of the branch lengths for a tree that
has no preferred pairing of sequences. The star-like appearance of such a tree and the cal-
culation of the length of the tree using the data in Example 2 above are shown in Figure
6.14.

The next step in the neighbor-joining algorithm is to decompose or modify the star-like
tree in Figure 6.14 by combining pairs of sequences. When this step is performed for
sequences A and B in Example 2, the new tree shown in Figure 6.15 will be produced. The
tree has A and B paired from a common node that is joined by a new branch j to a second
node to which C, D, and E are joined. The sum of the branch lengths of this new tree is cal-
culated as shown in Figure 6.15.

In the neighbor-joining algorithm, each possible sequence pair is chosen and the sum of
the branch lengths of the corresponding tree is calculated. For example, using the data of
Example 2, SAB � 67.7, SBC � 81, SCD � 76, and SDE � 70, plus six other possible combi-
nations. Of these, SAB has the lowest value. Hence, A and B are chosen as neighbors on the
grounds that they reduce the total branch length to the largest extent. Once the choice of
neighbors has been made, the branch lengths a and b and the average distance from AB to
CDE may be calculated by the FM method, as described in the last section. a is calculated
by a � [dAB�(dAC�dAD�dAE)/3�(dBC�dBD�dDE)/3]/2 � (22�39.7�41.70)/2�10,
and b is calculated by b � [dAB�(dBC�dBD�dBE)/3�(dAC�dAD�dAE)/3]/2 �
(22�41.7�39.7)/2�12.

4. Now treat A and B as a single composite sequence AB, calculate the average dis-
tances between AB and each of the other sequences, and make a new distance table
from these values.

5. Identify the next pair of most closely related sequences and proceed as in step 1 to
calculate the next set of branch lengths.

6. When necessary, subtract extended branch lengths to calculate lengths of inter-
mediate branches.

7. Repeat the entire procedure starting with all possible pairs of sequences A and B,
A and C, A and D, etc.

8. Calculate the predicted distances between each pair of sequences for each tree to
find the tree that best fits the original data.
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The next step of the neighbor-joining algorithm is like that of the Fitch-Margoliash
method: a new distance table with A and B forming a single composite sequence is pro-
duced. The neighbor-joining algorithm is then used to find the next sequence pair and
Fitch-Margoliash is then used to find the next branch lengths. The cycle is repeated until
the correctly branched tree and the branch distances on that tree have been identified.

The neighbors relation method (Sattath and Tversky 1977; Li and Graur 1991) also is a
reliable predictor of trees when the rate of evolution varies. In this method, the sequences
are divided into all possible groups of four. The sum of the pair-wise distances for the three
possible neighbor groupings (AB/CD, AC/BD, AD/BC) for each group are then compared
to find which grouping of the three gives the lowest sum of pairs. This procedure is repeat-
ed for all possible groups of four. The pair that appears most often in the lowest sum of
pairs is selected as neighbors. An example of this method is shown in Table 6.4. The pair is
then treated as a composite grouping and the entire process is repeated to find the next
closest neighbor until all of the sequences have been included.

The Unweighted Pair Group Method with Arithmetic Mean

The above distance methods provide a good estimate of an evolutionary tree and are not
influenced by variations in the rates of change along the branches of the tree. The UPGMA

C
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D

b

a
e

c

d

Figure 6.14. Tree for five sequences with no pairing of sequences. In the neighbor-joining method,
the sum of the branch lengths S0 � a � b � c � d � e is calculated. The known distances from (1) A
to B, DAB � a � b; (2) A to C � DAC � a � c; (3) B to C � DBC � b � c; and finally (4) D to E, DDE

� d � e for a total of 4 � 3 � 2 � 1 �10 combinations. In summing the 10 distances � 22 � 39 �
. . . � 10 � 314, each branch a, b, c, etc., is counted four times. Hence, the sum of branch lengths is

314/4 � 78.5. In general, for N sequences, S0 � � Dij /(N � 1), where Dij represents the distances
between sequences i and j, i � j.
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Figure 6.15. Tree for five sequences with pairing of A and B. The sum of the branch lengths Sab � a
� b � c � d � e � f is calculated algebraically from the original distance data. The sum is given by
Sab � [(dAC � dAD � dCE � dBC � dBD � dBE)/6) � dAB /2 � [( dCD � dCE � dDE )/3] � 244/6 �
22/2 � 48/3 � 67.7. In general, the formula for N sequences when m and n are paired is Smn � [(�
dim � din)/2(N � 2)] � dmn/2 � � dij/N � 2 where i and j represent all sequences except m and n,
and i � j.
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method is a simple method for tree construction that assumes the rate of change along the
branches of the tree is a constant and the distances are approximately ultrametric (see
above). There are also a number of variations of this method for pairing or clustering
sequences. The UPGMA method starts by calculating branch lengths between the most
closely related sequences, then averages the distance between this pair or sequence cluster
and the next sequence or sequence cluster, and continues until all the sequences are includ-
ed in the tree. Finally, the method predicts a position for the root of the tree.

Using Example 2 from the above analysis:

Example: UPGMA Analysis

1. Sequences D and E are the most closely related. The branch distances d and e to
the node below them are calculated as d � e � nde/2 � 5 based on the assumption
of an equal rate of change in each branch of the tree. The tree is often drawn in a
form (Fig. 6.16a) where only the horizontal lines indicate branch lengths, but the
branches are intended to be joined to a common node as in Figure 6.16B.

Table 6.4. The Sattath and Tversky (1977) method for finding repeated neighbors

Chosen set of 4 Sum of distances Pairs chosen

ABCD nAB � nCD � 22 � 18 � 40 AB, CD
nAC � nBD � 39 � 41 � 80
nAD � nBC � 39 � 41 � 80
nAB � nCE � 22 � 20 � 42
nAC � nBE � 39 � 43 � 82

ABCE nAE � nBC � 39 � 41 � 82 AB, CE
nAB � nDE � 22 � 10 � 32

ABDE nAD � nBE � 39 � 43 � 82 AB, DE
nAE � nBD � 41 � 41 � 82
nAC � nDE � 39 � 10 � 49

ACDE nAD � nCE � 39 � 20 � 59 AC, DE
nAE � nCD � 41 � 18 � 59
nBC � nDE � 41 � 10 � 51

BCDE nBD � nCE � 41 � 20 � 61 BC, DE
nBE � nCD � 43 � 18 � 61

Totals from Column 3 giving the number of times a pair gives the lowest score: AB (3), DE (3), CD (1),
CE (1), and BC (1). AB and DE are therefore closest neighbors.

The five sequences used in the above example (see Fig. 6.13) are divided into the five possible groups of
four. The sums of distances for each set of sequence pairs for the three possible groupings are then deter-
mined and the closest pairs in each grouping are determined. The closest neighbors overall are those that
appear as neighbors most often. In this example, AB and DE appear most often as neighbors. These
sequences are then chosen as neighbors to calculate the branch lengths on the phylogenetic tree by the
method of Fitch and Margoliash.
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Figure 6.16. Branch lengths of most closely related sequences by UPGMA method.
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Figure 6.19. Final UPGMA rooted tree for five sequences.

2. Treating D and E as a composite sequence pair, find the next most related pair.
The calculations will be similar to the FM method above and the distance between
DE and C, nDE,C � 19, will be the shortest one. Because we are assuming an equal
rate of change in each branch of the tree, there will be two equal length branches,
one including D and E and passing to a common node for C and DE, and a sec-
ond from the common node to C. Some simple arithmetic gives c � 19/2 � 9.5
and g � 9.5 � 5 � 4.5 (Fig. 6.17).
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Figure 6.17. Inclusion of third sequence for calculation of branch lengths by UPGMA method.

3. With CDE now being treated as a composite trio of sequences, the next closest pair
is A and B, giving an estimate of the distance between them and a common node
in the tree of a � b � nAB /2 � 11 (Fig. 6.18).
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bb
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Figure 6.18. Inclusion of fourth and fifth sequences in UPGMA tree.

4. The final calculation is to take the average distance between the two composite sets
of sequences CDE and AB. The average of nAC , nAD , nAE , nBC , nBD, and nBE � 39
� 39 � 41 � 41 � 41 � 43 � 40.7. One half of this distance 40.7/2 � 20.35 is
included in the part of the tree that goes from the root to CDE, and the other half
goes from the root to AB. Note also that the presence of the root breaks the branch
between AB and CDE, previously denoted f in this example, into two components
f1 and f 2. Hence, f 2 � g � d � 20.35, f 2 � 20.35 � 4.5 � 5 � 10.85, and f1 � a
� 20.35, f1 � 20.35 � 11 � 9.35 (Fig. 6.19).
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The UPGMA method can lead to an erroneous tree if the rates of mutation in the
branches of the tree are not uniform (Li and Graur 1991; Li 1997).

Choosing an Outgroup

If we have independently obtained information that certain sequences are more distantly
related, a procedure may be followed which ensures that those sequences are added last to
the tree and are closest to the root. This modification can improve the prediction of trees
by the above methods by forcing the addition of the outgroup at a later stage in the proce-
dure. One or more sequences of this type are referred to as an outgroup. Suppose, for
example, that sequences A and B are from species that are known to have separated from
the others at an early evolutionary time based on the fossil record. A and B may then be
treated as an outgroup. Choosing one or more outgroups with the distance method can
also assist with localization of the tree root (Swofford et al. 1996). The root will be placed
between the outgroup and the node that connects the rest of the sequences. It is important
that the sequence of the outgroup be closely related to the rest of the sequences, but also
that there are significantly more differences between the outgroup and the other sequences
than there are among the other sequences themselves. Choosing too distant a sequence as
the outgroup may lead to incorrect tree predictions due to the more random nature of the
differences between the distant outgroup and the other sequences (Li and Graur 1991; Li
1997). Multiple sequence changes at each site are more possible, and there has been more
time for complex genetic rearrangements. For the same reason, using sequences that are
too different in the distance method of phylogenetic prediction can lead to errors (Swof-
ford et al. 1996). As the number of differences increases, the history of sequence changes
at each site becomes more and more complex, and therefore much more difficult to pre-
dict. In choosing an outgroup, one is assuming that the evolutionary history of the gene
under study is the same as that provided by the external information. If this assumption is
incorrect, such as if horizontal gene transfer has occurred, an incorrect analysis could
result.

Converting Sequence Similarity to Distance Scores

For determining phylogenetic relationships among a group of sequences, it is necessary to
know the distances between the sequences. The majority of the available sequence align-
ments determine degree of similarity between sequences rather than distances. For simple
scoring systems, similarity is a measure of the number of sequence positions that match in
an alignment, whereas distance is the number of positions that are different and that must
be changed to convert one sequence into the other. This difference reflects the number of
changes that occurred since the sequences diverged from a common ancestor.

As outlined in Chapter 3, similarity methods provide an alignment score, and the sig-
nificance of this score can be quite reliably calculated based on the probability that a score
between unrelated sequences could achieve that score. What is needed is a way to convert
such a score to a distance equivalent so that the appropriate phylogenetic analysis can be
performed. A simple method, described and used above, is to count the number of differ-
ent sequence pairs in an alignment. Another method is to convert the similarity score
between two sequences to a normalized measure of similarity that varies from 0 for no sim-
ilarity to 1 for full similarity. The distance can then be readily calculated.

Feng and Doolittle (1996) describe a method for calculating such a normalized score
between a pair of aligned sequences. They calculate the similarity score between two
sequences Sreal for a given scoring matrix and gap penalty using a Needleman-Wunsch
alignment algorithm (see Chapter 3). They then shuffle both sequences many times, align
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pairs of shuffled sequences using the same scoring system, and obtain a background aver-
age score Srand for unrelated sequences. Finally, each sequence is aligned with itself to give
a maximum score that could be obtained in an alignment of two identical sequences with
the scoring system used, and the average of these two scores, Sident, is calculated. The nor-
malized similarity score S between the proteins is then given by

A different method for calculating Srand from the scoring matrix, amino acid composition,
and number of gaps in a multiple sequence alignment is also given (Feng and Doolittle
1996).

If, instead, a local alignment based on the Smith-Waterman algorithm is obtained (see
Chapter 3), then the statistics of local similarity scores can be used. If 	 and K have been
calculated for a given scoring matrix and gap penalty combination, the standardized score
of an alignment of score Srand is given by

where m and n are the sequence lengths. Recall that S� gives approximate probability of a
higher score by e�S� (see Chapter 3, p. 109). A conservative value of 5 for S� corresponds
to a probability of 7 � 10�3. A value of Srand is then given by

An expected value for Sident, Sident(calc), is provided by the scoring matrix as the score for a
match of identical amino acids (the scores along the diagonal of the log odds form of the
amino acid substitution matrix) averaged over amino acid composition for the matrix. If
sii is the score for a match and pi is the proportion of each amino acid, the predicted score
for an alignment of sequences of length m and n, Sident(calc), where n is the length of the
shorter sequence, is given by

where � pi � 1. For the PAM250 matrix, the average expected score for a matched pair of
identical amino acids is 4.95. Subtracting Srand from this value is not appropriate because
the score is not a local alignment score but a global one that grows proportional to
sequence length. With the above changes, Equation 1 becomes

Once the similarity score S has been obtained, it is tempting to calculate the distance
between the sequences as 1 � S. Recall that a simple model of amino acid substitutions is

S � (Sreal � Srand(p � 0.007) ) / Sident(calc) (5)

Sident(calc) � n ∑
20

i�1
pisii (4)

Srand(p � 0.007) � 1 / 	 ( 5 � log Kmn) (3)

S
 � 	Srand � log Kmn (2)

S � (Sreal � Srand)/(Sident � Srand) (1)
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a constant probability of change per site per unit of evolutionary time. Accordingly, some
of the observed substitutions in a sequence alignment represent a single amino acid change
between the two sequences, but others represent two or more sequential changes. The
model predicts that the expected number of 0, 1, 2, . . . substitutions is expected to follow
the Poisson distribution, where D is the average number of substitutions. The calculated
probability of zero changes is e�D. The probability of one or more changes, which corre-
sponds to S, is then given by 1 � e�D such that

Taking logarithms of both sides and rearranging then gives

which is used to calculate D.

Example: Distance Calculation

Two sequences of length 250 have an alignment score of 700, using the PAM250 scor-
ing matrix and gap penalties of �12, �2, which are small enough to give a long but
local alignment score, then 	 � 0.145 and K � 0.012 (Altschul and Gish 1996). Then
Srand(p � 0.007) � 1 / 0.145 ( 5 � log 0.012 � 250 � 250) � 80 and Sident(calc) � 4.95 �
250 � 1238. Then, S � (700 – 80) / 1238 � 0.50, and D �–log 0.50 � log 2 � 0.69.

There are some additional points to make about the above procedure for calculating
genetic distance from similarity scores:

1. Use of scoring matrices that are based on an evolutionary model are much pre-
ferred to matrices that are based on some other criterion. The Dayhoff PAM
matrices meet this criterion but are based on a small data set. A more recent set of
PAM matrices (Jones et al. 1992) discussed in Chapter 3 are based on a much larg-
er data set and are based on the same evolutionary model as the Dayhoff matrices.

2. A scoring matrix that models the amino acid substitutions expected for a particu-
lar distance should be used. The PAM250 matrix models a separation giving only
a remaining level 20% similarity. In the above example, the alignment should be
rescored using the log odds PAM80 matrices, which model the expected substitu-
tion proteins that are 50% similar, and a better alignment score may be obtained.
Suitable gap penalties will have to be found by trial and error, and statistical
parameters will be calculated as described above. One must also be sure that the
scoring system chosen provides a local alignment by demonstrating a logarithmic
dependence of the growth of the alignment score on sequence length.

3. Note that Equation 7 provides an estimate of distance based on the observed sim-
ilarity. The relationship only holds for sequences that are 50% or more similar.
Beyond that point, so many multiple substitutions are possible that the distance
essentially becomes 1.

4. When Feng and Doolittle perform distance calculations, they use multiple
sequence alignments to assess the changes that occur in a family of related pro-
teins. This method is a large improvement over aligning sequence pairs because

D � � log (S) (7)

S � 1 – e�D (6)



P H Y L O G E N E T I C  P R E D I C T I O N ■ 267

Correction of Distances between Nucleic Acid Sequences 
for Multiple Changes and Reversions

In the above examples, the assumption is made that each observed sequence change repre-
sents a single mutational event. This assumption may be reasonable for sequences that are
very much alike, but as the number of observed changes increases, the chance that two or
more changes actually occurred at the same site and that the same site changed in both
sequences increases. Some of the types of changes that may have occurred are illustrated in
Figure 6.20. Note that of all the possible changes, only certain classes shown cause sequence
variations.

In the PAM model of evolutionary change described in Chapter 3, such multiple evolu-
tionary changes and reversions are taken into account for a fixed period of evolutionary
time called 1 PAM, where 1 PAM roughly equals 10 million years (my). Such tables pro-
vide a way to score a sequence alignment by taking into account all possible changes that
may have occurred. The PAM table is chosen that provides the highest log odds score
between two sequences, and the PAM value of this table then provides a measure of the
evolutionary distance between the sequences.

There are several models of evolutionary change of increasing complexity for correcting
for the likelihood of multiple mutations and reversions in nucleic acid sequences. These
models use a normalized distance measurement that is the average degree of change per
length of aligned sequence. For example, in the 20-amino-acid-long sequence alignment
given above, there are three changes between sequences A and B. Hence, dAB � nAB / N �
3/20 � 0.15.

The simplest model, called the Jukes-Cantor model, is that there is the same probabili-
ty of change at each sequence position, and that once a mutation has occurred, that posi-
tion is also just as likely to change again. The model also assumes that each base will even-
tually have the same frequency in DNA sequences (0.25) once equilibrium has been
reached. It may be shown (Li and Graur 1991; Li 1997) that the average number of substi-
tutions per site KAB between two sequences A and B by this model is given by

Thus, KAB in the above example is KAB � �3/4 loge [1 � (4/3 � 0.15)] � 0.17, which is
slightly greater than the observed number of changes (0.15) to compensate for some muta-
tions that may have reverted. For more different sequences, such as A and D (dAD � 8/20
� 0.4), the number of substitutions will be relatively higher than the observed number of
changes. KAD � �3/4 loge [1 � (4/3 � 0.4) � 0.57]. Hence, the difference between the
estimated and observed substitution rates will increase as the number of observed substi-
tutions increases.

The Jukes-Cantor model has been modified to take into account unequal base frequen-
cies (Swofford et al. 1996), which may be calculated from the multiple sequence alignment
of the sequences.

KAB � �3/4 loge [1 � 4/3 dAB] (8)

the presumed evolutionary changes can be seen in perspective of a whole related fam-
ily of proteins. However, using multiple sequence alignment presents a brand new set
of challenges that are discussed in Chapter 4.

The following sections describe two entirely different approaches for determining
the evolutionary distance between related sequences.
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where B is given by B � 1 � (fA
2 � fG

2 � fC
2 � fT

2) and fA is the frequency of A in the set
of sequences, etc.

A slightly more complex model of change, the so-called Kimura two-parameter model
(Kimura 1980), assumes that transition mutations should occur more often than transver-
sions. However, there are four ways of obtaining a transition mutation A ↔ G and C ↔ T,
but eight ways of making transversions, A ↔ C, A ↔ T, G ↔ T, and G ↔ C. Thus, in gen-
eral, transversions can more readily be produced by multiple changes than transitions, and
the frequency of each should be adjusted separately. This model also assumes that the
eventual frequency of each base in the two sequences will be 1/4. In this case, it is necessary
to calculate the proportion of transition and transversion mutations between two
sequences. If the frequencies of transitions and transversions between two sequences A and
B are dABtransition and dABtransversion, respectively, if a � 1 / (1�2dABtransition � dABtransversion)

KAB � �B loge [1 � dAB/B] (9)
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Figure 6.20. Types of mutational changes in nucleic acid sequences that have diverged during evolu-
tion. Note that the observed sequence changes between these homologous sequences represent only a
fraction of the actual number of sequence variations that may have occurred during evolution and
that multiple changes may have occurred at many sites. (Redrawn, with permission, from Li and
Graur 1991 [copyright Sinauer Associates].)
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and b � 1 / (1�2dABtransversion), and if the basic mutation rate to transitions and transver-
sions is the same, the number of substitutions per site KAB (Li and Graur 1991) is given by

For example, suppose that between two 20-nucleotide-long aligned sequences there are six
transitions and two transversions, then a � 1 / (1 � 2 � 0.3 � 0.1) � 3.33, b � 1 / (1 �
2 � 0.1) � 1.25, and KAB � 1/2 loge (3.33) � 1/4 loge (1.25) � 0.66. For comparison, by
the Jukes-Cantor model, KAB � �3/4 loge [1 � 4/3 � 8/20] � 0.57. The larger predicted
distance between A and B in the Kimura two-parameter model is due to the greater num-
ber of sequence changes in this model that could have given rise to the two observed
transversion mutations.

The Jukes-Cantor and Kimura two-parameter models can be modified to take into
account variations in the rates of mutation at different sites in the sequence alignment (see
Swofford et al. 1996, p. 436), and there is also a Kimura three-parameter model that dis-
tinguishes between A ↔ T / G ↔ C transversions with A ↔ C / G ↔ T transversions.
These various models are used in the distance methods for phylogenetic construction
described above.

For distance calculations between sequences, these base-change models provide ways to
improve estimates of the average mutation rate between sequences. They have less effect
on phylogenetic predictions of closely related sequences and of the tree branch lengths, but
a stronger effect on the more distantly related sequences.

Comparison of Protein Sequences and Protein-encoding Genes

One of the commonest types of phylogenetic comparisons made by biologists is to perform
a multiple sequence alignment of a set of proteins using the BLOSUM50 or BLOSUM62
scoring matrix and then to design a phylogenetic tree using the neighbor-joining method.
The fraction of sequence positions in an alignment that match provides a similarity score.
Ambiguous matches and gaps may also be included in the scoring system for similarity.
The distance, 1 minus the similarity score, is calculated and used to produce a tree.
CLUSTALW and other programs described in Chapter 4 provide both an alignment and a
tree.

Using amino acid variations for phylogenetic predictions offers several advantages.
Amino acids confer structure and function to proteins. The order of variations in the tree
may therefore provide information concerning the influence of the amino acids on func-
tion and of mutations associated with conservation of function and others with changes in
function. The difficulty of using the above methods with protein sequences is that, in many
cases, no evolutionary model of protein sequence variation is being used. Some amino acid
substitutions are much more rare than others and should therefore reflect a longer evolu-
tionary interval. Therefore, treating the substitutions equally may not provide the best
phylogenetic prediction.

Another method for circumventing this problem is to use PAM scoring tables. Recall
that as evolutionary distance between proteins increases, the expected pattern of amino
acid changes varies. Rarer substitutions come into play, and the rate of increase of other
changes with increasing time slows down. The Dayhoff PAM amino acid scoring matrices
were designed to predict the expected substitutions for proteins separated by different evo-
lutionary distances. The PAM score of the matrix that provides the best alignment score
between two sequences reflects the evolutionary separation of the proteins, a distance of 1

KAB � 1/2 loge (a) � 1/4 loge (b) (10)
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PAM being approximately 10 my. Some phylogenetic programs use these original Dayhoff
PAM tables. Another updated set of protein PAM tables based on changes in 40-fold more
proteins (the PAM250 equivalent is called PET91) is also available (Jones et al. 1992). Some
phylogenetic prediction methods use these PAM tables.

The PAM tables have been criticized for failure to take the mutational origin of amino
acid changes into account. Although useful for analyzing amino acid variation, they do not
allow for the multiple mutations required for some amino acid changes (see Chapter 3, p.
83). Amino acid variation arises through mutation and natural selection acting on DNA
sequences. Some amino acid changes require several mutations in codons and should there-
fore be more rare than amino acid mutations, which require only one mutation in a codon.

Another method for comparing protein sequences is to assess the number of nucleic
acid changes that are likely to generate the amino acid differences. In the original Fitch-
Margoliash method, when only amino acid sequences were available, the distance between
an amino acid pair was chosen to be the minimum number of base changes that would be
required to change from a codon for the first amino acid into a codon for the second.

With the availability of the cDNA sequences that encode proteins, cDNA sequences may
be compared instead of the amino acid sequences of the encoded proteins. Distance meth-
ods may be applied directly to the DNA sequence after the number of different positions
in the sequences has been determined. If the protein sequences are very similar, most of the
changes that will be observed are silent changes that do not change the amino acid and
should provide an accurate representation of the phylogenetic history without the compli-
cations of evolutionary selection. However, as the amount of variation increases, the num-
ber of silent changes will increase and multiple mutations at some of these sites will occur,
whereas at other sites, other more rare types of changes will appear. It is very difficult to
make accurate predictions when faced with such variation in the rate of change at differ-
ent sites. One method around this difficulty is to analyze changes in only the first and sec-
ond base positions in each codon, ignoring the third position, which is the source of most
silent mutations (Swofford et al. 1996). A comparison of nucleic acid sequences that
encode proteins for mutations that either (1) change the amino acid or (2) do not change
the amino acid may be made. Once these types of changes have been distinguished, phylo-
genetic predictions based on only one of them may be made.

A final type of correction that may be made to phylogenetic predictions is for the
increase in multiple substitutions as the evolutionary distance between protein expected
sequences increases. Although use of the PAM matrices provides this type of correction,
another way is to adapt the Jukes-Cantor model for nucleic acid sequences to protein
sequences. The correction to the distance is given by Equation 9, where B � 19/20 for the
assumption of equal amino acid representation and B � 1 � � faai for unequal represen-
tation of the amino acids, where faai is the frequency of amino acid i, and the sum is taken
over all 20 amino acids. The second representation is, of course, much preferred, since
amino acid frequencies in proteins vary.

Another correction that may be applied to protein distances is due to Kimura (1983).
This correction is based on the Dayhoff PAM model of amino acid substitution. If K is the
corrected distance and D the observed distance (number of exact matches between two
sequences divided by total number of matched residues in alignment), then

This formula may be used up to values of D � 0.75. Above this value, tables based on
the Dayhoff PAM model at these distances are used. This correction is applied by

K � �ln(1 � D � 0.2 D2) (11)
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CLUSTALW, a commonly used program for multiple sequence alignment and phyloge-
netic analysis (Higgins et al. 1996).

Comparison of Open Reading Frames by Distance Methods

When nucleic acid sequences that encode proteins first became available, the appearance
of synonymous substitutions that do not change the amino acid (silent changes) and non-
synonymous substitutions (replacement changes) that do change the amino acid was ana-
lyzed. Separate analyses of these two kinds of substitutions can help remove site-to-site
variation in more closely related sequences and background noise of silent mutations in
more distantly related sequences (Swofford et al. 1996).

One method of estimating the rates of synonymous and nonsynonymous mutations (Li
et al. 1985; Li and Graur 1991; Li 1997) employs the following steps:

1. The fraction of substitutions at each codon position that can give rise to synonymous
substitutions and the fraction that can give rise to nonsynonymous substitutions are
counted. The first two positions of most codons count as two nonsynonymous sites
because the amino acid will change regardless of the substitution. Similarly, many third-
codon substitutions are synonymous. Other sites contribute synonymous and nonsyn-
onymous substitutions. The total number of each of these two possible substitutions is
determined for each sequence, and the average of these two values for the two sequences
is then calculated. Nsyn is the average number of synonymous sites and Nnonsyn is the
average number of nonsynonymous sites in the two sequences.

2. Each pair of codons in the alignment is then compared to classify nucleotide differences
into synonymous and nonsynonymous types. A single base difference can readily be
designated as synonymous or nonsynonymous. When the codons differ by more than
one substitution, all of the possible pathways of sequence change must be considered,
and the number of synonymous and nonsynonymous changes in each pathway is iden-
tified. The average of each type of change in the two pathways is then calculated.
Weights derived from the frequency of these pathways for known codon pairs may be
used to derive this average, or else the pathways may be weighted equally. These calcu-
lations give the number of synonymous differences Msyn and the number of nonsyn-
onymous differences Mnonsyn between the sequences.

3. The fraction of synonymous differences per synonymous site (fsyn � Nsyn / Msyn ) and
the fraction of nonsynonymous differences per nonsynonymous site (fnonsyn � Nnonsyn /
Nnonsyn) are calculated. These fractions may then be corrected for the effect of multiple
changes at the same site by the Jukes-Cantor formula (Eq. 8) or by some alternative
method.

An alternative method for estimating synonymous and nonsynonymous substitutions
(Li et al. 1985; Li and Graur 1991; Li 1993, 1997) is to classify each nucleotide position in
the coding sequences as nondegenerate, twofold degenerate, or fourfold degenerate. The
Genetics Computer Group program DIVERGE uses this method. A site is nondegenerate
if all possible changes at this site are nonsynonymous, twofold degenerate if one of the
three possible changes is synonymous, and fourfold degenerate if all possible changes are
synonymous. For simplification, the third position of isoleucine codons (ATA, ATC, and
ATT in the universal code) is treated as a twofold degenerate site even though in reality it
is threefold degenerate. The number of each type of site in each of the two sequences is cal-
culated and the average values for the two sequences are calculated. Each pair of codons in
the sequence alignment is then compared to classify nucleotide differences as to type of site
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(nondegenerate, twofold degenerate, or fourfold degenerate) and as to whether the change
is a transition or a transversion.

The scored codon differences are then used to calculate the proportions of each type of
site that are transitions or transversions. The proportion of synonymous substitutions per
synonymous site and the corresponding proportion for transversions may then be calcu-
lated. The two-parameter model of Kimura may be used to correct for multiple mutations
and for differences between rates of transitions and transversions before these calculations
are performed.

Example of Distance Analysis: Using the PHYLIP Programs
DNADIST and FITCH (Fitch-Margoliash Distance Method)

A set of aligned DNA sequences was converted to the PHYLIP format and placed in a
text file called infile in the same folder/directory as the programs (Fig. 6.21A). READ-
SEQ may be used to produce a file with this format from a multiple sequence align-
ment. Note the required spacing of the sequences including spaces for a sequence name
at the start of each row of sequence, and note that line 1 includes two numbers giving
the number of sequences and the length of the alignment. Note also the presence of
ambiguous sequence characters that are recognized appropriately by the program.
Longer sequence alignments may be continued in additional blocks without the identi-
fying names.

DNADIST was invoked, the program automatically read the infile, and after setting
various options on a menu, an outfile was produced (Fig. 6.21B). This file was edited to
remove all but the distance matrix shown. Note the required number on line 1 giving
the number of taxa or sequences. Each distance is given twice as a mirror image about
the upper-right to lower-left diagonal.

The predicted unrooted tree is given in the outfile and the treefile by the FITCH pro-
gram. The average percent standard deviation of the predicted intersequence distance
was 14, and 990 trees were analyzed to produce this result. The treefile was used as input
to the program DRAWTREE, and shown in Figure 6.21C.

Calculation of Nonsynonymous and Synonymous Changes

To calculate these values, note that by definition all substitutions at nondegenerate sites
are nonsynonymous, and all substitutions at fourfold degenerate sites are synonymous.
At twofold degenerate sites, transitions nearly always produce synonymous changes,
and transversions nearly always produce nonsynonymous changes. Hence, counting
transitions and transversions at these sites provides a nearly exact count of the number
of synonymous and nonsynonymous substitutions, respectively. One exception to this
scoring scheme in the universal genetic code is that one type of transversion in the first
position of the arginine codons produces a synonymous change, whereas the other
transversion and the transition produce a synonymous change. Another exception is in
the last position of the three isoleucine codons. When the codons differ by more than
one substitution, a method similar to that described above is used to evaluate each pos-
sible pathway for changing one codon into the other, and the average of each type of
change in the pathways is then calculated.
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Figure 6.21. Tree predicted by FITCH (Fitch-Margoliash distance method) for the DNA sequences
given in the example above.
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THE MAXIMUM LIKELIHOOD APPROACH

This method uses probability calculations to find a tree that best accounts for the variation
in a set of sequences. The method is similar to the maximum parsimony method in that
the analysis is performed on each column of a multiple sequence alignment. All possible
trees are considered. Hence, the method is only feasible for a small number of sequences.
For each tree, the number of sequence changes or mutations that may have occurred to
give the sequence variation is considered. Because the rate of appearance of new mutations
is very small, the more mutations needed to fit a tree to the data, the less likely that tree
(Felsenstein 1981). The maximum likelihood method resembles the maximum parsimony
method in that trees with the least number of changes will be the most likely. However, the
maximum likelihood method presents an additional opportunity to evaluate trees with
variations in mutation rates in different lineages, and to use explicit evolutionary models
such as the Jukes-Cantor and Kimura models described in the above section with
allowances for variations in base composition. Thus, the method can be used to explore
relationships among more diverse sequences, conditions that are not well handled by max-
imum parsimony methods. The main disadvantage of maximum likelihood methods is
that they are computationally intense. However, with faster computers, the maximum like-
lihood method is seeing wider use and is being used for more complex models of evolution
(Schadt et al. 1998). Maximum likelihood has also been used for an analysis of mutations
in overlapping reading frames in viruses (Hein and Støvlbæk 1996). PAUP version 4 can
be used to perform a maximum likelihood analysis on DNA sequences. The method has
also been applied for changes from one amino acid to another in protein sequences.

PHYLIP includes two programs for this maximum likelihood analysis:

1. DNAML estimates phylogenies from nucleotide sequences by the maximum likelihood
method, allowing for variable frequencies of the four nucleotides, for unequal rates of
transitions and transversions, and for different rates of change in different categories of
sites, as specified by the program.

2. DNAMLK estimates phylogenies from nucleotide sequences by the maximum likeli-
hood method in the same manner as DNAML, but assumes a molecular clock.

One starts with an evolutionary model of sequence change that provides estimates of
rates of substitution of one base for another (transitions and transversions) in a set of
nucleic acid sequences, as illustrated in Table 6.5. The rates of all possible substitutions are
chosen so that the base composition remains the same. The set of sequences is then aligned,
and the substitutions in each column are examined for their fit to a set of trees that describe
possible phylogenetic relationships among the sequences. Each tree has a certain likelihood
based on the series of mutations that are required to give the sequence data. The probabil-
ity of each tree is simply the product of the mutation rates in each branch of the tree, which
itself is the product of the rate of substitution in each branch times the branch length.
There are multiple sets of possible base changes within each tree to consider. For each col-
umn in the aligned sequences, the probability of each set of changes is found and the prob-
abilities are then added to produce a combined probability that a given tree will produce
that column in the alignment. A simple example of this approach is shown in Figure 6.22.
Once all positions in the sequence alignment have been examined, the likelihoods given by
each column in the alignment for each tree are multiplied to give the likelihood of the tree.
Because these likelihoods are very small numbers, their logarithms are usually added to
give the logarithm likelihood of each tree. The most likely tree given the data is then iden-
tified.
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SEQUENCE ALIGNMENT BASED ON AN EVOLUTIONARY MODEL

Thorne et al. (1991, 1992) have introduced a method of sequence alignment based on a
model (Bishop and Thompson 1986) that predicts the manner in which DNA sequences
change during evolution. Although this method has limitations and is only considered by
these authors to be preliminary, it will be outlined here because of its relationship to the
maximum likelihood method for phylogenetic analysis. The basis of this method is to
devise a scheme for introducing substitutions, insertions, and gaps into sequences and to
provide a probability that each of these changes occurs over certain periods of evolution-
ary time. Given each of these predicted changes, the method examines all the possible com-
binations of mutations to change one sequence into another. One of these combinations
will be the most likely one over time. Once this combination has been determined, a
sequence alignment and the distance between the sequences will be known. This method
is different from the Smith-Waterman local alignment algorithm in identifying the most
probable (maximum likelihood probability alignment) based on an evolutionary model of
change in sequences, as opposed to a score based on observed substitutions in related pro-
teins and a gap scoring system. The underlying mutational theory is, however, like those
used to produce the PAM matrices for predicting changes in DNA and protein sequences.

Sequences are predicted to change by a Markov process (see Chapter 3 discussion of
PAM matrices, p. 78) such that each mutation in the sequence is independent of previous
mutations at that site or at other sites. For example, a given nucleotide at any sequence
position can mutate into another at the same rate or may not change at all during a peri-
od of evolutionary time. This model is very similar to the PAM model of evolutionary
change in proteins introduced by Dayhoff and discussed earlier. In the Thorne et al. (1991)
model, single insertion–deletion events between any two nucleotides are modeled by a
birth–death process that leaves the sequence length roughly the same. Longer
insertion–deletion events were modeled in a similar way by considering the sequence to be
composed of a set of fragments, and the rate of substitution of these fragments is allowed
to vary (Thorne et al. 1992).

A set of transition probabilities for changing from one nucleotide to another or for
introducing an insertion or deletion into a sequence is derived mathematically from the
evolutionary model. The substitution probabilities are not unlike the substitution proba-

Table 6.5. General model of sequence evolution

Base A C G T

A �u(a�C�b�G�c�T) ua�C ub�G uc�T

C ug�A �u(g�A�d�G�e�T) ud�G ue�T

G uh�A uj�G �u(h�A�j�G�f�T) uf�T

T ui�A uk�G ul�T �u(i�A�k�G�l�T)

The table gives rates for any substitution in a nucleic acid sequence or for no substitution at all (the diag-
onal values). Base frequencies are given by �A, �C, �G, and �T, the mutation rate by u, and the frequency of
change of any base to any other by a, b, c..,l. Rates of substitutions in one direction, i.e., A→G, are general-
ly considered to be the same as that in the reverse direction so that a � g, b � h, etc. In the JC model these
frequencies are all equal, and in the Kimura two-parameter there are only two frequencies, one for transi-
tions (�) and the other for transversions (
), and the frequency for transitions is twice that for transversions.
PAUP allows these numbers to be varied. This model assumes that changes in a sequence position constitute
a Markov process, with each subsequent change depending only on the current base. Furthermore, the
model assumes that each base position has the same probability of change in any branch of the tree (Swof-
ford et al. 1996).

A careful reading of
these papers by those
interested in evolu-
tionary models of
sequence changes is
strongly recommend-
ed.



bilities in the protein and DNA PAM matrices. An important difference between the PAM
matrices and the transition probabilities is that the insertion/deletion probabilities have
been derived from the evolutionary model rather than from the ad hoc gap penalty scor-
ing system (penalty � gap opening penalty � gap extension penalty � length) that is com-
monly used to produce sequence alignments by dynamic programming. Two algorithms
not unlike dynamic programming are then used, one to obtain a sequence alignment and
the other to calculate the likelihood that the sequences are related (the likelihood of the
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Figure 6.22. Maximum likelihood estimation of phylogenetic tree. For the hypothetical sequences
shown in A, one of three possible unrooted trees is shown in B. One column has been set aside for anal-
ysis. (C) One of five possible rooted derivatives of the unrooted tree is shown. The position of the root
is not important since the likelihood of the tree is the same regardless of the root location. This proper-
ty follows the assumption that the substitutions along each branch are considered to be a Markov chain
with reversible steps (Felsenstein 1981). The bases from the marked alignment column are shown on the
outer branches of this tree. Also shown are three interior nodes of the tree labeled 0, 1, and 2. The object
is to consider every possible base assignment to these three nodes and then to calculate the likelihood of
each choice. Since there are four possible bases for each of the three node positions of the tree, there are
4 � 4 � 4 � 64 possible combinations. Also shown on the tree are six likelihood values L1–L5 for the
probability of a base change per site along the respective branches of the tree, and a probability L0 for the
base at node 0. These probabilities depend on the bases assigned to nodes 0, 1, and 2 and on the result-
ing types of base substitutions in the particular tree under consideration. The likelihood of a tree with a
particular choice of bases at nodes 0, 1, and 2 is given by the product of the probability of the base at
node 0 times the product of each of the substitution probabilities, or L(tree) � L0 � L1 � L2 � L3 �
L4 � L5 � L6 (Felsenstein 1981). (D) A possible tree (tree1) with T assigned to nodes 0 and 1, and G
assigned to node 2. L0 will be given by the frequency of T and will have an approximate value of 0.25. L2
will be the probability of a transversion of T to G, and L5 the probability of a transition of G to A in this
tree. The remaining likelihoods will have an approximate value of unity with a small adjustment for the
possibility that a mutation has occurred and then reverted to the original base so that no substitutions
are observed. Assuming that the probabilities of the transition and transversion are 2 �10�6 and 10�6,
respectively, the likelihood of tree1 is approximately 0.25 � 2 �10�6 � 10�6 � 5 �10�13 . These num-
bers are usually very small and are therefore handled as logarithms in the computer. (E) Another possi-
ble arrangement of base assignments in tree2. The likelihood of this tree will take into account the prob-
ability of a G to T transversion (L1) and that of a G to A transition (L5). (F) The likelihood of the tree in
B or the tree in C is given by the sum of the likelihoods of these two trees. To this sum is added the prob-
ability of the other 62 possible arrangements of bases. This calculation is repeated for all other columns
in the multiple sequence alignment. The likelihood of the tree given the data in all of the aligned
columns, that in the first column, or that in the second, etc., will be the sum of the likelihoods so calcu-
lated for each column. Each of the three possible trees for four sequences is then evaluated in this same
manner and the one with the highest likelihood score is identified. These calculations can be computa-
tionally so intense for a large number of sequences that trees for a fraction of the sequences may first be
found. The data for additional sequences will then be sequentially added to refine this initial tree. The
procedure may then be repeated with a different starting group of sequences with the hope that the range
of trees found will give an indication of the most likely tree (Felsenstein 1981). However, this procedure
is not guaranteed to find the optimal tree. Additional calculations are made in the ML method. The
probability of each branch in the tree is individually adjusted by a method similar to expectation maxi-
mization (see Chapter 3) to maximize the likelihood of the tree while holding the probability of the other
branches at a constant value. The rate of evolution of each site or each column in the multiple sequence
alignment is also allowed to vary. Otherwise, the method will be biased by sites that do not vary much
and the information in variable sites may become lost, a problem shared with the maximum parsimony
method. For an average number of mutations x over all branches, the number along an individual branch
is assumed to vary according to the Poisson distribution P(n) � e�x xn / n!. A continuous variable giv-
ing the equivalent probability of observing a given number of changes along a particular branch for var-
ious average values of x (or a particular mutation rate along that branch) is given by the � distribution.
These probabilities may then be used in calculations of tree likelihoods (Swofford et al. 1996). 

sequences) given the calculated set of parameters. The entries in the scoring matrices are
likelihood scores (giving the highest probability of arriving at that position in the scoring
matrix by a combination of mutations and gaps) and not a sum of weights for substitutions
based on a scoring matrix. To estimate the likelihood of the sequences also requires that
the number and types of substitutions, insertions, and deletions be optimized to find the
most likely path for changing one sequence into another. This path then provides an indi-
cation of the evolutionary distance between the sequences.
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RELIABILITY OF PHYLOGENETIC PREDICTIONS

As discussed earlier in this chapter, phylogenetic analysis of a set of sequences that aligns
very well is straightforward because the positions that correspond in the sequences can be
readily identified in a multiple sequence alignment of the sequences. The types of changes
in the aligned positions or the numbers of changes in the alignments between pairs of
sequences then provide a basis for a determination of phylogenetic relationships among
the sequences by the above methods of phylogenetic analysis. For sequences that have
diverged considerably, a phylogenetic analysis is more challenging. A determination of the
sequence changes that have occurred is more difficult because the multiple sequence align-
ment may not be optimal and because multiple changes may have occurred in the aligned
sequence positions. The choice of a suitable multiple sequence alignment method depends
on the degree of variation among the sequences, as discussed in Chapter 4. Once a suitable
alignment has been found, one may also ask how well the predicted phylogenetic relation-
ships are supported by the data in the multiple sequence alignment.

In the bootstrap method, the data are resampled by randomly choosing vertical columns
from the aligned sequences to produce, in effect, a new sequence alignment of the same
length. Each column of data may be used more than once and some columns may not be
used at all in the new alignment. Trees are then predicted from many of these alignments
of resampled sequences (Felsenstein 1988). For branches in the predicted tree topology to
be significant, the resampled data sets should frequently (for example, �70%) predict the
same branches. Bootstrap analysis is supported by most of the commonly used phyloge-
netic inference software packages and is commonly used to test tree branch reliability.
Another method of testing the reliability of one part of the tree is to collapse two branch-
es into a common node (Maddison and Maddison 1992). The tree length is again evaluat-
ed and compared to the original length, and any increase is the decay value. The greater the
decay value, the more significant the original branches. In addition to these methods, there
are some additional recommendations that increase confidence in a phylogenetic predic-
tion.

One further recommendation is to use at least two of the above methods (maximum
parsimony, distance, or maximum likelihood) for the analysis. If two of these methods
provide the same prediction, confidence in the prediction is much higher. Another rec-
ommendation is to pay careful attention to the evolutionary assumptions and models that
are used for both sequence alignment and tree construction (Li and Graur 1991; Swofford
et al. 1996; Li 1997).

COMPLICATIONS FROM PHYLOGENETIC ANALYSIS

The above methods provide a further level of sequence analysis by predicting possible evo-
lutionary relationships among a group of related sequences. The methods predict a tree
that shows possible ancestral relationships among the sequences. A phylogenetic analysis
can be performed on proteins or nucleic acid sequences using any one of the three meth-
ods described above, each of which utilizes a different type of algorithm. The reliability of
the prediction can also be evaluated.

The traditional use of phylogenetic analysis is to discover evolutionary relationships
among species. In such cases, a suitable gene or DNA sequence that shows just enough, but
not too much, variation among a group of organisms is selected for phylogenetic analysis.
For example, analysis of mitochondrial sequences is used to discover evolutionary rela-



P H Y L O G E N E T I C  P R E D I C T I O N ■ 279

tionships among mammals. Two more recent uses of phylogenetic analysis are to analyze
gene families and to trace the evolutionary history of specific genes. For example, database
similarity searches discussed in Chapter 7 may identify several proteins in a plant genome
that are similar to a yeast query protein. From a phylogenetic analysis of the protein fam-
ily, the plant gene most closely related to the yeast gene and therefore most likely to have
the same function can be determined. The prediction can then be evaluated in the labora-
tory. Tracking the evolutionary history of individual genes in a group of species can reveal
which genes have remained in a genome for a long time and which genes have been hori-
zontally transferred between species. Thus, phylogenetic analysis can also contribute to an
understanding of genome evolution, as further explored in Chapter 10.
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INTRODUCTION

DATABASE SIMILARITY SEARCHES have become a mainstay of bioinformatics. Large sequenc-
ing projects in which all the genomic DNA sequence of an organism is obtained have
become quite commonplace. The genomes of a number of model organisms have been
sequenced, including the budding yeast Saccharomyces cerevisiae, the bacterium Escherichia
coli, the worm Caenorhabditis elegans, the fruit fly Drosophila melanogaster, and the human
species Homo sapiens. These species have also been subjected to intense biological analysis
to discover the functions of the genes and encoded proteins. Thus, there is a good deal of
information available as to the biological function of particular sequences in model organ-
isms that may be exploited to predict the function of similar genes in other organisms. In
addition to genomic DNA sequences, complete cDNA copies of messenger RNAs that
carry all the sequence information for the protein products have also been obtained for
some of the expressed genes of various organisms. Translation of these cDNA copies pro-
vides a close-to-correct prediction of the sequence of the encoded proteins. Because
obtaining intact cDNA sequences is laborious and time-consuming, a common practice is
to make a library of partial cDNA sequences from the expressed genes, and then to perform
high-throughput, low-accuracy sequencing of a large number of these partial sequences,
known as expressed sequence tags (ESTs). The objective of an EST project is to find enough
sequence of each cDNA and to have enough accuracy in the sequence that the amino acid
sequence of a significant length of the encoded protein can be predicted. Overlapping ESTs
can then be combined, and interesting ones can be found by database similarity searches.
The full cDNA sequence of these genes of interest may then be obtained. Once all the
sequence information is collected and placed in the sequence databases, the big task at
hand is to search through the databases to locate similar sequences that are predicted to
have a similar biological function through a close evolutionary relationship.

Sequence database searches can also be remarkably useful for finding the function of
genes whose sequences have been determined in the laboratory. The sequence of the gene
of interest is compared to every sequence in a sequence database, and the similar ones are
identified. Alignments with the best-matching sequences are shown and scored. If a query
sequence can be readily aligned to a database sequence of known function, structure, or
biochemical activity, the query sequence is predicted to have the same function, structure,
or biochemical activity. The strength of these predictions depends on the quality of the
alignment between the sequences. As a rough rule, if more than one-half of the amino acid
sequence of query and database proteins is identical in the sequence alignments, the pre-
diction is very strong. As the degree of similarity decreases, confidence in the prediction
also decreases. The programs used for these database searches provide statistical evalua-
tions that serve as a guide for evaluation of the alignment scores.

Previous chapters have described methods for aligning sequences or for finding com-
mon patterns within sequences. The purpose of making alignments is to discover whether
or not sequences are homologous or derived from a common ancestor gene. If a homolo-
gy relationship can be established, the sequences are likely to have maintained the same
function as they diverged from each other during evolution. If an alignment can be found
that would rarely be observed between random sequences, the sequences are predicted to
be related with a high degree of confidence. The presence of one or more conserved pat-
terns in a group of sequence is also useful for establishing evolutionary and structure–func-
tion relationships among sequences.

The above methods of establishing sequence relationships have been utilized in database
searches that are summarized in Table 7.1. In addition to standard searches of a sequence
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database with a query sequence (Table 7.1A), a matrix representation of a family of relat-
ed protein sequences may be used to search a sequence database for additional proteins
that are in the same family (Table 7.1B,C,D,), or a query protein sequence may be searched
for the presence of sequence patterns that represent a protein family to determine whether
the sequence belongs to that particular family (Table 7.1E). Genomic DNA sequences may
also be searched for consensus regulatory patterns such as those representing transcription
factor-binding sites, promoter recognition signals, or mRNA splicing sites; these types of
searches are discussed in Chapter 8.

SEQUENCE SIMILARITY SEARCH WITH A SINGLE QUERY SEQUENCE

Searching a sequence database for sequences that are similar to a query sequence is the
most common type of database similarity search. The search provides a list of database
sequences with which the query sequence can be aligned. Once a list is available, addition-
al searches may be performed using one of the initially found sequences as a query
sequence. In this manner, the search may be expanded to find more distant relatives of the
initial query sequence. Once a family of related sequences is found, the entire sequence
may be aligned in a multiple sequence alignment, or the sequences may be analyzed for the
occurrence of short regions of similarity, as described later in the chapter. Chapter 10
describes the use of those repetitive searches to identify families of paralogous proteins.
Web sites and computational resources that support this type of database similarity
searching are described in Table 7.2.

A common reason for performing a database search with a query sequence is to find a
related gene in another organism. For a query sequence of unknown function, a matched
gene may provide a clue as to function. Alternatively, a query sequence of known function
(e.g., a yeast gene) may be used to search through sequences of a particular organism (e.g,
a plant) to identify a gene that may have the same function. Sequences of an organism that
are collected for such purposes include genomic sequences (sequences of BAC clones or
the assembled sequence of an entire chromosome), EST sequences, and cDNA/protein
sequences for particular genes. Database similarity searches may use one type of sequence
(e.g., an EST sequence) to find matching EST sequences, genomic DNA sequences, or
cDNA/protein sequences in the same organism. The Institute for Genomic Research
(TIGR) has indexed a large number of EST sequences of model organisms in this manner
(Table 7.2). These indexed databases may also be searched with a query sequence to iden-
tify related sequences.

ALLOWING FAST SEARCHES

When database searches were first attempted, machine size and speed were limiting factors
that prevented use of a full alignment program, such as the dynamic programming algo-
rithm, for each search. Although these considerations no longer apply due to the avail-
ability of more powerful machines, the sheer number of such searches that are presently
performed on whole genomes creates a need for faster procedures. Hence, two methods
that are at least 50 times faster than dynamic programming were developed. These meth-
ods follow a heuristic (tried-and-true) method that almost always works to find related
sequences in a database search but does not have the underlying guarantee of an optimal
solution like the dynamic programming algorithm. The first rapid search method was
FASTA, which found short common patterns in the query and database sequences and
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Table 7.1. Types of database searches for proteins

Examples of programs used,
location (also see Tables 

Type of search Target database Method Type of query data 7.2, 7.4, 7.7, and 7.8) Results of database search

A. Sequence similarity protein sequence database search for database single sequence, e.g., FASTA (TFASTAa), SSEARCH list of database sequences having the 
search with query (or genomic sequencesa) sequence that can be DAHQSNGA http://fasta.bioch.virginia.edu/fasta/ most significant similarity scores
sequence aligned with query BLASTP (TBLASTNa)

sequence http://www.ncbi.nlm.nih.gov/BLAST/
WU-BLAST

http://blast.wustl.edu/
B. Alignment search protein sequence database prepare profile from a profile representing PROFILESEARCH list of database sequences that can be 

with profile multiple sequence gapped multiple ftp.sdsc.edu/pub/sdsc/biology aligned with the profile
(scoring matrixb,d alignment sequence alignment, e.g.,
with gap penalties) (Profilemake) and D-HQSNGA

align profile with ESHQ-YTM
database sequence EAHQSN-L

EGVQSYSL
C. Search with position- protein sequence database prepare PSSM from PSSM representing ungapped MAST list of database sequences with one or 

specific scoring matrixc,d ungapped region of alignment, e.g., http://meme.sdsc.edu/meme/ more patterns represented by 
(PSSM) representing multiple sequence DAHQSN website/mast.html PSSM but not necessarily in the
ungapped sequence alignment or search ESHQSY same order
alignment (BLOCK) for patterns of same EAHQSN

length in unaligned EGVQSY
sequences,c then use
for database search

D. Iterative alignment protein sequence database uses initial matches to query builds matches to query PSI-BLAST PSI-BLAST finds a set of sequences
search for similar sequence to build a type of sequence, e.g., http://www.ncbi.nlm.nih.gov/BLAST/ related to each other by the 
sequences that starts scoring matrix and searches DAHQSNGA presence of common patterns (not 
with a query sequence, for additional matches to iteration 1 every sequence may have same 
builds a gapped multiple the matrix by an iterative H-SNGA patterns). 
alignment, and then search methodd EAHQSN-L
uses the alignment to ↓
augment the searchd further iterations
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E. Search query sequence database of patterns search for patterns single sequence, e.g., PROSITE list of sequence patterns found in

for patterns found in protein represented by scoring DAHQSNGA http://www.expasy.ch/prosite query sequence
representative of families matrix or hidden INTERPRO
protein familiese Markov model http://www.ebi.ac.uk/interpro

(profile HMM)e PFAM
http://www.sanger.ac.uk/Pfam

CDD/IMPALA
http://www.ncbi.nlm.nih.gov/
Structure/cdd/cdd.shtml
(also see Table 9.5)

a Searches of this type include the use of programs that search nucleic acid databases for matches to a query protein sequence by automatically translating the nucleic acid sequences in
all six possible reading frames (TFASTA, TBLASTN). These searches may be useful when only genomic sequences or partial cDNA sequences (expressed sequence tag or EST sequences) of
an organism are available. Genomic sequences that encode proteins may also have been found by gene prediction programs (Chapter 8). The predicted protein is then usually entered in the
protein sequence databases. Matches to these predicted proteins may be found by searches of the protein sequence databases. These gene predictions are error-prone (see Chapter 8).

b A multiple sequence alignment that includes gaps may be represented by a profile, a type of scoring matrix discussed in Chapter 4, page 161. The consecutive rows of the matrix repre-
sent columns of the multiple sequence alignment, and the column values represent the distribution of amino acids in each column of the alignment. The profile includes extra columns with
gap opening and extension penalties. The profile is aligned to a sequence by sliding the profile along the sequence and finding the position with the best alignment score by means of a
dynamic programming method. The alignment may include gaps in the database sequence. The best scoring alignments are with database sequences that have a pattern similar to that rep-
resented by the profile.

c The position-specific scoring matrix (PSSM), or weight matrix as it is sometimes called, is a representation of a multiple sequence alignment that has no gaps (a BLOCK). The matrix
may be made from a multiple sequence alignment or by searching for patterns of the same length in a set of sequences using pattern-finding or statistical methods, e.g., expectation maxi-
mization, Gibbs sampling, ASSET, and by aligning these patterns, as discussed in Chapter 4. The consecutive columns of the matrix represent columns of the aligned patterns and the rows
represent the distribution of amino acids in each column of the alignment. The PSSM columns include log odds scores for evaluating matches with a target sequence. The matrix is used to
search a sequence for comparable patterns by sliding the matrix along the sequence and, at each position in the sequence, evaluating the match at each column position using the matrix
values for that column. The log odds scores for each column are added to obtain a log odds score for the alignment to that sequence position. High log odds scores represent a significant
match.

d Using a scoring matrix instead of a single query sequence can enhance a database search because the matrix represents the greater amount of sequence variation found in a multiple
sequence alignment. Amino acid representation in each column of the alignment is also reflected in the matrix scores for that column; the more common an amino acid, the higher the score
for a match to that amino acid. Note also that the matrix does not store any information about correlations between sequence positions. Thus, if two amino acids are commonly found
together in the sequences at two positions of the alignment, these will each be independently scored by the matrix, but there will be no information as to their co-occurrence (or covaria-
tion) in the sequences. Since this type of information is missing, the matrix can give high scores to patterns that include new combinations of amino acids not found in the original set of
sequences. Scoring covariation in sequence positions is discussed further in Chapters 5, 8, and 9.

e Pattern databases are described in Chapter 9.
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joined these into an alignment. BLAST, the next method, was similar to FASTA but gained
a further increase in speed by searching only for rarer, more significant patterns in nucle-
ic acid and protein sequences. BLAST is very popular due to availability of the program on
the World Wide Web through a large server at the National Center for Biotechnology
Information (NCBI) (http://ncbi.nlm.nih.gov) and at many other sites. The NCBI BLAST
server site receives tens of thousands of requests a day. Both FASTA and BLAST have
undergone evolution to recent versions that provide very powerful search tools for the
molecular biologist and are freely available to run on many computer platforms. They are
discussed further below.

With the more recent increased speed and size of computers and algorithmic improve-
ments in the Smith-Waterman dynamic programming algorithm (described in Chapter 3),
database similarity searches may also be performed by a search based on a full sequence
alignment. The searches are 50-fold or more slower than FASTA and BLAST, but control
experiments have revealed that more distantly related sequences will usually be found in a
database search, provided that the appropriate statistical methods are used. A popular ver-
sion of the Smith-Waterman program is SSEARCH (FTP to ftp.virginia.edu/pub/fasta),
which is also available on Web sites but usually should be established on a local computer
due to the length of time required for a search. Another recently introduced method for
sequence alignment that has been used in database searches is the Bayes block aligner,
described in Chapter 3 (p. 126). This program found more remotely similar sequences in
protein families based on three-dimensional structure than did SSEARCH but is a much
slower method (Zhu et al. 1998).

DNA VERSUS PROTEIN SEARCHES

One very important principle for database searches is to translate DNA sequences that
encode proteins into protein sequences before performing a database search. DNA
sequences comprise only four nucleotides, whereas protein sequences comprise 20 amino
acids. Due to the fivefold larger variety of sequence characters in proteins, it is much easi-

Table 7.2. Web resources for performing database searches with a simple query sequence

Server/program Web address or FTP site Reference

BLAST—Basic Local Alignment http://www.ncbi.nlm.nih.gov/BLAST Altschul et al. (1990, 1997); 
Search Toola FTP to ncbi.nlm.nih.gov/blast/executables Altschul and Gish (1996)

WU-BLASTb sites that run WU-BLAST 2.0 are listed at Altschul et al. (1990, 1997); 
http://blast.wustl.edu Altschul and Gish (1996)
programs obtainable at http://blast.wustl.edu/
blast/executables with licensing agreement

FASTAc http://fasta.bioch.virginia.edu/fasta
FTP to ftp.virginia.edu/pub/fasta Pearson (1995, 1996, 1998, 2000)

BCM Search Launcher http://dot.imgen.bcm.tmc.edu:9331/ see Web site
(Baylor College of Medicine)

TIGR gene indices search http://www.tigr.org see Web site

Additional resources for performing a database sequence search using a dynamic programming method are described in Table 7.7.
There are also many other BLAST and FASTA servers on the Web, including ones for searches in specific organisms (see Chapter 10).
The TIGR site is given as an example of such a site.

a A stand-alone BLAST server may also be established on a local machine running Windows, UNIX, or MacOS.
b Executable programs for UNIX platforms are available from the FTP site. Note the advice given to increase search speed in pro-

tein searches by an order of magnitude (http://blast.wustl.edu/blast/TO-FLY.html
c Executable programs that run on PC, Macintosh, or UNIX platforms are available from the FTP site. The FASTA package also

includes programs for performing pair-wise sequence alignments and for a statistical analysis of alignment scores (see Chapter 3). A
number of Web sites offer FASTA database search, including the FASTA server and the BCM Search Launcher.
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er to detect patterns of sequence similarity between protein sequences than between DNA
sequences. Pearson (1995, 1996, 2000) has proven that searches with a DNA sequence
encoding a protein against a DNA sequence database yield far fewer significant matches
than searches using the corresponding protein sequence. To assist with an analysis based
on translation of DNA sequences, both BLAST and FASTA provide programs that trans-
late the query DNA sequence, the database DNA sequence, or both sequences in all six
reading frames before making comparisons. An example of an exception to this rule would
be a comparison of nucleic acid sequences in the same organism to locate other database
entries of the same sequence. In such cases, a nucleic acid search would be needed.

When comparing methods of searching protein sequence databases, the sensitivity and
selectivity of the methods should be considered. Sensitivity refers to the ability of the
method to find most of the members of the protein family represented by the query
sequence. Selectivity refers to the ability of the method not to find known members of
other families as false positives. Ideally, both sensitivity and selectivity should be as high in
quality as possible. A suitable method for describing both features is to describe the degree
of coverage of families at a given level of false positives. Although similarity among many
family members based on sequence similarity is readily identifiable, for some family mem-
bers the similarity is weak and difficult to identify.

Identification of protein families is easier when the families are based on sequence sim-
ilarity rather than on structural similarity, as discussed in detail in Chapter 9. Proteins that
have the same structural features may have little, if any, sequence similarity. To facilitate a
match of the query protein to a protein of known three-dimensional structure, protein
sequences are grouped into families based on sequence similarity. All members of this fam-
ily have sequence similarity with at least one of the remaining members, but not necessar-
ily with all of the members, as illustrated in Figure 7.1. Families that include a protein of
known three-dimensional structure are then identified. If a similarity search identifies a
match of a query sequence with a member of such a protein family, the query sequence
may be predicted to have a similar structure.

Figure 7.1. Structural prediction in database similarity searches. Sequences A–F refer to six members
of a protein family defined by sequence similarity between some or all of the members. The sequences
are represented as nodes on a graph, and similarity between sequences is represented by joining the
nodes with a line (or edge). Note that not all nodes are joined. Thus, sequence A has detectable simi-
larity to sequence B and to sequence C, but the relationship between sequence B and sequence C is
not easily detectable. Suppose that sequence C can be aligned with sequence F, a protein of known
three-dimensional structure. Hence, all members of this family may be predicted to have the same
structure provided that the pair-wise alignments are significant and convincing. To gain further sup-
port for this prediction, improved alignments and identification of more family members to help
bridge the similarity gaps are needed.
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For protein sequence searches, two recent developments have greatly assisted with the
finding of more distantly related sequences. First, combinations of amino acid substitution
matrices and gap penalty scores that are most suitable for searches have been identified.
Second, improved methods for establishing the statistical significance of a sequence align-
ment have been developed. Thus, whether a weak alignment between a query sequence and
a database sequence is significant can be quite readily and confidently assessed. These top-
ics are extensively discussed in Chapter 3 and on the book Web site and are reviewed
below. Use of these new tools has also greatly improved the ability to balance sensitivity of
a database search with selectivity.

SCORING MATRICES FOR SIMILARITY SEARCHES

There are a number of choices of amino acid substitution matrices for use in similarity
searches of protein sequence databases (Henikoff and Henikoff 2000). The best perform-
ing matrices are now widely used, and they often are the default choice of the database
search program. The most important consideration to be made is that the scoring matrix
be in the log odds form so that statistical significance of the search results can be properly
evaluated. In the log odds matrix, each matrix entry is the observed frequency of substitu-
tion of amino acids A and B for each other in proteins known to be related divided by the
expected frequency of a chance substitution based on the frequency of A and B in proteins;
the resulting ratio is then converted to a logarithm. The score is simply the logarithm of
the odds that a pair of aligned amino acids is found because the sequences are related to a
chance alignment of the pair in an alignment between unrelated sequences. The log odds
form is useful because the probabilities that successive pairs in an alignment are related is
the product of the odds of each pair. When log odds values are used, the probabilities may
be found by addition in a much simpler calculation. Choice of the best scoring matrix for
sequence alignments is discussed in detail in Chapter 3 and on the book Web site and is
reviewed below.

PAM250 Scoring Matrix

For a long time, the Dayhoff PAM250 matrix was used for database searches. This scoring
matrix is based on an evolutionary model that predicts the types of amino acid changes
over long periods of time. The matrix is based on tallying the observed amino acid changes
in a closely related group of proteins that were 85% identical. The proteins were organized
into an evolutionary tree, and the predicted amino acid changes in the tree were used to
estimate the frequency of substitution of each amino acid for another. These frequencies
were then normalized to those expected if 1% of the sequence were to change, giving the
PAM1 matrix. This level of change roughly corresponds to those amino acid changes
expected over a period of 50 million years of evolutionary history. The substitution fre-
quencies in the PAM1 matrix were then extrapolated to predict the changes occurring over
longer periods of evolutionary time. For example, if D substitutes for E in the first PAM
period, then in the second period, there is an additional chance that D might substitute for
E. However, it is also possible that in a second PAM period the initial D substitution might
revert to E or change to any other amino acid. As more time passes, the type and frequen-
cy of each substitution between the beginning and end of the time period will change.
PAM250 represents a period of time at which only 20% of the amino acids will remain
unchanged, but the expected frequencies are extrapolated many times from those observed
in proteins that are 85% similar. Additional information concerning more recent substitu-
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tion matrices that are based on an evolutionary model is discussed in Chapter 3 and on the
book Web site. For many types of database searches, the PAM250 scoring matrix has been
replaced by the BLOSUM matrices.

BLOSUM62 Scoring Matrix

The amino acid substitution matrix used by the BLAST programs is the BLOSUM62 scor-
ing matrix. This matrix represents frequencies of amino acid substitutions observed in a
large number of related proteins, including some quite similar and some quite different
protein sequences. The observed substitutions are all lumped together to provide average
frequencies of substitutions without regard to the degree of divergence between sequences.
This approach appears to be more suitable for similarity searches in databases than using
the Dayhoff PAM250 matrix, probably because sequences separated by any evolutionary
distance may be more readily recognized. The Dayhoff matrices are also based on a much
smaller data set than the BLOSUM62 matrix. The BLOSUM scoring matrices were gener-
ated by S. Henikoff and J.G. Henikoff (1992), who searched for common sequence patterns
(blocks) of the same length among all of the related proteins in the Prosite catalog (see p.
428). They then added some additional related sequences in the current databases at the
time and scored the columns in a multiple sequence alignment of these patterns for amino
acid substitutions. In scoring the columns, some amino acid substitutions were much
more common than others because many of the sequences had the same amino acid. The
resulting BLOSUM matrices have a number to designate how much these repeated occur-
rences were weighted. The BLOSUM62 matrix uses only 62% of the repeats in one column
and thereby reduces the relative weight given to those substitutions in the matrix. Anoth-
er scoring matrix, BLOSUM50, which weights the repeated substitutions somewhat less,
has been found to be more suitable for database searches by the FASTA and SSEARCH
programs, which use different algorithms from BLAST. BLOSUM matrices give the best
results when the appropriate gap opening and gap extension are used, as discussed in
Chapter 3.

Other Scoring Matrices

In addition to the BLOSUM amino acid substitution matrices, a number of other scoring
matrices have been devised. The usefulness of various combinations of search programs
and substitution matrices for identifying that largest possible number of related sequences
in a database search, including remotely related sequences, has been studied in consider-
able detail. These studies are extensively reviewed and referenced in Chapter 3 and on the
book Web site.

LIMITING OUTPUT

Database similarity search programs tend to produce large volumes of output. It can
become difficult to screen this volume of material and to assess whether or not the more
remotely related sequences are really related to the query sequence. Thus, it is important
to limit the sequence output; there are some relatively simple procedures that may be fol-
lowed for each program, as described below. For searches of protein databases, avoid repet-
itive alignments with the same sequence by limiting searches to the protein sequence
databases that are well curated, such as SwissProt and PIR, as opposed to translated Gen-
Bank sequences (the Genpept database).



290 ■ C H A P T E R  7

METHODS

1. Translation of protein-encoding DNA sequences into protein sequences before performing sequence
comparisons has been shown to be a more effective way to identify related genes than direct compar-
isons of untranslated DNA sequences. This method also corrects for different codon usage, base com-
position, and other DNA sequence variations by different organisms. However, to search for a match-
ing DNA sequence in the same organism (e.g., a section of genomic DNA that is thought to encode a
protein is used as a query against an EST database for the organism), a nucleic acid search is more
appropriate. If the entire sequence does not encode a protein (e.g., the sequence is a genomic sequence
that includes introns), the sequence can be translated in all six reading frames to locate open reading
frames that may specify the amino acid sequence of a protein. The predicted translation product may
then be compared to a protein sequence database or a DNA sequence database that is translated in all
six reading frames. Alternatively, a gene annotation of the genomic DNA sequence—a predicted
amino acid sequence for the protein encoded by the gene that has been entered into the protein
sequence database—may be used, as described in Chapter 8. Masking low-complexity regions and
sequence repeats in the query sequence is also necessary in many cases because such regions tend to
give high-scoring alignments.

2. The carefully annotated protein sequence database (e.g., PIR, SwissProt) will provide a more manage-
able output list of matched sequences. However, investigators may also wish to expand the search to
include predicted genes from gene annotations of genomic sequences (see note 1 and Chapter 8) that
are frequently entered into the DNA sequence translation databases (e.g., DNA sequences in the Gen-
Bank DNA sequence databases automatically translated into protein sequences and placed in the Gen-
pept protein sequence database). To compare a protein or predicted protein sequence to EST
sequences of an organism, the ESTs should be translated into all six possible reading frames (Pearson
2000).

3. A matched database sequence that is listed should have a small E score and a reasonable alignment
with the query sequence (or translations of protein-encoding DNA sequences should have these same
features). The E (expect value) of the alignment score between the sequences gives the statistical
chance that an unrelated sequence in the database or a random sequence could have achieved such a
score with the query sequence, given as many sequences as there are in the database. The smaller the
E score, the more significant the alignment. A cutoff value in the range of 0.01–0.05 is used (Pearson
1996). However, the alignment should also be examined for absence of repeats of the same residue
or residue pattern because these patterns tend to give false high alignment scores. Filtering of low-
complexity regions from the query sequence in a database search helps to reduce the number of false
positives. The alignment should also be examined for reasonable amino acid substitutions and for the
appearance of a believable alignment (see Chapter 3 flowchart for a summary). One of the sequences
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may be shuffled many times, and each random sequence may be realigned with the other sequence
to obtain a score distribution for a set of unrelated sequences. This distribution may then be used to
evaluate the significance of the true alignment score (Chapter 3).

4. Including these extra steps may find additional members of a protein family that has too low a
sequence similarity to the original query sequence to be detected in the first search.

5. These types of searches are discussed later in the chapter.

6. Methods and considerations that need to be made for producing a multiple sequence alignment are
discussed in Chapter 4. Additional relationships among the matched sequences may be found by per-
forming a phylogenetic analysis based on the multiple sequence alignments as described in Chapter 6.
Such a phylogenetic analysis can reveal which sequence of several found in an organism is most close-
ly related to a query sequence and therefore is the most likely of the group to have the same function
as the query sequence.

7. For performing a large number of searches, there is a definite advantage to setting up the search pro-
grams on a local machine, especially since versions of the programs that run on most computer plat-
forms are available. One can then set up batch commands or scripts (shell or Perl scripts) for pro-
cessing the sequences and managing the returned data. The NCBI staff provides assistance in the form
of SEALS (a system for analysis of lots of sequences) at http://ncbi.nlm.nih.gov/Walker/
SEALS/index.html (Walker and Koonin 1997).

FASTA SEQUENCE DATABASE SIMILARITY SEARCH

FASTA is a program for rapid alignment of pairs of protein and DNA sequences. Rather
than comparing individual residues in the two sequences, FASTA instead searches for
matching sequence patterns or words, called k-tuples (Wilbur and Lipman 1983; Lipman
and Pearson 1985; Pearson and Lipman 1988). These patterns comprise k consecutive
matches in both sequences. The program then attempts to build a local alignment based
on these word matches. Due to the ability of the algorithm to find matching sequences in
a sequence database with high speed, FASTA is useful for routine searches of this type.
Comparable methods are the BLAST algorithm, which is faster, and of comparable sensi-
tivity for protein queries, and a Smith-Waterman dynamic programming algorithm, which
is much slower but more sensitive when full-length protein sequences are used as queries.
Detailed performance studies of these methods have been made, one showing that the
Smith-Waterman dynamic programming algorithm and FASTA outperformed BLAST
(Pearson 1995). The FASTA programs have all undergone recent enhancements that have
improved detection of more remotely related sequences. For sequence fragments, FASTA
is as good as Smith-Waterman methods. For DNA searches, FASTA is theoretically better
able than BLAST to find matches because a k-tuple smaller than the minimum obligatory
one of 7 (default size 11) for BLASTN (3 for TBLASTN, BLASTX, TBLASTX) may be used.
For reviews on using FASTA, see Pearson (1995, 1996, 1998). The following information
is largely based on these reviews and on information provided in the FASTA distribution
package.

FASTA3

FASTA has gone through a series of updates and enhancements leading to version 3,
denoted FASTA3. FASTA3 has improved methods of aligning sequences and of calcu-
lating the statistical significance of alignments. These changes result in a greatly
increased ability of FASTA3 to detect distantly related sequences. The FASTA package
is available by anonymous FTP from ftp.virginia.edu/pub/.



292 ■ C H A P T E R  7

FASTA compares an input DNA or protein sequence to all of the sequences in a target
sequence database and then reports the best-matched sequences and local alignments of
these matched sequences with the input sequence. The input sequence is usually in the
standard FASTA format, but it is also very easy to change sequence formats, as described
in Chapter 2. FASTA finds sequence similarities between the query sequence and each
database sequence in four steps illustrated in Figure 7.2.

In the initial stage of a search for regions of similarity, FASTA uses an algorithmic
method known as hashing, illustrated in Table 7.3. In this method, a lookup table showing
the positions of each word of length k, or k-tuple, is constructed for each sequence. The rel-
ative positions of each word in the two sequences are then calculated by subtracting the
position in the first sequence from that in the second. Words that have the same offset
position are in phase and reveal a region of alignment between the two sequences. Using
hashing, the number of comparisons increases linearly in proportion to average sequence
length. In contrast, the number of comparisons in dot matrix and dynamic programming
methods increases between the square and the cube of the average sequence length. In
FASTA, the k-tuple length is user-defined and is usually 1 or 2 for protein sequences (i.e.,
either the positions of each of the individual 20 amino acids or the positions of each of the
400 possible dipeptides are located). For nucleic acid sequences, the k-tuple is 4–6, and is
much longer than for protein sequences because short k-tuples are much more common
due to the four-letter alphabet of nucleic acids. The larger the k-tuple chosen, the more
rapid, but less thorough, a database search.

Significance of FASTA Matches

The methods used by FASTA to report the significance of a database search were revised in
later versions, and use of the latest version FASTA3 is strongly recommended. Similar
methods are used by the database search program SSEARCH, which is based on a slower
Smith-Waterman type of alignment. The statistical scores provide a reliable indication as
to whether or not the alignment scores for sequences found in a database search are sig-
nificant. This analysis provides the probability that scores between unrelated sequences
could reach as high a value as those found for the higher-scoring alignments (Pearson
1998). The statistical distribution of scores found in a database search follows the extreme
value distribution, described in detail in Chapter 3 (p. 96).

Recall that the parameters of the extreme value distribution, u and �, vary with the
length and composition of the sequences being compared, and also with the particular
scoring system. In database searches, the expected score between the query sequence and
an unrelated database sequence increases in proportion to the logarithm of the length of
the database sequence. The parameters change when a different scoring system, e.g., a dif-
ferent scoring matrix or gap penalty, is used. FASTA calculates these parameters from the
scores found with unrelated sequences during the database search. Some of the sequence
scores in the database search arise from matches with related sequences and must be
removed before the statistical calculations are performed. FASTA performs these tasks in
the following manner:

1. The average score for database sequences in the same length range is determined.

2. The average score is plotted against the logarithm of average sequence length in each
length range.

3. The points are then fitted to a straight line by linear regression.

4. A z score, the number of standard deviations from the fitted line, is calculated for each
score.
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Figure 7.2. Methods used by FASTA to locate sequence similarities. (A) The 10 best-matching
regions in each sequence pair are located by a rapid screen. First, all sets of k consecutive matches are
found by a rapid method described below. For DNA sequences, k is usually 4–6 and for protein
sequences, 1–2. Second, those matches within a certain distance of each other (for proteins, 32 for
k�1 and 16 for k�2) are joined along with the region between them into a longer matching region
without gaps. The regions with the highest density of matches are identified. The calculation is very
much like a dot matrix analysis described in Chapter 3, but is calculated in fewer steps. The diago-
nals shown in A represent the locations of these common patterns initially found in the two
sequences. (B) The highest-density regions of protein sequences identified in A are evaluated using
an amino acid substitution matrix such as a PAM or BLOSUM scoring matrix. A corresponding
matrix may also be used for DNA sequences. The highest-scoring regions, called the best initial
regions (INIT1), are identified and used to rank the matches for further analysis. The best-scoring
INIT1 region is shown marked by an asterisk. (C) Longer regions of identity of score INITN are gen-
erated by joining initial regions with scores greater than a certain threshold. The INITN score is the
sum of the scores of the aligned individual regions less a constant gap penalty score for each gap
introduced between the regions. Later versions of FASTA include an optimization step. When the
INITN score reaches a certain threshold value, the score of the region is recalculated to produce an
OPT score by performing a full local alignment of the region using the Smith-Waterman dynamic
programming algorithm. By improving the score, this step increases the sensitivity but decreases the
selectivity of a search (Pearson 1990). INITN and OPT scores are used to rank database matches.
Finally, not shown, an optimal local alignment between the input query sequence and the best-scor-
ing database sequences is performed based on the Smith-Waterman dynamic programming algo-
rithm. (Reprinted, with permission, from Pearson and Lipman 1988.)

5. High-scoring, presumably related sequences, and also very low
scoring alignments that do not fit the straight line are removed
from consideration.

6. Steps 1–5 are repeated one or more times.

7. The known statistical distribution of alignment scores is used to
calculate the probability that a Z score between unrelated or ran-
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dom sequences of the same lengths as the query and database sequence could be greater
than z,

The derivation of this equation is given in Chapter 3, page 108.

The expectation E of observing, in a database of D sequences, no alignments
with scores higher than z is given by e�DP and that of observing at least one score z is E
� 1 � e�DP. For P�0.1, this relationship is approximated by E�DP as indicated below.

8. Normalized similarity scores are calculated for each score by the formula z� � 50 � 10z.
Thus, an alignment score with a standard deviation of 5 has a normalized score of 100.
These normalized scores are reported in the program output.

9. The significance of an alignment score between a given sequence and a database
sequence may be further analyzed by aligning a sequence with a shuffled library or a
shuffled sequence with an unshuffled library (Pearson 1996) as described in Chapter 3,
page 116.

An example of a database search with FASTA, vers. 3 is shown in Figure 7.3.

E (Z �z) � D � P (Z � z) (2)

P (Z � z) � 1 � exp(�e�1.2825z � 0.5772)ss (1)

Table 7.3. Lookup method for finding an alignment

position 1 2 3 4 5 6 7 8 9 10 11
sequence 1 n c s p t a · · · · ·

position 1 2 3 4 5 6 7 8 9 10 11
sequence 2 a c s p r k

position in offset
amino acid protein A protein B pos A – pos B
--------------------------------------------------------------------
a 6 6 0
c 2 7 –5
k – 11
n 1 –
p 4 9 –5
r – 10
s 3 8 –5
t 5 –
--------------------------------------------------------------------
Note the common offset for the 3 amino acids c, s, and p.
A possible alignment is thus quickly found

protein 1 n c s p t a
| | |

protein 2 a c s p r k
Shown are fragments of two sequences that share a pattern c-s-p. All of the positions at which a given char-

acter is found are listed in a table. The positions of a given character in one of the sequences are then sub-
tracted from the positions of the same character in the second sequence, giving an offset in location. When the
offsets for more than one character are the same, a common word is present that includes those characters.
Common words, or k-tuples, in two sequences are found by this method in a number of steps proportional to
the sequence lengths.
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Versions of FASTA

There are several implementations of the FASTA algorithm (W. Pearson, release notes for
FASTA vers. 3 and earlier releases; Pearson et al. 1997; Pearson 1998) using newly devel-
oped algorithms (Zhang et al. 1997):

1. FASTA compares a query protein sequence to a protein sequence library to find similar
sequences. FASTA also compares a DNA sequence to a DNA sequence library.

2. TFASTA compares a query protein sequence to a DNA sequence library, after translat-
ing the DNA sequence library in all six reading frames.

3. FASTF/TFASTF and FASTS/TFASTS compare a set of short peptide fragments, as
obtained from analysis of a protein, against a protein sequence database
(FASTF/FASTS) or a DNA sequence database translated in all six reading frames
(TFASTF/TFASTS). The FASTF programs analyze a set of fragments following cleavage
and sequencing of protein bands resolved by electrophoreseis and the FASTS programs
data from a mass spectrometry analysis of a protein. Note that a different sequence for-
mat is required to specify the separate peptides (see http://fasta.bioch.virginia.
edu/fasta/).

Additional programs have been developed that are designed to align a DNA sequence
with a protein sequence, allowing gaps and frameshifts. If a DNA sequence has a high pos-
sibility of errors, such as EST sequences, the translated sequence may be inaccurate due to
amino acid changes or frameshifts. These programs are designed to go around such errors
by allowing gaps and frameshifts in the alignments. FASTX and TFASTX allow only
frameshifts between codons, whereas FASTY and TFASTY allow substitutions and
frameshifts within a codon. These programs have been shown to be very useful for gene
panning, the search for related sequences in EST databases (Retief et al. 1999).

1. FASTX and FASTY translate a query DNA sequence in all three reading forward frames
and compare all three frames to a protein sequence database.

2. TFASTX and TFASTY compare a query protein sequence to a DNA sequence database,
translating each DNA sequence in all six possible reading frames.

The above FASTA suite of programs is available as executable binary files for most com-
puter systems including Windows, Macintosh, and UNIX platforms (ftp.virginia.
edu/pub/FASTA).

The FASTA algorithm has also been adapted for searching through a pattern database
instead of a sequence database (Ladunga et al. 1996). FASTA-pat and FASTA-swap are
accessible at the Baylor College of Medicine Web site (http://dot.imgen.bcm.tmc.
edu:9331/seq-search/Options/fastapat.html). Instead of comparing a query sequence to a
sequence database, these programs compare the query sequence to a pattern database that
contains patterns representative of specific protein families (see below, p. 326). A match
between the query sequence and specific database patterns is an indication of a familial
relationship between that sequence and the sequences from which those database patterns
were generated.

Matching Regions of Low Sequence Complexity

FASTA and SSEARCH (described below) do not provide a method for avoiding low-com-
plexity sequences or sequence repeats (Pearson 1998). Such regions can lead to higher
scores between the query and database sequences than for other sequence pairs, thus giv-
ing the appearance that the sequences are related when they are actually not related. An
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Figure 7.3. Figure continues on next page.
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update of this feature can be anticipated in the near future. The BLAST2 programs
described below filter regions of low complexity in both DNA and protein query
sequences. Programs and Web sites for this purpose are described below in the description
of BLAST. The program PRSS in the FASTA distribution package provides a straightfor-
ward way of establishing whether or not low complexity plays a role in the alignment score
between two sequences. These programs shuffle the matching library sequences many
times and realign each of the shuffled sequences with the query sequence. Two levels of
shuffling are possible, one at the level of individual amino acids and a second at the level
of sequence segments of a chosen length. The first method explores the possibility that
restricted amino acid composition plays a role in the alignment, and the second that par-
ticular regions in the query sequence, such as sequence repeats, influence the score. If low
complexity at either level is a problem, high scores will be produced when shuffled
sequences are aligned with the query sequence. The distribution of scores from alignment
between shuffled and query sequences is used to compute the statistical significance of the
actual alignment score between the sequences. An example of using PRSS is presented in
Chapter 3 (p. 116).

Figure 7.3. Continued. Example of a FASTA, Vers. 3 search. The SwissProt protein database was searched with the human XPF
DNA repair protein on a local UNIX server with a locally written Web page interface. The recommended (default) BLOSUM50
amino acid scoring matrix and gap penalties of �12/�2 were used. Actual z scores are normalized to a mean of 50 and a stan-
dard deviation of 10 (normalized scores are indicated in this version of the program output in A as z�, in B as z, and in C as Z).
These values may be converted back to actual z scores for statistical calculations by subtracting 50 and dividing by 10. (A) His-
togram of the normalized similarity scores and the expected score distribution. The first column gives the lower score in each
range of scores, the second labeled “opt” is the number of optimized scores in that range, and the third labeled “E()” is the
number of alignment scores expected to be in that range for unrelated sequences based on the extreme value distribution and
the calculated values of u and �. The “�” signs outline an approximate curve for the actual score distribution and the “*” gives
the same information for the expected score distribution. Note the excellent agreement between the observed and expected
numbers until a normalized score �120 is reached, at which point some high-scoring alignments are revealed. (B) An evalua-
tion of the fit of the data to the expected curve is given by the Kolmogorov-Smirnov statistic, which compares the maximum
deviation between the observed and expected values. In his FASTA distribution notes, W. Pearson indicates that statistic val-
ues �0.10 (for N�30) reveal excellent agreement. If this statistic is �0.2, he suggests repeating the analysis with higher gap
penalties, e.g., �16, �4 rather than �12, �2. (C) Database sequences that have high normalized alignment scores are listed
along with the raw init1, initn, opt, z� score, and E() for a z� score of that value. E() gives the probability that alignment of the
query sequence with D database sequences unrelated to the query sequence could generate at least one such z� score. Note that
the first row of scores is that for aligning the query sequence with a database copy of itself, followed by very high-scoring align-
ments to two yeast DNA repair genes on the next rows. (D) Smith-Waterman local alignments are shown along with additional
information about the percent identity. A “:” in the alignment is an identity and “.” is a conservative substitution. Included is
a sketch indicating the extent to which the sequences can be locally aligned.
Figure continues on next page.
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Figure 7.3. Continued.

Recommended Steps for a FASTA Search

The following strategy is recommended for searches with FASTA for finding the most
homologous sequences in a database search while avoiding false-negative matches
(Pearson 1996, 2000):

1. Look for agreement between the real and theoretical distribution of scores. If the
query sequence has a low-complexity, repeated domain or if the gap penalties are
set too low, there may be an excess of unrelated sequences with E less than 0.1. If
there is an excess of three- to fivefold more sequences than expected in the score
range of 80–110, repeat the search after removing the low-complexity regions
from the query sequence (see page 308 for a description of this method) or else
increase the gap penalties from �12/�2 to �14/�4. Another test to apply is to
examine the number of high-scoring unrelated sequences with E smaller than 1.0.
If there are more than 5–10 such sequences, the analysis is suspect.
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Figure 7.3. Continued.

2. Recall that the expect score E of a database match is the number of times that an
unrelated database sequence would obtain a score higher than z just by chance.
For a match to be significant, E should be � 0.01–0.05. If the search has correctly
identified homologous sequences, the corresponding E values should be much less
than 0.01, whereas scores between unrelated sequences should be much greater
than this value; e.g, at least 0.5. If there are no E scores less than 0.1, the search has
not found any sequences with significant similarity to the query sequence.

3. If there are no matches with E less than 0.1, repeat the search with FASTA with
k-tuple � 1, or else use the Smith-Waterman dynamic programming method with
a program such as SSEARCH. If the program now finds matches with E less than
0.02, the sequences may be homologous, if there is not a low-complexity region in
the query sequence. Computer experiments with FASTA have revealed that
sequences with scores of 0.2–10 may also be homologous but have marginal
sequence similarity. For further study of this possibility, select some of these
marginal sequences and use them as query sequences for additional database
searches with FASTA. Additional family members with significant similarity may
then be found.

4. Confirm homology of marginal matches by shuffling the query or database
sequence many times to calculate the significance of the real alignment. The pro-
gram PRSS described in Chapter 3, page 116,  performs this task.
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BASIC LOCAL ALIGNMENT SEARCH TOOL (BLAST)

The BLAST algorithm was developed as a new way to perform a sequence similarity search
by an algorithm that is faster than FASTA while being as sensitive. A powerful computer
system dedicated to running BLAST has been established at NCBI, National Library of
Medicine. Access to this BLAST system is possible through the Internet (http://www.ncbi.
nlm.nih.gov/) as a Web site and through a BLAST E-mail server. There are also numerous
other Web sites that provide a BLAST database search. In addition to the BLAST programs
developed at the NCBI, an independent set of BLAST programs has been developed at
Washington University (see Table 7.2). These programs perform similarity searches using
the same methods as NCBI-BLAST and produce gapped local alignments. The statistical
methods used to evaluate sequence similarity scores are different, and thus WU-BLAST
and NCBI-BLAST can produce different results (see box below, point 11).

The BLAST Web server at http://www.ncbi.nlm.nih.gov/ is the most widely used one for
sequence database searches and is backed up by a powerful computer system so that there
is usually very little wait. Like FASTA, the BLAST algorithm increases the speed of
sequence alignment by searching first for common words or k-tuples in the query sequence
and each database sequence. Whereas FASTA searches for all possible words of the same
length, BLAST confines the search to the words that are the most significant. For proteins,
significance is determined by evaluating these word matches using log odds scores in the
BLOSUM62 amino acid substitution matrix. For the BLAST algorithm, the word length is
fixed at 3 (formerly 4) for proteins and 11 for nucleic acids (3 if the sequences are trans-
lated in all six reading frames). This length is the minimum needed to achieve a word score
that is high enough to be significant but not so long as to miss short but significant pat-
terns. FASTA theoretically provides a more sensitive search of DNA sequence databases
because a shorter word length may be used. Like FASTA, the BLAST algorithm has gone
through several developmental stages. The most recent gapped BLAST, or BLAST2, is rec-
ommended, as older versions of BLAST are reported to overestimate the significance of
database matches (Brenner et al. 1998). The most important recent change is that BLAST
reports the significance of a gapped alignment of the query and database sequences. For-
mer versions reported several ungapped alignments, and it was more difficult to evaluate
their overall significance. The statistical analysis of sequence alignments that made this
change possible is discussed in detail in Chapter 3, page 97.

5. Protein sequence alignments with 50% identity in a short 20- to 40-amino-acid
region are common in unrelated proteins. To be truly significant, the alignment
should extend over a longer region.

Steps Used by the BLAST Algorithm

Steps for searching a protein sequence database by a query protein sequence include the
following (Altschul et al. 1990, 1994, 1997; BLAST Web server help pages):

1. The sequence is optionally filtered to remove low-complexity regions that are not
useful for producing meaningful sequence alignments (see below).
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2. A list of words of length 3 in the query protein sequence is made starting with
positions 1, 2, and 3; then 2, 3, and 4, etc.; until the last 3 available positions in
the sequence are reached (word length 11 for DNA sequences, 3 for programs
that translate DNA sequences).

3. Using the BLOSUM62 substitution scores, the query sequence words in step 1
are evaluated for an exact match with a word in any database sequence. The
words are also evaluated for matches with any other combination of three amino
acids, the object being to find the scores for aligning the query word with any
other three-letter word found in a database sequence. There are a total of 20 �
20 � 20 � 8000 possible match scores for this one sequence position. For exam-
ple, suppose that the three-letter word PQG occurs in the query sequence. The
likelihood of a match to itself is found in the BLOSUM62 matrix as the log odds
score of a P-P match, plus that for a Q-Q match, plus that for a G-G match � 7
� 5 � 6 � 18. These scores are added because the BLOSUM62 matrix is made
up of logarithms of odds of finding a match in sequences. To find three consec-
utive matches, the likelihoods of each pair are multiplied because we are asking
that all characters match at the same time—the first pair and the second and the
third. Adding logarithms of scores is the equivalent of multiplying the raw odds
scores. Similarly, matches of PQG to PEG would score 15, to PRG 14, to PSG 13,
and to PQA 12. For DNA words, a match score of �5 and a mismatch score of
�4 are used, corresponding to the changes expected in sequences separated by a
PAM distance of 40 (see p. 90).

4. A cutoff score called neighborhood word score threshold (T) is selected to reduce
the number of possible matches to PQG to the most significant ones. For exam-
ple, if this cutoff score T is 13, only the words that score above 13 are kept. In the
above example, the list of possible matches to PQG will include PEG (15) but not
PQA (12). The list of possible matching words is thereby shortened from 8000 of
all possible to the highest scoring number of approximately 50.

5. The above procedure is repeated for each three-letter word in the query
sequence. For a sequence of length 250 amino acids, the total number of words
to search for is approximately 50 � 250 � 12,500.

6. The remaining high-scoring words that comprise possible matches to each three-
letter position in the query sequence are organized into an efficient search tree
for comparing them rapidly to the database sequences.

7. Each database sequence is scanned for an exact match to one of the 50 words cor-
responding to the first query sequence position, for the words to the second posi-
tion, and so on. If a match is found, this match is used to seed a possible
ungapped alignment between the query and database sequences.

8. (a) In the original BLAST method, an attempt was made to extend an alignment
from the matching words in each direction along the sequences, continuing for
as long as the score continued to increase, as illustrated below. The extension
process in each direction was stopped when the accumulated score stopped
increasing and had just begun to fall a small amount below the best score found
for shorter extensions. At this point, a larger stretch of sequence (called the HSP
or high-scoring segment pair), which has a larger score than the original word,
may have been found.
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L  P    P  Q  G    L  L  QUERY SEQUENCE
M  P    P  E  G    L  L  DATABASE SEQUENCE

<WORD>           THREE LETTER WORD FOUND  
INITIALLY

7 2 6           BLOSUM62 scores, word 
score = 15

<------    ------>
EXTENSION TO LEFT    EXTENSION TO RIGHT

2  7    7  2  6    4  4

<         HSP     >   HSP SCORE = 9 + 15 + 8 = 32

(b) In the later version of BLAST, called BLAST2 or gapped BLAST, a different
and much more time-efficient method is used. The method starts by making a
list of high-scoring matching words, as in steps 1–4 above, with the exception
that a lower value of T, the word cutoff score, such as 11 in our example, is used.
This change results in a longer word list and matches to lower-scoring words in
the database sequences. Matches between the query sequence and one database
sequence are illustrated below. The x’s mark positions of the words with scores
at least as high as the new value of T. The object is to use these short matched
regions lying on the same diagonal and within distance A of each other as the
starting points for a longer ungapped alignment between the words. Once found,
these joined regions are then extended using the method in part (a). Usually only
a few such regions are extended. Because the new matches depend on finding
two contiguous words, it is necessary to use a lower value of T to maintain the
same level of sensitivity for detecting sequence similarity. The newly found diag-
onals are then scored by summing the scores of the individually matched
sequence pairs (Fig. 7.4).

9. The next step is to determine whether each HSP score found by one of the above
methods is greater in value than a cutoff score S. A suitable value for S is deter-
mined empirically by examining the range of scores found by comparing random
sequences, and by choosing a value that is significantly greater. The high scoring
pairs (HSPs) matched in the entire database are identified and listed.

10. BLAST next determines the statistical significance of each HSP score. A proba-
bility that two random sequences, one the length of the query sequence and the
other the entire length of the database (which is approximately equal to the sum
of the lengths of all of the database sequences), could achieve the HSP score is
calculated. The topic of sequence statistics is discussed in detail in Chapter 3 and
therefore the procedure is only reviewed briefly here. The main problem encoun-
tered is that scores between random sequences can reach extremely high values
and become higher, the longer the random sequences. The probability p of
observing a score S equal to or greater than x is given by the equation,

p (S � x) � 1 �exp(�e��(x�u)) (3)

where u � [log (Km�n�)]/� and where K and � are parameters that are calculat-
ed by BLAST for the amino acid substitution scoring matrix, n� is the effective
length of the query sequence, and m� is the effective length of the database
sequence. Methods for calculating the parameters K and � are described in
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Chapter 3 and in greater detail on the book Web site.

The effective sequence lengths are the actual lengths of the query and database
sequences less the average length of an alignment between two random
sequences of the same length. m� and n� are calculated from the following rela-
tionship:

m� � m � (ln Kmn)/H (4)

n� � n � (ln Kmn)/H (5)

where H is the average expected score per aligned pair of residues in an align-
ment of two random sequences (Altschul and Gish 1996). H is calculated from
the relationship H � (ln Kmn)/l, where l is the average length of the alignment
that can be achieved between random sequences of lengths m and n using the
same scoring system as used in the database search. l is measured from actual
alignments of random sequences. H is similar to the relative entropy of a scoring
matrix described in Chapters 3 and 4, except that in this case, H is calculated
from alignments of random sequences for a given scoring matrix, usually BLO-
SUM62. The basis for using these reduced lengths in statistical calculations is
that an alignment starting near the end of one of the sequences is likely not to
have enough sequence to build an optimal alignment. Using this correction also
provides an improved match to statistical theory (Altschul and Gish 1996).

Note that the higher the value of H for a scoring matrix–gap penalty combi-
nation, the smaller the correction to the sequence length in Equations 4 and 5.
Hence, to obtain alignments with shorter sequences, a scoring system with a
higher H value is the most suitable combination. For example, for protein
queries in the length range 50–85, the BLAST help pages recommend using
BLOSUM80 with gap penalties (�10,�1) instead of BLOSUM62 with gap
penalties (�11,�1) because the value of H is higher. To see these recommenda-
tions, click on the matrix link on the main BLAST page. For the BLOSUM62
scoring matrix and ungapped alignments, these values are K � 0.14 and � �
0.318. The probability of the HSP score given by the above equation is adjusted
to account for the multiple comparisons performed in the database search. The
expectation E of observing a score S � x in a database of D sequences is approx-
imately given by the Poisson distribution,

Figure 7.4. Scoring diagonals in BLAST2.
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E � 1 � e �p(s � x) D (6)

and for p � 0.1, E is approximately pD. The expectation is the chance that a score
as high as the one observed between two sequences will be found by chance in a
search of a database of size D. Thus, E � 1 means that there is a chance that 1
unrelated sequence will be found in the database search. A similar expectation E
is calculated by FASTA and SSEARCH.

11. Sometimes, two or more HSP regions that can be made into a longer alignment
will be found, thereby providing additional evidence that the query and database
sequences are related. In such cases, a combined assessment of the significance
will be made. Suppose that two HSP scores are found; one set is 65 and 40, and
the second 52 and 45. Which combination of scores is more significant, the one
with the highest score (65 versus 52) or the one with the higher of the lower score
of each set (45 versus 40)? Two methods have been used by BLAST for calculat-
ing this probability (Altschul and Gish 1996). One, the Poisson method, assumes
that the probability of the multiple scores is higher when the lower score of each
set is higher (45 is better than 40). The other, the sum-of-scores method, calcu-
lates the probability of the sum of the scores. In this example, 65 � 40 � 105 is
more significant than 52 � 45 � 97. Earlier versions of NCBI-BLAST use the
Poisson method; WU-BLAST (Washington University BLAST) and gapped
BLAST use the sum-of-scores method. The most recent versions of NCBI-
BLAST2 perform a local gapped alignment of the sequences and calculate the
expect value of the alignment score. Such calculations became possible when it
was realized that a statistical score could be calculated for gapped alignments (see
Chapter 3, p. 112; Altschul and Gish 1996). To calculate the significance of the
gapped alignment score, values of K and � are determined on the basis of the
alignment scores of random sequences using a combination of scoring matrix
and gap penalties, and Equations 3 and 4 are then used.

12. Smith-Waterman local alignments are shown for the query sequence with each
of the matched sequences in the database. Earlier versions of BLAST produced
only ungapped alignments that included the initially found HSP. If two HSPs
were found, two separate alignments were produced because the two regions
could not be aligned without gaps. BLAST2 versions produce a single alignment
with gaps that can include all of the initially found HSP regions. From the dis-
cussion of improvements in the dynamic programming alignment in Chapter 3
and on the book Web site, recall that the procedure of aligning of sequences may
be divided into subalignments of the sequences, one starting at some point in
sequence 1 and going to the beginning of the sequences, and another starting at
the distal ends of the sequences and ending at the same position in sequence 1. A
similar method is used to produce an alignment starting with the alignment
between the central pair in the highest-scoring region of the HSP pattern as a
seed for producing a gapped alignment of the sequences. The score of the align-
ment is obtained and the expect value for that score is calculated.

13. When the expect score for a given database sequence satisfies the user-selectable
threshold parameter E, the match is reported. An example of a BLASTP v2 out-
put file is shown in Figure 7.5.



Figure continues on next page.
Figure 7.5. Example of BLASTP output. The BLAST server at http://www.ncbi.nlm.nih.gov/BLAST/, advanced version
BLAST2 was given the human XP-F DNA repair sequence in FASTA format (providing the sequence accession number is
another option). Program option BLASTP, database option SwissProt, and default program settings (gapped alignment, expec-
tation value � 10, and low-complexity filtering), and 10 descriptions and alignments were chosen. Expectation value is the
number of matches expected by chance between the query sequence and random or unrelated database sequences from a
database of the size used. If the program is allowed to report all of the matches that it finds, the number found will include at
least this many matches with unrelated sequences in the database. The BLAST Web site has excellent help pages that should be
consulted, especially when new updates of BLAST have revised Web pages. For example, one revised page did not provide an
option for changing the amino acid substitution matrix from the default BLOSUM62 scoring matrix. The comments given
below summarize the results of the above BLAST2 search. (A) BLAST version number, query sequence, and sequence database
are identified. (B) First, a graphical representation of the extent to which database sequences match the query sequence is
shown. Note that three database sequences can be aligned with the entire length of the query sequence and are therefore likely
to be highly significant alignments. Other alignments found are only with portions of the query sequence. The mouse may be
used to go directly to the alignments represented in the graph. The scores of the requested 10 highest-scoring database
sequences and the 1 identical database sequence are reported, one in each row. Each row includes the database sequence iden-
tifier where “sp” indicates a SwissProt match followed by SwissProt accession number and locus name, the score of the align-
ment in bits (see C), and the expectation value (E) of the alignment. E values of 0.0 and e�136 (which is 10 –136) in the first and
second rows indicate that the match is highly significant. The first match is to the query sequence itself and the next two match-
es are closely related to the query sequence as indicated by their low E scores. If older versions of BLAST that give ungapped
alignments or the ungapped option is used, or if the results are from BLASTX and TBLASTN searches, each row may have an
additional column displaying n, the number of HSPs found and the probability of the sum of these HSP scores, as indicated in
step 11 above. (C) Gapped alignments between the query sequence and the matched database sequences are shown. The query
sequence is named as such and the database sequence is called the subject sequence. Note the filtering of a low-complexity
region in the query sequence indicated by the replacement of sequence by X. Gaps are indicated by a dash. Shown in each align-
ment are the sequence ID and length, and the score of the alignment in bits (“score” is the sum of log odds scores of each match-
ing amino acid pair in the alignment less gap penalties; the raw score in bits is the log odds score in units of logarithms to the
base 2). The score shown in the program output is in units of normalized bits � (� � raw score � ln K) / ln 2. This number is
independent of the scoring matrix used, but the raw score in bits is also shown in parentheses. The expectation value E of chance
matches of unrelated sequences from a database of this size, percent identities in the alignment, percent positives in the align-
ment (identities plus positive scoring matches in the BLOSUM62 matrix), and percent of the alignment that is gaps are also
shown. (D) Statistical information about the search is provided, including the numbers found in the steps outlined above. The
statistical parameters K and �, which are different for gapped and ungapped alignments (Chapter 3), and the gap penalty scores
are also shown. This information will be useful as a basis for adjustment of the basic input parameters.
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Sequence Filtering

The BLAST programs include a feature for filtering the query sequence through programs
that search for low-complexity regions or for sequence repeats. Note that filtering is only
applied to the query sequence and not to the database sequence. These regions are marked
with an X (protein sequences) or N (nucleic acid sequences) and are then ignored by the
BLAST program. Such regions tend to give high scores that do not reflect sequence simi-
larity but rather the occurrence of low-complexity or repetitive sequences. Removing these
types of sequences increases emphasis on the more significant database hits. The NCBI
programs SEG and PSEG are used for amino acid sequences, and NSEG for nucleic acid
sequences (Wootten and Federhen 1993, 1996). The SEG programs are available by anony-
mous FTP from ncbi.nlm.nih.gov/pub/seg, including documentation. The program DUST
is also used for DNA sequences (see http://www.ncbi.nlm.nih.gov/BLAST/filtered.html).

Regions of low-complexity or repetitive sequences may be readily visualized in a dot
matrix analysis of a sequence against itself (see Chapter 3, p. 63). Low-complexity regions
with a repeat occurrence of the same residue can appear on the matrix as horizontal and
vertical rows of dots representing repeated matches of one residue position in one copy of
the sequence against a series of the same residue in the second copy. Repeats of a sequence
pattern appear in the same matrix as short diagonals of identity that are offset from the
main diagonal (see Fig. 3.6). Sequence complexity may also be analyzed by examining the
fraction of all possible residues that are represented in a sequence window.

The compositional complexity in a window of sequence of length L is given by (Woot-
ten and Federhen 1996)

where N is 4 for nucleic acid sequences and 20 for protein sequences, and ni are the num-
bers of each residue in the window. K will vary from 0 for very low complexity to 1 for high
complexity. Thus, complexity is given by:

Compositional complexities are sometimes calculated to logarithms to the base 2 to
produce scores in bit units. A sliding window (usually 12 residues) is moved along the
sequence, and the complexity is calculated at each position. Regions of low complexity are
identified, neighboring regions are then combined, and the resulting region is then
reduced to a single optimal segment by a minimization procedure. SEG is used for analy-

For the sequence GGGG,
L! � 4 � 3 � 2 � 1 � 24

nG � 4 nC � 0 nT � 0 n A � 0

	
All i

ni � 4 
 3 
 2 
 1 
 0! 
 0! 
 0! � 24 
 1 
 1 
 1 � 24 

K � 1/4 log 4 (24/24) � 0

For the sequence CTGA,
L! �24

n G � n C � n T � n A � 1

	n i � 1
All K � 1/4 log 4 (24/1) � 0.573

K � 1/L logN (L!/	
all i

ni!) (7)
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sis of either proteins or nucleic acids by the above methods. PSEG and NSEG are similar
to SEG but are set up for analysis of protein and nucleic acid sequences, respectively. These
versatile programs may also be used for locating specific sequence patterns that are char-
acteristic of exons (Chapter 8) or protein structural domains (Chapter 9). In database
searches involving comparisons of genomic DNA sequences with EST sequence libraries,
use of repeat masking is important for filtering the output to the most significant matches
(Claverie 1996).

In addition to low-complexity regions, BLAST will also filter out repeat elements (such
as human SINE and LINE retroposons; see Chapter 10). Another filtering program for
repeats of periodicity less than 10 residues (XNU; Claverie and States 1993) is used by the
BLAST stand-alone programs, but is not available on the NCBI server.

Another Web server, RepeatMasker (http://ftp.genome.washington.edu/cgi-bin/) screens
sequence for interdispersed repeats known to be present in mammalian genomes and also
can filter out low-complexity regions (A.F.A. Smeet and P. Green, see Web site above). A
dynamic programming search program (cross-match, P. Green, see Web site) performs a
search of a repeat database with the query sequence (Claverie 1996). A database of rep-
etitive elements (Repbase) maintained at http://www.girinst.org/!server/repbase.html)
by the Genetics Information Research Institute (Jurka 1998) can also be used for this pur-
pose.

Other BLAST Programs and Options

There are a number of different versions of the BLAST program for comparing either
nucleic acid or protein query sequences with nucleic acid or protein sequence databases.
If necessary, the programs translate nucleic acid sequences in all six possible reading
frames to compare them to protein sequences. These BLAST programs are shown in Table
7.4 along with the types of alignment, gapped or ungapped, that they produce. Table 7.5
lists the databases that are available, and Table 7.6 lists the options and parameter settings
that are available on the BLAST server. These various options may be chosen and are also
described on the main BLAST Web page at http://www.ncbi.nlm.nih.gov/. The results
produced by a sample BLASTP version 2 output are shown and described in Figure 7.5.

1. BLAST CLIENT (BLASTcl3) is a network-client BLAST that may be established on a
local machine and used to access the BLAST2 server (FTP at ncbi.nlm.nih.gov/blast/
network/netblast) rather than using a Web browser.

2. Stand-alone BLAST. Executable versions of all of the BLAST programs for Windows,
Macintosh, and UNIX platforms are available (FTP at ncbi.nlm.nih.gov/blast).

3. BLAST E-mail server. When the BLAST server is busy so that the interactive Web page
is slow and unresponsive, an alternative is to send the job by E-mail and to have the
results returned by E-mail. A standard format is required in the E-mail message, as
shown in Figure 7.6. The format changes periodically, therefore it is a good idea to send
for the current format by sending the message help to the BLAST E-mail server,
BLAST�ncbi.nlm.nih.gov. Note that there are obligatory and optional lines in the E-
mail message.

Other BLAST-related Programs

1. BLAST-enhanced alignment utility (BEAUTY). BEAUTY adds additional information
to BLAST search results, including figures summarizing the information on the loca-
tions of HSPs and any already known domains and sites present in the matching



Table 7.4. BLAST programs provided by the National Center for Biotechnology Information

Program Query sequence Database Type of alignmenta

BLASTP protein protein gapped
BLASTN nucleic acid nucleic acid gapped
BLASTX translated nucleic acidb protein each frame gapped
TBLASTN protein translated nucleic acidb each frame gapped
TBLASTXc translated nucleic acidb translated nucleic acidb ungapped

a Type of alignment available between query and database sequences in BLAST2. A gapped alignment is
usually preferred, if available. BLASTX and TBLASTN generate gapped alignment for each reading frame
found and may use sum statistics. TBLASTX provides only ungapped alignments and sum statistics.
Ungapped alignments available as option for BLASTP and BLASTN.

b Nucleic acid sequence is translated in all six possible reading frames and then compared to the protein
sequence.

c TBLASTX is a heavy user of computer resources and therefore cannot be used with the nr nucleic acid
database on the BLAST Web page.

Table 7.5. Databases available on BLAST Web server

Database Description

A. Peptide sequence databases
nr translations of GenBank DNA sequences

with redundancies removed, PDB, SwissProt, PIR, and PRF
month new or revised entries or updates to nr in the previous 30 days
swissprot latest release of the SwissProt protein sequence databasea

Drosophila genome provided by Celera and Berkeley Drosophila genome project
yeast yeast (Saccharomyces cerevisiae) genomic sequences
E. coli E. coli genomic sequences
pdb sequences of proteins of known three-dimensional structure

from the Brookhaven Protein Data Bank
yeast yeast (S. cerevisiae) protein sequences
E. coli E. coli genomic coding sequence translations
pdb sequences of proteins of known three-dimensional structure

from the Brookhaven Protein Data Bank
kabat [kabatpro] Kabat’s database of sequences of immunological interest
alu translations of select Alu repeats from REPBASE,

a database of sequence repeats

B. Nucleotide sequence databases
nr GenBank, EMBL, DDBJ, and PDB sequences with redundancies removed

(EST, STS, GSS, and HTGS sequences excluded)
month new or revised entries or updates to nr in the previous 30 days
dbestb EST sequences from GenBank, EMBL, and DDBJ with redundancies

removed
dbstsb STS sequences from GenBank, EMBL, and DDBJ with redundancies 

removed
htgsb high-throughput genomic sequences
kabat [kabatnuc] Kabat’s database of sequences of immunological interest
vector vector subset of GenBank
mito database of mitochondrial sequences
alu select Alu repeats from REPBASE, a database of sequence repeats;

suitable for masking Alu repeats from query sequences
epd eukaryotic promoter database
gssb genome survey sequences, includes single-pass genomic data,

exon-trapped sequences, and Alu PCR sequences
a The SwissProt database is carefully curated but not always up to date because updates are released after

longer intervals. SwissProt and PIR are the preferred protein databases for searches because the nr protein
database is a composite of several databases and has duplicates of many sequences. Unfortunately, PIR is not
provided as a separate choice on the database menu.

b Databases containing sequences that may have been less accurately determined.
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Figure 7.6. Example of request to the BLAST E-mail server.
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Figure 7.7. Example of BEAUTY output.
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database sequences (Worley et al. 1995). To make this enhanced type of analysis possi-
ble, a database of domains and sites was created for use with the BEAUTY program. A
new database of sequence domains and sites was made showing for each sequence in
ENTREZ the possible location of patterns in the Prosite catalog, the BLOCKS database,
and the PRINTS protein fingerprint database. This information is displayed in the fol-
lowing example of the program output (Fig. 7.7). The BEAUTY program is accessible
on the BCM Search Launcher (http://dot.imgen.bcm.tmc.edu:9331/seq-search/protein-
search.html).

2. BLAST searching with a Cobbler sequence. The BLOCKS server (http://www.
blocks.fhcrc.org) offers a variety of BLAST searches that use as a query sequence a con-
sensus sequence derived from multiple sequence alignment of a set of related proteins.
This consensus sequence, called a Cobbler sequence (Henikoff and Henikoff 1997), is
used to focus the search on residues that are in the majority in each column of the mul-
tiple sequence alignment, rather than on any one particular sequence. Hence, the search
may detect additional database sequences with variation unlike that found in the origi-
nal sequences, yet still representing the same protein family. An example of a Cobbler
sequence is shown in the BLOCKS search example on page 325.

3. BLAST2. This program uses the BLASTP or BLASTN algorithms for aligning two
sequences and may be reached at http://www.ncbi.nlm.nih.gov/gorf/bl2.html. This site
should be useful for aligning very long sequences, but sequences �150 kb are not rec-
ommended.

Table 7.6. Options and parameter settings available on the BLAST server

Range of choices
Parameter or values Function

Descriptions 0–500 number of matching sequences to report
Alignments 0–500 number of alignments to show
Expect 0.001–1000 number of matches from unrelated sequences

expected by chance from the selected database
smaller values decrease chance of reporting of such matches

Filter yes or no removes regions of low sequence complexity from the query
sequence because they can give misleading high scoring 
matches

NCBI-gi yes or no gi identifier shown in output
Genetic code various codon for translation of nucleic acid sequences

use tablesa

Graphical yes or no useful display of matches to the query sequence
overview mouse may be used to show alignment

Advanced options — type into space providedb

a Codon tables include standard, vertebrate mitochondrial, yeast mitochondrial, mold mitochondrial,
invertebrate mitochondrial ciliate nuclear, echinoderm mitochondrial, euplotid nuclear, bacterial, alterna-
tive yeast nuclear, ascidian mitochondrial, flatworm mitochondrial, and blepharisma macronuclear. These
are numbered 1–15, respectively, for E-mail access.

b Options include (where n is an integer 0,1,2, . . . ): �G n, penalty or cost to open a gap; �E n, penalty
to extend a gap; �q n penalty for a mismatch in BLASTN; �r n, match score in BLASTN; �W n, initial word
size; �v n, number of descriptions; b n, number of alignments to show; and –E r, expect value where r is a
real number such as 10.0. For example, to set the gap opening penalty to 10 and the gap extension penalty
to 2, click the mouse on the advanced options form and then type �G 10 �E 2. For more advanced search-
es of the entire proteome of an organism using stand-alone BLAST on a local machine, additional options
must be used, for example, effective database size, to obtain reliable statistical results.
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DATABASE SEARCHES WITH THE SMITH-WATERMAN 
DYNAMIC PROGRAMMING METHOD

The objective of similarity searching in a sequence database is to discover as many
sequences as possible that are similar to the query sequence. For proteins, the resulting col-
lection of sequences may represent a sequence family. Because there may be � 20% amino
acid identity (an alignment has this many identical residues) between some family mem-
bers, finding such distant relatives is a difficult task. The aforementioned programs,
FASTA and BLAST, are designed to find database sequences related to a query sequence
rapidly and with high reliability. They achieve their speed by searching first for short iden-
tical patterns in the query sequence and each database sequence and then by aligning the
sequences starting at these patterns. Because patterns are very often found in related
sequences, the methods work most of the time. FASTA and BLAST are not based on an
algorithm that guarantees the best or optimal alignment, but instead on a heuristic method
that works most of the time in practice; thus, they may fail to detect some distant sequence
relationships.

The Smith-Waterman dynamic programming algorithm discussed in Chapter 3 is
mathematically designed to provide the best or optimal local alignment between two
sequences and is therefore expected to be the most reliable method for finding family
members in a database search. Several studies discussed below have shown that such is the
case. The disadvantage of using dynamic programming is that it is 50–100 times slower
than FASTA and BLAST, and until recently a search could take up to several hours on a
typical medium-sized machine. With the advent of faster and more powerful computers
and improvements in the dynamic programming algorithm discussed in Chapter 3 (and
on the book Web site), it is now possible to perform database searches in an hour or less.
Some institutions have gone so far as to establish a powerful system of several computers
linked together in a parallel architecture that allows a search to be performed within min-
utes. Several of these sites listed below offer public access through the Web (Table 7.5). It
is important to examine the site for use of up-to-date databases and use of an appropriate
statistical analysis. Detection of distant sequence relationships depends on use of the sta-
tistical methods that have been developed for BLAST and FASTA. For routine use of
dynamic programming methods for database searches, establishing the program
SSEARCH (FTP to ftp.virginia.edu/pub/fasta; Pearson 1991; Pearson and Miller 1992) and
the appropriate sequence databases on a local UNIX server is recommended.

In several studies (Pearson 1995, 1996, 1998; Agarwal and States 1998; Brenner et al.
1998), it has been shown that using SSEARCH, which is based on the Smith-Waterman
dynamic programming algorithm, is more suitable for identifying related proteins of lim-
ited sequence similarity than FASTA and BLAST in a database search. In several of these
studies, known members of protein families are used as a query sequence searching for the
remaining members in a protein sequence database. In another study, the performance of
the sequence analysis methods was determined using protein sequences of known struc-
tural relationships (Brenner et al. 1998). The results are presented in terms of the sensitiv-
ity and selectivity of the algorithm, or the ability to identify correct family members,
including some that are only weakly similar, without incorrectly identifying other unrelat-
ed proteins as members (Pearson 1995, 1998). The ability to discriminate true from false
matches depends on the use of appropriate amino acid substitution matrices, gap opening
and extension penalties that provide local alignments, and a careful statistical analysis of
the search results using the extreme value distribution to predict scores from unrelated
sequences (Brenner et al. 1998; Pearson 1998). The program SSEARCH has the necessary
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Figure 7.8. Figure continues on next page.
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Figure 7.8. Example of SSEARCH. The PIR database was searched with the rat glutathione transferase sequence (EC
2.5.1.18). PIR was used to avoid multiple reports of the same sequence that is obtained with combined databases such as
Genpept. SSEARCH was obtained from ftp.virginia.edu/FASTA and compiled on a local UNIX server. The PIR database
was accessed by the program from the Genetics Computer Group sequence libraries, which are locally available. SSEARCH
was run in the UNIX command line mode since a Web page interface was not available. The program output is very simi-
lar to that of FASTA which is described in detail in Fig. 7.3. Note that, if not specified otherwise, SSEARCH uses the BLO-
SUM50 scoring matrix with gap penalties �12/�2. Like FASTA, the program calculates the statistical parameters � and K
from the alignment scores calculated for 50,000 unrelated sequences, and then uses these parameters to calculate the E-value
scores of the alignment scores with related sequences. The z values are calculated from a linear regression of the scores
against the logarithm of the sequence length, and deviations from this line are converted to standard z scores, as described
for FASTA. The glutathione transferases are a large and diverse group of sequences, some of which share very little sequence
similarity with the others (Pearson 1996). The large number of normalized scores �120 indicates that a large number of
related sequences were found in PIR. Only a few of the alignments are shown, and the alignment of the query sequence with
itself is omitted. Figure continues on next page.

features and is available for database searches. The reliability of the statistical scores report-
ed by FASTA, BLAST2, and SSEARCH has been determined using sequences of known
structural relatedness as a guide. The E-value scores reported by FASTA and SSEARCH are
reliable, with the number of false positives agreeing with the scores. BLAST2 E-value scores
also appear to be reliable (see Brenner et al. 1998).

An example of an SSEARCH vers. 3 database search is given in Figure 7.8. Several guest
Web sites for performing a database search with the Smith-Waterman dynamic program-
ming algorithm are listed in Table 7.7.

DATABASE SEARCHES WITH THE BAYES BLOCK ALIGNER

From the discussion so far, it is apparent that the fastest and most convenient way to per-
form sequence database searches is with the FASTA and BLAST2 programs. The much
slower Smith-Waterman dynamic programming programs, such as SSEARCH, may find
more distantly related sequences. The significance of the alignment scores can be accu-
rately evaluated by these programs. A even better method for detection of distant sequence
relationships has been described; this is the Bayes block aligner (Zhu et al. 1998), which
was previously discussed in Chapter 3 (p. 126). This program requires several series of
computational steps roughly proportional to the product of the sequence lengths and is
therefore considerably slower than SSEARCH. As an indication of length of time required,
alignment of two standard-sized proteins scoring 7 blocks with all available BLOSUM or
PAM matrices on the author’s 500 MHz laptop with 500 megabytes of memory running
the Linux operating system took less than 10 seconds.



Figure 7.8. Continued.
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Evaluation of programs for finding related proteins is usually based on searches in
databases for families using sequence similarity (Pearson 1998). A more difficult type of
evaluation is based on the searches of structural databases (Brenner et al. 1998). In these
databases, discussed in Chapter 9, the sequences have been organized into families having
similar three-dimensional structures. Three of these databases representing groups of pro-
teins that have less than 25%, 35%, or 45% identities (Hobohm et al. 1992) were searched
using representatives of structural families in each. In each case, the block aligner slightly
but significantly outperformed SSEARCH in finding structural relatives. For example, at
the 1% false-positive level, the Bayes block aligner found an average of 14.4% of the pro-
teins in the less-than-25% identity group, whereas SSEARCH with usual scoring matrix,
gap penalties, and statistical score options found 12.9%, a difference of 1.5%. In addition,
the Bayes block aligner can align sequences that have very little similarity but provide align-
ments that closely match those found by a careful structural analysis described in Chapter
9 using the VAST program (Madej et al. 1995). A similar study (Brenner et al. 1998) com-
pared the ability of BLAST2, FASTA, and SSEARCH to identify proteins in the families of
the SCOP structural database (Murzin et al. 1995, and see Chapter 9).

The Bayes block aligner uses a new method for producing sequence alignments. The
method, discussed in detail in Chapter 3, starts by finding all possible blocks, which are
patterns without gaps, that are located in two sequences. A large number of possible align-
ments between two sequences are generated by aligning combinations of blocks. Gaps will
be present between the blocks, as illustrated in Figure 7.9. The sequence alignments are

Table 7.7. Examples of guest Web sites for performing a database search based on the Smith-Waterman dynamic pro-
gramming algorithm

Server/program Reference Web address

BCM Search Baylor College of Medicine http://dot.imgen.bcm.tmc.edu:9331/
Launcher seq-search/protein-search.html
(with programming 
links to several servers)

bic-swa Bic server http://www.ebi.ac.uk/bic_sw/
European Bioinformatics Institute

Mpsearchb National Institute of http://www.dna.affrc.go.jp/htbin/mp_PP.pl
Agrobiological Resources,
Tsukuba, Japan

Scanps G.Barton, European Bioinformatics http://barton.ebi.ac.uk;
Institute http://www.ebi.ac.uk/scanps

SSEARCH DNA Databank of Japan http://www.ddbj.nig.ac.jp/E-mail/homology.html
E-mail server 

Swatc Phil Green, University http://www.genome.washington.edu/UWGC/ 
of Washington analysistools/swat.htm

A comprehensive list of servers for these types of analyses may be found at http://www.sdsc.edu/ResTools/biotools/biotools1.html.
a Bic-sw provides a combination of amino acid scoring matrix and gap penalties and also length-normalized z scores (similar to

FASTA and BLAST) which are most appropriate for resolving more distantly related sequences.
b MPSearch is an extremely fast implementation of the Smith-Waterman dynamic programming algorithm by J.F. Collins and S.

Sturrock, Biocomputing Resource Unit, the University of Edinburgh, distribution rights by Oxford Molecular Ltd. An E-mail server is
at http://www.gen-info.osaka-u.ac.jp/. Some versions of the Mpsearch algorithm at this site use the same penalty for all gaps, others use
gap opening and extension penalties. The former is designed to find similar sequences in which gaps are less important in the align-
ment, the latter the more distant sequence alignments. An on-line manual is available at http://www.dna.affrc.go.jp/htdocs/
MPsrch/MPsrchMain.html. Current versions of these programs rank the sequences found by two kinds of scoring systems. A statisti-
cal analysis is performed but the scores do not appear to be length-normalized. Hence, the sensitivity of the program may not exceed
that shown by FASTA (Pearson 1996).

c Includes Smith-Waterman and Needleman-Wunsch search algorithms. Calculates statistical significance using extreme value statis-
tics (like FASTA and BLAST).

A Web page describing
Bayesian bioinformat-
ics and the source of
the Bayes block aligner
software is located at
http://www.wadsworth.
org/resnres/bioinfo/.
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scored only where the sequences are aligned in the blocks: There is no gap penalty as in the
dynamic programming method of alignment.

Alignments are also scored differently by the Bayes block aligner than by the dynamic
programming method. In the Bayes block aligner, a set of amino acid substitution matri-
ces is used. Each scoring matrix models a different degree of substitution between the
sequences, and the matrices that best represent this degree should give the highest align-
ment scores. When PAM-type matrices are used, the evolutionary distance between parts
of sequences can be estimated knowing the best-scoring matrix. When the analysis has
been completed, there are a large number of possibilities to sort out, including choices of
block number, alignments, and scoring matrices.

By using a Bayesian statistical analysis of the results, it is possible to derive block align-
ments in which amino acids in each sequence are most often associated, regardless of the
many possible choices. These alignments are represented as the posterior probability of
aligning those amino acids given the initial preferences of block number and scoring
matrices. It is these block alignments that are statistically the best representation of the
alignment between two sequences. From the Bayesian analysis, the probability that the
sequences are related may be calculated from the posterior probabilities of block number
by examining the analysis for evidence that the block number is greater than zero. If this
calculation, described in Chapter 3 (p. 130), yields a probability greater than 0.5, the
Bayesian analysis supports a relationship between the sequences (Zhu et al. 1998)

DATABASE SEARCHES WITH A SCORING MATRIX OR PROFILE

The methods for database searching discussed so far in this chapter are based on using a
single query sequence to search a sequence database. Another method of database search-
ing is to use the variation found in a multiple sequence alignment of a set of related
sequences to search for matching database sequences. This enhanced type of search will
locate database sequences that match new combinations of sequence characters in the mul-
tiple sequence alignment. For example, if column 1 of a multiple sequence alignment
includes the amino acids P and Q and column 2 the amino acids D and E, then database
sequences that match all four combinations of these two amino acids can be found, where-
as only the combinations found in the original sequences would be matched if single query
sequences were to be used.

Multiple sequence alignments represent the occurrence of one or more patterns com-
mon to a set of sequences. These patterns may be relatively short or may include long con-
served stretches of sequence. In Chapter 4, two methods for identifying a common set of
patterns in sequences were described. The first extracts a set of patterns from a multiple
sequence alignment, which can be produced by methods such as dynamic programming,

Figure 7.9. Alignment found by the Bayes block aligner. The alignment between two sequences
includes ungapped blocks (marked by x where aligned x’s may be identical or substitutions; there will
be at east one identity in each block used to identify the block) and intervening unaligned regions with
gaps (marked by o for unaligned residue and � for a gap). These two regions are designed to repre-
sent conserved structural alignments in the protein core and variable surface loops, respectively. A
large number of alignments of this type involving different combinations of blocks are found. These
alignments are then evaluated by a set of scoring matrices. The best alignment is then derived by a
Bayesian statistical analysis, described in Chapter 3.
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genetic algorithms, or hidden Markov models. The second uses pattern finding and statis-
tical methods, including expectation maximization and Gibbs sampling methods, to locate
patterns in unaligned sequences. Hidden Markov models are also useful for representing a
set of conserved patterns that includes gaps, in a protein family. The resulting PROFILE
HMM (Durbin et al. 1998) may then be used to search a query sequence for matches to the
set of patterns. Chapter 4 should be consulted for a discussion of these methods; the rele-
vant programs and Web sites are described below.

To search a sequence database for matches to a set of patterns, the sequence informa-
tion is stored as a matrix of 20 rows, one row for each amino acid, and n columns, one col-
umn for each column in the multiply aligned sequence patterns. In addition, there may be
extra rows for ambiguous or unidentified symbols and, in the sequence profile matrix,
there are rows for gap opening and extension penalties. Examples are shown in Figures
4.11 and 4.12 in Chapter 4.

The simplest scoring matrix, the position-specific scoring matrix (PSSM), represents an
alignment of sequence patterns of the same length (no gaps). The production of a PSSM is
also discussed in Chapter 4 (p. 192). To summarize, the sequence patterns are first aligned
as a multiple sequence alignment so that corresponding residues are in the same column.
Raw amino acid counts are first found by summing the numbers in each column of the
alignment, and these numbers are placed in the corresponding columns of the scoring
matrix, one for each amino acid in the designated row. These counts are then adjusted by
a weighting method designed to prevent overrepresentation of the amino acids in the more
closely related sequences. Otherwise, the matrix would be more tuned to those sequences
than to the less-alike ones in the group. To these raw scores, additional counts are added
based on previously observed general types of amino acid variations in alignments of relat-
ed proteins. The idea behind this strategy is that the small number of sequences usually
present in these alignments does not represent the full range of expected amino acid vari-
ations. Therefore, additional pseudocounts are added based on substitution patterns found
in an amino acid substitution matrix or representative blocks in the BLOCKS database
(Dirichlet mixtures). The statistical basis for adding counts is that including prior infor-
mation in the form of pseudocounts should increase the sensitivity of the scoring matrix.
The sum of the raw and additional counts in each column is then divided by the expected
frequency of the amino acid from the data or from other sources. The resulting ratio rep-
resents the odds for finding a match of another related sequence to the column divided by
the chance of a random match with an unrelated sequence. For ease in multiplying prob-
abilities by adding their logarithms, each odds score is converted to a log odds score, usu-
ally to logarithms to the base 2. The log odds score for each column in the alignment is
placed in the corresponding column of the matrix, and there is one row of scores for each
amino acid that is the same width as the pattern window. The resulting PSSM is easy to
align with a sequence, as discussed below.

SEARCHING SEQUENCE DATABASES WITH A POSITION-SPECIFIC 
SCORING MATRIX OR SEQUENCE PROFILE

Aligning a PSSM with a protein sequence is illustrated in Figure 7.10. Every possible
sequence position is scored by sliding the matrix along the sequence one position at a time.
The amino acid substitution scores in each column of the PSSM are used to evaluate each
sequence position. Positions with the highest scores are the best matches of the corre-
sponding set of sequence patterns with the sequence. In searches of a sequence database,
those sequences with a region that is a close match to the pattern will produce the highest
scores and may be readily identified.
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Scoring matrices that correspond to a sequence profile also include two extra rows for
gap penalty scores (sometimes these scores may be found in extra columns if the labeling
of the rows and columns is reversed). When aligning this type of scoring matrix with a
sequence, a similar procedure to the above is followed in that the score for matching the
profile scoring matrix to each sequence character is calculated. In addition, a gap of any
length may be inserted into the sequence or profile at that position, and the gap penalties
are those given in the relevant column of the profile. The gap penalties are usually quite
high with respect to the match scores, but are less when gaps were present in the original
multiple sequence alignment. The problem of finding the best alignment between the pro-
file and a given start position in the sequence is similar to the problem of aligning two
sequences. As with alignment of sequences, the dynamic programming algorithm is used,
except that the match scores and gap penalties are site-specific and are the values given in
the profile columns.

Figure 7.10. Scoring an alignment of a PSSM with a sequence. Only a few matrix values are shown
for simplicity. The PSSM is first aligned with sequence position 1 so that columns 1–10 match posi-
tions 1–10 in the sequence. The column values that match each sequence position are then added to
give a total log odds score for sequence position 1. The PSSM is then moved to sequence position 2
and a new score for matches with sequence positions 2–11 is calculated. This process if repeated until
the last 10 sequence positions are matched. The highest scores represent the best matches of the motif
represented by the PSSM to the sequence. This type of scoring system preferentially rewards matches
to columns that have a conserved amino acid more than to matches with variable columns, and penal-
izes mismatches to columns that have a conserved amino acid more heavily than mismatches to vari-
able columns.
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Web sites and programs for finding common motifs and profiles in a set of related
sequences or for searching a protein sequence database with these patterns are listed in
Table 7.8. Also shown are sites that can be given an ambiguous pattern, called a regular
expression, to use in a protein sequence database search. The first programs available for
producing profiles and using these for sequence searches were Profilemake for making
profiles from a multiple sequence alignment, Profilegap for aligning a profile with one or
more sequences, and Profilesearch for searching a protein sequence database with a profile
(Gribskov and Veretnik 1996). These programs are best known as components of the
Genetics Computer Group suite of programs. Profiles produced by newer versions of these
programs use evolutionary predictions of the amino acid changes in each column, which

Table 7.8. Programs and Web sites for database similarity searches with a regular expression, motif, block, or profile

Program Database searched Source or location of analysis

1. Regular expressions and motifsa

EMOTIF Scan SwissProt and Genpept http://dna.stanford.edu/scan/
Prosite patterns SwissProt and TrEMBL http://www.expasy.ch/tools/scnpsit2.html
ISREC pattern-

finding service SwissProt and non- http://www.isrec.isb-sib.ch/software/PATFND_form.html
redundant EMBL database

fpat PDB SwissProt Genpept http://www.ibc.wustl.edu/fpat/
PHI-BLAST BLAST databases http://www.ncbi.nlm.nih.gov/
MOTIF SwissProt, PDB, http://www.motif.genome.ad.jp/MOTIF2.html

PIR, PRF, Genes

2. Blocks
BLOCKSb most databases http://www.blocks.fhcrc.org/blockmkr/make_blocks.html
MASTc most databases http://meme.sdsc.edu/meme/website/
BLIMPSd locally available anonymous FTP ncbi.nlm.nih.gov/repository/blocks/unix/blimps

databases
Probee BLAST databases anonymous FTP ncbi.nlm.nih.gov/pub/neuwald/probe1.0
Genefindf PIR http://pir.georgetown.edu/gfserver

3. Profiles
Profilesearchg locally available anonymous FTP ftp.sdsc.edu/pub/sdsc/biology/profile_programs

databases
Profile-SSh most databases http://www.psc.edu/general/software/packages/profiless/profiless.html

These resources search for similarity to a sequence pattern. Resources for producing patterns from aligned or unaligned sequences
are described in Chapter 4. An individual sequence may also be searched for matches to a motif database, and this procedure is dis-
cussed in Chapter 9. Additional resources for database searching are listed in Bork and Gibson (1996).

A statistical estimate of finding the site by random chance in a sequence is sometimes but not always given. Reading how these esti-
mates are derived by the individual programs is strongly recommended. The statistical theory for sequence alignments described in
Chapter 3 can be used in these types of analyses (Bailey and Gribskov 1998) but may not always be implemented.

a The Scan Web page shows how to compile a regular expression. Mismatches within the expression are allowed. The Prosite form
of a regular expression is at http://www.expasy.ch/tools/scnpsit3.html. PHI-BLAST is a BLAST derivative that searches a given sequence
for a regular expression and then searches iteratively for other sequences matching the pattern found, at each iteration including the
newly found sequences to expand the search.

b The BLOCKS server will send a new block analysis to the MAST server.
c MAST is the Motif Alignment and Search Tool (Bailey and Gribskov 1998). Available protein databases are similar to those on the

BLAST server. It is also possible to search translated nucleotide sequence databases.
d BLIMPS will prepare a PSSM from a motif and perform a database search with the PSSM (see README file on FTP site).
e PROBE (Neuwald et al. 1997) is described in the text.
f The GENEFIND site has the program MOTIFIND for Motif Identification by Neural Design (Wu et al. 1996). This motif finder

uses a neural network design to generate motifs and a search strategy for those motifs. The method performed favorably in sensitivity
and selectivity with others such as Blimps and Profilesearch and is in addition very fast. Neural networks are described in Chapters 8
and 9.

g Profilesearch is one of a set of programs in the GCG suite (see text). It is important to review the parameters of the program which
if used inappropriately can lead to incomplete or low-efficiency searches (Bork and Gibson 1996).

h A version of Profilesearch running at the University of Pittsburgh Supercomputing Center.
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improves the ability of the profile to find related proteins in a database search. Methods for
making evolutionary profiles and for using them are discussed in Chapter 4 (p. 163). Pro-
file searches may be performed at two supercomputer centers (Table 7.8). The standard
Genetics Computer Group multiple sequence alignment format, the MSF file (described in
Chapter 2), is used as input to these programs. READSEQ and other sequence reformat-
ting programs can be used to change the sequence format to the MSF format (see Chapter
2), which can then be used with Profilemake.

There is a difference in the way PSSM and the profile matrix are generated that should
influence the results of a database search. The PSSM treats all amino acids as being equal,
so that matching an Ala with an Ala is as significant as matching a Cys with a Cys. Scores
for amino acid substitutions are based on the distribution of amino acids in each column
of the alignment on which the PSSM is based. Profile scores are also based on the distri-
bution of amino acids in each column of the alignment, but the matrix values are also
derived from an amino acid substitution matrix, such as the Dayhoff PAM matrices.
Hence, the PSSM and profile methods should give different results.

To illustrate these methods, the results of finding blocks by the BLOCKS server, and of
using motifs found by the MEME server, for a search of the SwissProt database by MAST
are given below. The terms “blocks” and “motifs” are used interchangeably by these sites
in that both mean a reasonably long ungapped pattern in a family of protein sequences.
Once matching sequences have been found, other searches can be performed with sets of
blocks or motifs of shorter or longer length and of more occurrences. Use of the program
MACAW, which runs on many computer platforms with a Windows interface, is also very
useful for exploring motif size and number (see Chapter 4, p. 177). This program can find
motifs either by an alignment method using an amino acid scoring matrix or by the statis-
tical Gibbs sampling method. The relative positions of the found motifs are shown on a
graphical representation of the sequences.

Example: BLOCKS Server 

This Web server takes a set of unaligned sequences and finds blocks of sequence (match-
ing ungapped patterns) that are present in the sequences. A request to the BLOCKS Web
site to find blocks in three sequences similar to the human XPF DNA repair gene was
made, and an example of the program output is shown in the following example (Fig.
7.11). The sequences were input into a Web form in FASTA format. The server finds
blocks by two methods, a pattern-searching method called MOTIF and a statistical
method called the Gibbs sampler. These two methods are described in detail in Chapter
4 (pp. 171 and 177). The blocks found by each method may not be the same because
each method uses a different algorithm. Examples of a representative block found by
MOTIF, www.bloA is shown in Figure 7.11A. Also shown is a portion of a Cobbler
sequence of one of the input sequences, xpf95.pro, an Arabidopsis gene. In the Cobbler
sequence, the sequence in xpf95.pro corresponding to each block location has been
replaced by a consensus sequence derived from bloA. These replaced regions are capi-
talized. In Figure 7.11B, an example of a Gibbs sampler block also called www.bloA is
shown. A Cobbler sequence was also produced from these blocks (not shown). There
are two options given after each list of blocks: (1) the Cobbler sequence may be used in
a BLAST search and (2) the blocks may be sent to the MAST server to search a protein
sequence database.
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Figure 7.11. Example of BLOCK output.

Example: Motif Alignment and Search Tool (MAST) Server 

The MAST server searches a protein database for best matches to a set of ungapped
motifs or blocks (Bailey et al. 1997). The motifs may also be found by MEME by sub-
mitting unaligned sequences to the MEME server for analysis by a statistical method, the
expectation maximization method, described in Chapter 4. A MEME output example is
shown as Figure 4.15. The same three DNA repair sequences as used above were input
into a Web form in FASTA format. To simplify output of many possible choices, MEME
was asked for one motif per sequence and for up to six different motifs of short length.
Once received by E-mail, the motif messages were saved to a local file, and then this file
was submitted to the MAST server (http://www.sdsc.edu/MEME) using the Browse
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OTHER METHODS FOR COMPARING DATABASES OF SEQUENCES AND PATTERNS

One variation of the method for comparing sequences and patterns is to search a query
sequence with a database of patterns (search type E, Table 7.1). If the sequence contains
patterns representative of a protein family, the sequence is a candidate for membership in
that same family. A large number of protein pattern databases are available (Table 9.5),
most of them offering this type of search.

FASTA-pat and FASTA-swap are versions of FASTA that may be used for comparing a
query sequence to a database of patterns characteristic of protein families. They are
designed to search for remotely related protein sequences by a finely tuned system of

option of the Web page to read the newly made local file of the MEME output. Using a
short file name with a short subdirectory listing was necessary because there is not
much space on the Web form. It is also possible to submit an already-found motif in
GCG, MEME, or PSSM format (see http://www.sdsc.edu/MEME/meme/website/
motif-format.html). Another method for readily accessing MAST is through the
BLOCKS server. As shown in Figure 7.11, unaligned sequences are searched for blocks
by two methods, and from the BLOCKS Web page, the results may be immediately sub-
mitted to the MAST server. MAST uses the method shown in Figure 7.10 to align the
blocks with each database sequence. If not specified otherwise, the output files are sent
by E-mail as HTML files suitable for viewing by a Web browser. These files have some
nice graphical features. These files are first saved to a file and then opened with a Web
browser.

Alternatively, the files may be requested in text format, as was done below (Fig. 7.12).
The initial list in the MAST output is of the motifs found by MEME. Note that motifs
are given an ID number (1–6) that is used later in the MAST report. Section I then lists
the scoring matches found in the SwissProt sequence database. The expect value is the
number of unrelated sequences in a database of the size of SwissProt that would achieve
a score as high as the one shown with the motifs used in the search and is based on the
scores of individual motifs with the sequence using the extreme value distribution (Bai-
ley and Gribskov 1998). The highest-scoring matches are with the two input DNA
repair proteins but then there are several lower-scoring matches with other proteins
that interact with DNA, suggesting a common structural motif; however, caution is
necessary in interpreting these kinds of matches (Bork and Gibson 1996). One of the
input sequences was that of an Arabidopsis DNA repair protein that is not reported
because it is not in the database yet. Section II shows the locations of the motifs in each
sequence. The motifs are shown in brackets and numbered as at the top of the file. Note
that the order in the first three sequences is approximately the same, but that there are
more and more variations going down the list, reflecting more divergence. Finally, in
section III, the matched motifs are aligned with the matched sequence. At each aligned
position, the motif number, the P value of each match, the motif sequence giving the
best match between sequence and motif, and a plus sign to indicate sequence letters
corresponding to a positive match score in the motif column are given. A diagram
shows the order of the motifs found and a combined P (combined probability for
matching all matrices to an unrelated sequence) and E score (expectation of finding
these matches with an unrelated sequence in a database of the size searched). The com-
bined probabilities are calculated using the extreme value distribution as used for deter-
mining the significance of FASTA and BLAST scores (Bailey and Gribskov 1998).
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amino acid matches. The FASTA algorithm normally identifies sequence similarity very
rapidly by a method for finding common patterns, or k-tuples, in the same order in two
sequences. In FASTA-pat and FASTA-swap, the same rapid method is used to find com-
mon patterns. FASTA-pat performs a faster method of comparing sequences to patterns by
means of a lookup table, as described above (Table 7.3). FASTA-swap performs a more rig-
orous search for the most significant matches of sequence to patterns.

These programs use databases of patterns found in columns of multiple sequence align-
ments of related protein sequences. Multiple sequence alignments of a large number of
protein families were prepared using the PIMA program (see Chapter 4, p. 160). From
these alignments, a large number of conserved patterns were identified, and the pattern
was placed in a new type of scoring matrices. Unlike PSSMs, the columns in these matri-
ces only indicate whether or not a given amino acid is present; there is no score indicating
frequency.

In addition to these pattern matrices, two log odds scoring matrices, weighted-match
minimum average matrix (WMM) and empirical matrix (EMMA), were prepared from
the scoring matrices. These scoring matrices are used by FASTA-pat and FASTA-swat for
comparing a query sequence with a database of pattern matrices.

The scoring system takes into account the possibility that the substitution of amino acid
a for amino acid b may not be as likely as the substitution of b for a. An example from

Figure 7.12. Example of MAST output. Figure continues on next page.
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Ladunga et al. (1996) is informative. On the one hand, if an alignment column has 9 Cys
and 1 Ala, the substitution of Ala for Cys in this column would be given a low substitution
score because Cys is involved in disulfide bonds and this function cannot be replaced by
Ala. Cys-to-Cys substitutions receive a high score for the same reason. On the other hand,
if a column has 1 Cys and 9 Ala, then the Cys might readily substitute for the Ala, which
has no comparable specific function. The substitution of Cys for Ala is considered to be a
random insertion of no particular significance and is therefore given a corresponding like-
lihood score of zero. When aligning a query sequence to a pattern, a single amino acid in
the sequence is matched to a series of possible substitutions in the pattern. WMM uses the
minimum of the scores for aligning the amino acid in the query sequence with each of the
amino acids in the pattern. WMM gives significantly better results than EMMA, probably
because it is more finely tuned for detecting the types of variations in related sequences.

Figure 7.12. Continued.
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Program outputs of FASTA-pat and FASTA-swap are very similar to those of FASTA
described above.

Another type of pattern database searching is to use a pattern query to search a database
of patterns. The LAMA (Local Alignment of Multiple Alignments) server at the BLOCKS
Web site, described below, performs such a search. A final variation is to use a query
sequence, called a Cobbler sequence (see Fig. 7.11), modified by substituting a consensus
sequence for the corresponding part of the sequence. The BLOCKS server automatically
produces such sequences when generating new blocks from sequences, and they may be
used for sequence database searches. Embedding consensus residues has been demonstrat-
ed to improve database searches by a query sequence (Henikoff et al. 1995).

LAMA is a type of analysis provided on the BLOCKS server (http://www.blocks.
fhcrc.org/blockshelp/LAMA_help.html�LAMA) that compares a query PSSM represent-
ing a particular set of proteins with a database of such matrices to find related sets of pro-
teins (Pietrokovski 1996). In this manner, new and larger related sets of proteins not iden-
tified previously might be discovered. Because the search is for matching sequence patterns
instead of entire sequence alignments, there is an opportunity to analyze the evolution of
function in different parts of a protein molecule (Henikoff et al. 1997). For example, a
given group of proteins may be found to have two regions, one related to one particular
group of proteins and a second related to another group. The LAMA program compares
the scores found in each column of one PSSM to those in a second to discover whether
there is any correlation. Examples of the procedure are given at http://www.blocks.
fhcrc.org/blockshelp/LAMA_help.html�EXAMPLES.

PSI-BLAST, A Version of BLAST for Finding Protein Families

As described above, there are advantages to using a scoring matrix that represents con-
served sequence patterns in a protein family instead of a single query sequence to search a
sequence database. The search of sequence databases will thereby be expanded to identify
additional related sequences that might otherwise be missed. The major difficulty with
such an expanded search is that an alignment of related sequences must already be avail-
able to know the variations at each position in the query sequence. A new version of BLAST
called position-specific-iterated BLAST, or PSI-BLAST, has been designed to provide
information on this variation starting with a BLAST search by a single query sequence. A
similar program, PHI-BLAST, performs a similar type of search starting with a specified
pattern in a query sequence (see below).

The method used by PSI-BLAST involves a series of repeated steps or iterations. First, a
database search of a protein sequence database is performed using a query sequence. Sec-
ond, the results of the search are presented and can be assessed visually to see whether any
database sequences that are significantly related to the query sequence are present. Third,
if such is the case, the mouse is clicked on a decision box to go through another iteration
of the search. The high-scoring sequence matches found in the first step are aligned, and,
from the alignment, a type of scoring matrix that indicates the variations at each aligned
position is produced. The database is then again searched with this scoring matrix. Thus,
the search has been expanded to include sequences that match the variations found in the
multiple sequence alignment at each sequence position. The results are again displayed,
indicating any newly discovered sequences that are significantly related to the aligned
sequences in addition to those found in the previous iteration. Again, an opportunity is
given to go through another iteration of the program, but this time including any newly
recruited sequences to refine the alignment. In this fashion, a new family of sequences that
are significantly similar to the original query sequence can be found.
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This new method was made possible by the development of the gapped BLAST pro-
gram, which increased the speed of the BLAST algorithm by over one-half so that more
sophisticated search routines of PSI-BLAST could be added without an overall loss of
speed. PSI-BLAST may not be as sensitive as other pattern-generating and searching pro-
grams described in Chapter 4 and above, but the simplicity and ease of use of this program
are very attractive features for exploring protein family relationships. In a comparison of
the ability of PSI-BLAST with the Smith-Waterman dynamic programming program
SSEARCH to identify members of 11 protein families defined by sequence similarity, PSI-
BLAST found more sequences and, in some cases, many-fold more sequences, than
SSEARCH and at a 40-fold greater speed.

A similar program, MAXHOM, has been described previously (Sander and Schneider
1991). The sequence alignment is built up in two steps. Matching sequences found in a
database search are aligned by dynamic programming with a query sequence, and a profile
is made from the alignment. A new round of sequences that match the updated profile are
then picked from the SwissProt database (visit http://www.embl-heidelberg.de/predictpro-
tein/predictprotein.html).

The main difficulty with searching for subtle sequence relationships based on similarity
is determining the significance of the alignments that are found. Such similarities may be
evidence of structural or evolutionary relationships, but they could also be due to match-
ing of random variations that have no common origin or function (Bork and Gibson
1996). Protein structures are in general composed of a tightly packed core and outside
loops. Amino acid substitutions within the core are common, but only certain substitu-
tions will work at a given amino acid position in a given structure. Thus, sequence simi-
larity is not usually a good indicator of structural similarity (see Chapter 9), and the align-
ments found need to be carefully evaluated before any firm conclusions can be drawn.
Another difficulty with the PSI-BLAST approach is that the procedure follows a type of
algorithm called a greedy algorithm. Put simply, once additional sequences that match the
query are found, these newly found sequences influence the finding of more sequences like
themselves, and so on. If a different but also related query sequence was used initially, a dif-
ferent group with possible overlaps with the first may be found. Thus, there is no guaran-
tee that the alignments finally discovered represent the same set of related sequences. Nev-
ertheless, PSI-BLAST potentially offers exciting opportunities to the curious but careful
investigator. New types of relationships in the protein databases may be readily discovered
and used to infer evolutionary origins of proteins (Tatusov et al. 1997).

The later steps of a PSI-BLAST search use a scoring matrix that represents the align-
ments found. PSI-BLAST has been engineered to find database matches to this matrix
almost as rapidly as BLASTP finds matches to a query sequence. However, there are some
differences between the matrix produced by PSI-BLAST and those produced by other
matrix programs: (1) The matrix covers the entire length of the aligned sequences where-
as other matrices cover only a short stretch of the alignment; (2) the same gap penalties are
used throughout the procedure and there is no position-specific penalty as in other pro-
grams; (3) each subsequent alignment is based on using the query sequence as a master
template for producing a multiple sequence alignment of the same length as the query
sequence. Columns in the alignment involve varying numbers of sequences depending on
the extent of the local alignment of each sequence with the query, and columns with gaps
in the query sequence are ignored. Sequences �98% similar to the query are not included
to avoid biasing the matrix. Thus, the multiple sequence alignment is a compilation of the
pairwise alignments of each matching database sequence with the query sequence and is
not a true multiple sequence alignment, as illustrated below. The resulting alignment pro-
vides the columns for the scoring matrix
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Once the alignment has been found, the frequencies of amino acids in each column are
adjusted by weighting the sequences to reduce the influence of the more-alike sequences,
and by adding more counts (pseudocounts) representing other amino acid substitutions
found among the observed types in order to increase the statistical power of the matrix.
These procedures are discussed in Chapter 4 (p. 192). The resulting scores in each column
of the scoring matrix are scaled using the same scaling factor � as the BLOSUM62 scoring
matrix so that a threshhold value T for HSPs and other statistical parameters used by
BLASTP may also be used by PSI-BLAST. At each iteration, previously matched sequences
with an E value less than 0.001 are used to produce the next alignment, but this value may
also be changed. PSI-BLAST is in a state of evolution, and the Web page should be con-
sulted for recent improvements. An example of a PSI-BLAST result is shown in Figure
7.13.

Pattern-Hit Initiated BLAST (PHI-BLAST)

This program functions much like PSI-BLAST except that the query sequence is first
searched for a complex pattern provided by the investigator (Zhang et al. 1998). The sub-
sequent search for similarity in the protein sequence database is then focused on regions
containing the pattern. Thus, the method provides an opportunity to explore variations of
a known pattern in the sequence database. This program is accessible from the BLAST
server at http://www.ncbi.nlm.nih.gov/.

The chosen query sequence is first searched for a particular pattern or class of patterns
called a regular expression, which allows for a wide range of pattern-matching options. The
Prosite catalog also uses regular expressions to describe variability in the amino acid pat-
terns for the active sites of proteins. For example, the expression [LIVMF]-G-E-x-[GAS]-
[LIVM]-x(5,11)-R-[STAQ]-A-x-[LIVMA]-x-[STACV] means: one of LIVMF in the first
position, followed by G and then E, followed by any single character (indicated by x), fol-
lowed by one of GAS and then by one of LIVM, followed by any 5–11 characters indicat-
ed by x(5,11), then by R, one of STAQ, then A, then any single character, then one of
LIVMA, then any single character, and finally by one of STACV. More information about
these patterns may be provided by the investigator in a standard file, as described on the
Prosite Web site (http://www.expasy.ch/prosite/.

PROBE

PROBE is a database search tool that is similar to PSI-BLAST but performs a more com-
plex and rigorous type of data analysis (Neuwald et al. 1997). Like PSI-BLAST, the pro-
gram PROBE starts with a single query sequence and searches for family members by a
BLASTP search. After removing the most-alike sequences, PROBE constructs an alignment
model by means of a Bayesian statistical approach that uses both a Gibbs sampling proce-
dure and the genetic algorithm (both methods are described in Chapter 4) to sort the pat-

xxxxxxxxxxxxxxxx      query sequence with no gaps

xx-xxxx              alignment of sequence 1

xxx-x            alignment of sequence 2

xxxx-xx          alignment of sequence 3

----------------      columns of the PSI-BLAST

alignment
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terns in all possible combinations in order to find the most significant set. As in PSI-
BLAST, the alignment model is then used as a query for additional database sequences.
PROBE provides a new and powerful approach toward finding a sequence family and is
available by anonymous FTP from ncbi.nlm.nih.gov/pub/neuwald/.

SUMMARY

As the sequence databases continue to increase in size, for the most part with genomic
DNA sequences of unknown function, it is important to have a set of computational tools
for predicting the functions of these sequences. The first choice is usually to go to the

Figure 7.13. Example of PSI-BLAST search. The sequence of the Arabidopsis XPF DNA repair gene was used to query the
SwissProt database, with an E setting of 0.01, requesting 10 descriptions and alignments with otherwise the recommended
default program settings. The initial iteration found three matching sequences, and these were used to enter iteration 1. Itera-
tion 1 did not produce any additional matches at the chosen level of significance, and the program indicated that the search
had converged with no more sequences at the chosen level of significance. Therefore, for iteration 2 the sequences scoring worse
than the threshhold were used. Since only those lower-scoring sequences that have an alignment with the query could influ-
ence the result, this option could potentially find additional sequences. A yeast transport protein was then reported. With
another iteration using the four sequences above threshhold, another set of sequences was now pulled into the high-scoring
group. This search therefore revealed that the SwissProt database has three other sequences strongly related to the query
sequence but that other sequences of less-significant similarity were also present. Figure continues on next page.
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BLAST Web site because a variety of database searches are possible against regularly updat-
ed databases and can be performed with rapid turnaround time. This chapter has discussed
a variety of additional resources for such searches, most available on Web sites or available
for setup on a local computer system. For extensive searching, establishment of the
databases and programs on a local system is a reasonable and achievable option. It is then
possible to set up batch files or scripts that automate the searches. These searches generate
large amounts of information that needs to be organized into a database.

Some of the most interesting matches are those to more distantly related sequences. A
short alignment region between a query and a database sequence is usually not biological-
ly significant, even though there may be a number of identities in the alignment. If addi-
tional sequences can be found that share the same alignment, however, it is possible that
the pattern represents a common structure in a family of related proteins. There are, in
addition, databases of conserved patterns in protein families, and it has been estimated that
about one-half of these patterns can be linked to a protein structural fold. Thus, it is very
worthwhile to follow the distant relationships further with the eventual goal of trying to
discover a relationship to a protein of known structure. There are some excellent comput-
er tools available to the molecular biologist for finding conserved patterns in protein fam-
ilies and for searching new sequences with these patterns, and it can be anticipated that the

Figure 7.13. Continued.
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number will continue to grow. There are a large number of Web servers for this purpose,
and these are described in Chapter 9.

As methods are used to search for related sequences, it is important to keep an eye on
the statistical significance of the matches and the plausibility of the observed amino acid
substitutions from a structural perspective. It is quite easy to end up with a group of
sequences that are related to each other but not to the query sequence. There are present-
ly no guides as to which of the above methods is most likely to work. The best advice is to
go further than the basic methods and Web sites by becoming familiar with the range of
available methods.
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WITH THE ADVENT OF whole-genome sequencing projects, there is considerable use
for computer programs that scan genomic DNA sequences to find genes, particularly
those that encode proteins. Once a new genomic sequence has been obtained, the most
likely protein-encoding regions are identified and the predicted proteins are then
subjected to a database similarity search, as described in the previous chapter. The
genomic DNA sequence is then annotated with information on the exon–intron struc-
ture and location of each predicted gene along with any functional information based
on the database searches. This procedure is summarized in the gene prediction
flowchart (p. 346).

In this chapter, I first discuss methods of predicting the genes that encode proteins and
then the identification of sequences, such as promoters, that regulate the activity of pro-
tein-encoding genes. The prediction of genes that specify classes of RNA molecules is dis-
cussed in Chapter 5. The organization of genomes is discussed in Chapter 10. There are
many computer programs and Web sites for gene prediction, and representative examples
are shown in Table 8.1.

INTRODUCTION

The simplest method of finding DNA sequences that encode proteins is to search for open
reading frames, or ORFs. An ORF is a length of DNA sequence that contains a contiguous
set of codons, each of which specifies an amino acid. There are six possible reading frames
in every sequence, three starting at positions 1, 2, and 3 and going in the 5� to 3� direction
of a given sequence, and another three starting at positions 1, 2, and 3 and going in the 5�
to 3� direction of the complementary sequence. In prokaryotic genomes, DNA sequences
that encode proteins are transcribed into mRNA, and the mRNA is usually translated
directly into proteins without significant modification. The longest ORFs running from
the first available Met codon on the mRNA to the next stop codon in the same reading
frame generally provide a good, but not assured, prediction of the protein-encoding
regions (see Table 8.1 for Web sites that provide a more detailed analysis). A reading frame
of a genomic sequence that does not encode a protein will have short ORFs due to the pres-
ence of many in-frame stop codons. An example of a search of the Escherichia coli lac oper-
on for ORFs is shown in Figure 8.1. These predictions have to take into account the obser-
vation in E. coli and its phages of the presence of multiple genes on mRNA and sometimes
of overlapping genes in which two different proteins may be encoded in different reading
frames of the same mRNA, either on the same or complementary DNA strands. In eukary-
otes, prediction of protein-encoding genes is a more difficult task.

In eukaryotic organisms, transcription of protein-encoding regions initiated at specific
promoter sequences is followed by removal of noncoding sequence (introns) from pre-
mRNA by a splicing mechanism, leaving the protein-encoding exons. Once the introns
have been removed and certain other modifications to the mature RNA have been made,
the resulting mature mRNA can be translated in the 5� to 3� direction, usually from the first
start codon to the first stop codon. As a result of the presence of intron sequences in the
genomic DNA sequences of eukaryotes, the ORF corresponding to an encoded gene will be
interrupted by the presence of introns that usually generate stop codons.

Three types of posttranscriptional events influence the translation of mRNA into pro-
tein and the accuracy of gene prediction. First, the genetic code of a given genome may vary
from the universal code (see Table 8.1 for reference Web sites). For the most part, the uni-
versal genetic code, shown in Table 8.2, is used.



G E N E  P R E D I C T I O N ■ 339

Table 8.1. Programs and Web pages for sequence translation and related information

Name of translation site Web address Reference

Arabidopis intron splice site table http:// www.Arabidopsis.org/splice_site.html see Web site
Codon usage database http://www.kazusa.or.jp/codon/ see Web site
Ecoparse for finding E. coli mail server described at Krogh et al. (1994)

genes based on HMM model http://www.cbs.dtu.dk/krogh/EcoParse.info
EST-GENOME for alignment of http://www.hgmp.mrc.ac.uk/Registered/Option/ see Web site; also see

EST/cDNA and genomic est_genome.html Florea et al. (1998)
sequences

Exon recognizer, including http://gf.genome.ad.jp/ see Web page
GeneScope

FGENES and related programs http://genomic.sanger.ac.uk/gf/gf.shtml Solovyev et al. (1995); 
that use linear discriminant see Web site
analysis or hidden Markov
modelsa

FINEX–exon intron boundary http://www.icnet.uk/LRITu/projects/finex/ Brown et al. (1995)
analysis

GeneFinder http://dot.imgen.bcm.tmc.edu:9331/ collection of methods
access site at Baylor College gene-finder/gf.html
of Medicine

Genehacker for microbial http://www-scc.jst.go.jp/sankichi/GeneHacker/ Hirosawa et al. (1997)
genomes based on HMMs

GeneID-3 Web server using rule- http://www1.imim.es/geneid.html
based models, and GeneID�b Mail server at geneid�darwin.bu.edu Guigó et al. (1992); Guigó

(1998)
GeneMark and GeneMark.hmmc http://genemark.biology.gatech.edu/GeneMark/;

uses hidden Markov models http://www2.ebi.ac.uk/genemark/ Lukashin and Borodovsky
(1998)

GeneMark home page http://genemark.biology.gatech.edu/GeneMark/ Borodovsky and McIninch
(see webgenemark) (1993)

GeneParsera,b Web page, uses http://beagle.colorado.edu/�eesnyder/GeneParser.html Snyder and Stormo (1993, 1995)
combination of neural network
and dynamic programming
methods

Genescan using Fourier transform http://202.41.10.146/GS.html Tiwari et al. (1997)
of DNA sequences to find
characteristic patterns

GeneScope http://gf.genome.ad.jp/genescope/; see Exon recognizer Murakami and Takagi (1998)
Genetic code variations http://www.ncbi.nlm.nih.gov/htbin-post/Taxonomy/

wprintgc?mode�c
Genie for finding human genes http://www.cse.ucsc.edu/�dkulp/cgi-bin/genie

in 10-kb DNAs and in
Drosophila by hidden Markov http://www.fruitfly.org/seq_tools/genie.html
models and neural networks http://www.tigem.it/TIGEM/HTML/Genie.html Kulp et al. (1996);

Reese et al. (1997, 2000)
GenLang using linguistic methods http://www.cbil.upenn.edu/ Dong and Searls (1994)
GenScan based on probabilistic http://genes.mit.edu/GENSCAN.html Burge and Karlin (1998)

model of gene structure for
vertebrate, Drosophila, and
plant genes

Genseqer for aligning genomic http://gremlin1.zool.iastate.edu/cgi-bin/gs.cgi see Web site and Splicepredictor
and EST sequences

Glimmer uses interpolated http://www.tigr.org/softlab/ and http://www.cs.jhu. Salzberg et al. (1998)
Markov models for edu/labs/compbio/glimmer.html
prokaryotic translation

Continued.
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Table 8.1. Continued.

Name of translation site Web address Reference

GrailIIa,b prediction by neural http://compbio.ornl.gov/ Uberbacher and Mural (1991); 
networks based on scores of Uberbacher et al. (1996)
characteristic sequence
patterns and composition

Hexon for exon prediction by see GeneFinder access site Solovyev et al. (1994)
linear discriminant analysis

Human splice sites with decision http://sol2.ebi.ac.uk/projects/Events/gene/ Thanaraj (1999)
tree analysisd genepred-thanaraj.html

INFO for finding splice junctions http://elcapitan.ucsd.edu/�info/ Laub and Smith (1998)
by database similarity search

INFOGENE: a database of known http://genomic.sanger.ac.uk/inf/infodb.shtml Solovyev and Salamov (1999)
gene structures and predicted
genes

Initiation codon analysis http://www.ncbi.nlm.nih.gov/htbin-post/ see Web site
Taxonomy/wprintgc?mode�c

Microbial genome coding region http://igs-server.cnrs-mrs.fr/�audic/selfid.html Audic and Claverie (1998)
identification based on 
Markov chains of order 5

Morgan for finding vertebrate http://www.cs.jhu.edu/labs/compbio/morgan.html see http://www.cs.jhu.edu/labs/
genes by decision tree compbio/morgan.html�refs;
classificationd Salzberg (1998); Searls (1998)

MZEF uses quadratic http://argon.cshl.org/genefinder/ Zhang (1997)
discriminant analysis for
human, mouse, Arabidopsis,
and S. pombe exons

NetGene uses neural networks http://www.cbs.dtu.dk/services/NetGene2/ Brunak et al. (1991); Hebsgaard 
for analysis of splice sites in et al. (1996)
human, C. elegans, and
Arabidopsis genes

NetPlantGene http://www.cbs.dtu.dk/services/NetPGene/ see NetGene
NetStart uses neural networks http://www.cbs.dtu.dk/services/NetStart/ Pedersen and Nielsen (1997)

for gene prediction in
vertebrate and Arabidopsis
genes

Procrustes based on http://www-hto.usc.edu/software/procrustes/ Gelfand et al. (1996)
comparison of related
genomic sequences

Push-button Gene Finder http://www.cse.ucsc.edu/research/compbio/pgf/ see Web site
for gene identification using
Markov and hidden
Markov models

Splice Predictor for plants http://gremlin1.zool.iastate.edu/cgi-bin/sp.cgi Brendel and Kleffe (1998);
uses trained logitlinear models Brendel et al. (1998)

Splicing Sites by neural network http://www.fruitfly.org/seq_tools/splice.html see Genie
at LBNL

Translate tool at ExPASy http://www.expasy.ch/tools/dna.html see Web site
Translation machine on http://www2.ebi.ac.uk/translate/ see Web site

the Web at EBI
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Table 8.1. Continued.

Name of translation site Web address Reference

Translation of large genome http://alces.med.umn.edu/rawtrans.html see Web site
sequences on the Web

Veil (Viterbi exon-intron http://www.cs.jhu.edu/labs/compbio/veil.html Henderson et al. (1997)
locator) uses hidden Markov
models for vertebrate DNA

Webgene, a set of gene prediction http://www.itba.mi.cnr.it/webgene/ see Web site
tools and concurrent database
similarity searches

Webgenemark and http://genemark.biology.gatech.edu/GeneMark/ see GeneMark;
Webgenemark.hmmc Lukashin and Borodovsky

(1998)
Yeast splice sites by http://www.cse.ucsc.edu/research/compbio/ Spingola et al. (1999)

M. Ares Jr. laboratory yeast_introns.html

Abbreviations: (LBNL) Lawrence Berkeley National Laboratory.
Lists of Web sites for gene recognition and splice site prediction with references and program availability are also available at

http://linkage.rockefeller.edu/wli/gene/programs.html, http://www.bork.embl-heidelberg.de/genepredict.html, http://www.hgc.ims.u-
tokyo.ac.jp/�katsu/genefinding/programs.html and http://www-hto.usc.edu/software/procrustes/links.html. A more detailed list of
programs for gene recognition has been prepared (Burset and Guigó 1996).

Performance comparisons are given at http://igs-server.cnrs-mrs.fr/igs/banbury/, http://www.cs.jhu.edu/labs/compbio/veil.htm-
l�perf, http://www1.imim.es/courses/SeqAnalysis/GeneIdentification/Evaluation.html, and are also described in many of the refer-
ences (see, e.g., Snyder and Stormo 1993; Zhang 1997).

a Programs that assemble exons into predicted genes.
b Prediction can be enhanced through database similarity searches. GeneParser 3 has this option.
c The GeneMark.hmm program is designed to use additional information at the 5� end of bacterial sequences.
d A decision tree analysis has features in common with the phlyogenetic analysis described in Chapter 5 and also with the discrimi-

nant analysis described in the text. Scorable features of sequences in coding versus noncoding regions are used as a basis for optimally
classifying the sequences into sets. Cutoff values for these features are then used as a basis for scoring unknown sequences as coding or
noncoding. These criteria are applied in a sequential order much like starting at the root of a tree and passing through a series of nodes.
At each node a further criterion is applied that is the basis for moving along one branch from that node and moving to the next node.
Eventually, a terminal branch is reached that is labeled with a decision. In this case, the label is a YES if the sequence is coding, a splice
site, or whatever test is being applied because it meets the criteria applied in passing through the decision nodes on the tree, or NO, the
sequence is not coding, etc., and because it does not meet the applied criteria.

Figure 8.1. ORF map of a portion of the E. coli lac operon using the DNA STRIDER program (Marck
1988). Shown are AUG and termination codons as one-half and full vertical bars, respectively, in all
six possible reading frames. The lacZ gene is visible as an ORF that runs from positions 1284 to 4355
in frame 3.
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Second, one tissue may splice a given mRNA differently from another, thus creating two
similar but also partially different mRNAs encoding two related but partially different pro-
teins (Lopez 1998). Understanding the molecular interactions between RNA and the RNA-
binding proteins that perform these modifications is an area of active investigation. Avail-
ability of this information will assist in the prediction of such variations. Third, mRNAs
may be edited, changing the sequence of the mRNA and, as a result, of the encoded pro-
tein (see, e.g., Gray and Covello 1993; Paul and Bass 1998; Morse and Bass 1999). Such
changes also depend on interaction of RNA with RNA-binding proteins.

TESTING THE RELIABILITY OF AN ORF PREDICTION

DNA sequences that encode protein are not a random chain of available codons for an
amino acid, but rather an ordered list of specific codons that reflect the evolutionary ori-
gin of the gene and constraints associated with gene expression. This nonrandom proper-
ty of coding sequences can be used to advantage for finding regions in DNA sequences that
encode proteins (see Fickett and Tung 1992). Each species also has a characteristic pattern
of use of synonymous codons; i.e., codons that stand for the same amino acid (Table 8.3)
(Wada et al. 1992). There are also different patterns of use of codons in strongly versus
weakly expressed genes, as, for example, in E. coli. Also in E. coli, there is a strong prefer-
ence for certain codon pairs within a coding region and for certain codons to be next to the
termination codon. Some of this preference is due to constraints in amino acid sequences
in proteins and some to the influence of a given codon on the translation of neighboring
codons (Gutman and Hatfield 1989). There is also a strong preference for codon pairs in
eukaryotic exons that has been very useful for distinguishing exons and introns in eukary-
otic genomic DNAs, as described later in this chapter. Organisms with a high genome con-
tent of GC have a strong bias of G and C in the third codon position (for review, see Von
Heijne 1987; Rice et al. 1991).

It is important to be
aware of cellular
organelles and organ-
isms in which the
genetic code varies so
that the correct trans-
lation may be made.

Table 8.2. The universal or standard genetic code

UUU-Phe F UCU-Ser S UAU-Tyr Y UGU-Cys C
UUC-Phe F UCU-Ser S UAU-Tyr Y UGU-Cys C
UUA-Leu L UCA-Ser S UAA- TER UGA- TER
UUG-Leu L UCG-Ser S UAG- TER UGG--Trp W

CUU-Leu L CCU-Pro P CAU-His H CGU-Arg R
CUC-Leu L CCU-Pro P CAU-His H CGC-Arg R
CUA-Leu L CCA-Pro P CAA-Gln Q CGA-Arg R
CUG-Leu L CCG-Pro P CAG-Gln Q CGG-Arg R

AUU-Ile I ACU-Thr T AAU-Asn N AGU-Ser S
AUC-Ile I ACC-Thr T AAC-Asn N AGC-Ser S
AUA-Ile I ACA-Thr T AAA-Lys K AGA-Arg R
AUG-MET M ACG-Thr T AAG-Lys K AGG-Arg R

GUU-Val V GCU-Ala A GAU-Asp D GGU-Gly G
GUC-Val V GCC-Ala A GAC-Asp D GGC-Gly G
GUA-Val V GCA-Ala A GAA-Glu E GGA-Gly G
GUG-Val V GCG-Ala A GAG-Glu E GGG-Gly G

Shown are each codon and the three-letter and one-letter codes
for each encoded amino acid. ATG is the usual START codon and
the three TER codons cause translational termination.
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Table 8.3. Codon usage table

UUU-Phe 16.6 26.0 UCU-Ser 14.5 23.6 UAU-Tyr 12.1 18.8 UGU-Cys 9.7 8.0
UUC-Leu 20.7 18.2 UCC-Ser 17.7 14.2 UAC-Tyr 16.3 14.7 UGC-Cys 12.4 4.7
UUA-Leu 7.0 26.3 UCA-Ser 11.4 18.8 UAA-TER 0.7 1.0 UGA-TER 1.3 0.6
UUG-Leu 12.0 27.1 UCG-Ser 4.5 8.6 UAG-TER 0.5 0.5 UGG-Trp 13.0 10.3

CUU-Leu 12.4 12.2 CCU-Pro 17.2 13.6 CAU-His 10.1 13.7 CGU-Arg 4.7 6.5
CUC-Leu 19.3 5.4 CCC-Pro 20.3 6.8 CAC-His 14.9    7.8 CGC-Arg 11.0 2.6
CUA-Leu 6.8 13.4 CCA-Pro 16.5 18.2 CAA-Gln 11.8 27.5 CGA-Arg 6.2 3.0
CUG-Leu 40.0 10.4 CCG-Pro 7.1 5.3 CAG-Gln 34.4 12.2 CGG-Arg 11.6 1.7

AUU-Ile 15.7 30.2 ACU-Thr 12.7 20.2 AAU-Asn 16.8 36.0 AGU-Ser 11.7 14.2
AUC-Ile 22.3 17.1 ACC-Thr 19.9 12.6 AAC-Asn 20.2 24.9 AGC-Ser 19.3 9.7
AUA-Ile 7.0 17.8 ACA-Thr 14.7 17.7 AAA-Lys 23.6 42.1 AGA-Arg 11.2 21.3
AUG-MET 22.2 20.9 ACG-Thr 6.4 8.0 AAG-Lys 33.2 30.8 AGG-Arg 11.1 9.3

GUU-Val 10.7 22.0 GCU-Ala 18.4 21.1 GAU-Asp 22.2 37.8 GGU-Gly 10.9 23.9
GUC-Val 14.8 11.6 GCC-Ala 28.6 12.6 GAC-Asp 26.5 20.4 GGC-Gly 23.1 9.7
GUA-Val 6.8 11.7 GCA-Ala 15.6 16.2 GAA-Glu 28.6 45.9 GGA-Gly 16.4 10.9
GUG-Val 29.3 10.7 GCG-Ala 7.7 6.1 GAG-Glu 40.6 19.1 GGG-Gly 16.5 6.0

Shown are frequency of each codon per 100,000 codons obtained from http://www.kazusa.or.jp/codon/
for Homo sapiens; columns 2, 5, 8, and 11, and for Saccharomyces cerevisiae, columns 3, 6, 9, and 12.

On the basis of these characteristics of protein-encoding sequences, three tests of ORFs
have been devised to verify that a predicted ORF is in fact likely to encode a protein (Staden
and McLachlan 1982; Staden 1990). The first test is based on an unusual type of sequence
variation that is found in ORFs; namely, that every third base tends to be the same one
much more often than by chance alone (Fickett 1982). This property is due to nonrandom
use of codons in ORFs and is true for any ORF, regardless of the species. No information
about nucleotide or codon preference is needed for this analysis. The program TEST-
CODE, which is available in the Genetics Computer Group suite of programs
(http://www.gcg.com), provides a plot of the nonrandomness of every third base in the
sequence. An example of TESTCODE output is shown in Figure 8.2. The second test is an
analysis to determine whether the codons in the ORF correspond to those used in other
genes of the same organism (Staden and McLachlan1982). For this test, information on
codon use for an organism is necessary, such as shown in Table 8.3 for human and yeast
genes, averaged over all genes. In addition, there may be variations in codon use by differ-
ent genes of an organism providing a type of gene regulation. An example of the analysis
of an E. coli gene for the presence of more and less frequently used E. coli codons is shown
in Figure 8.3. A parameter that reflects the frequency of codon use may also be calculated,
as in the Genetics Computer Group CODONFREQUENCY program. Third, the ORF may
be translated into an amino acid sequence and the resulting sequence then compared to the
databases of existing sequences. If one or more sequences of significant similarity are
found, there will be much more confidence in the predicted ORF (Gish and States 1993).

EUKARYOTIC GENES HAVE REPEATED SEQUENCE ELEMENTS THAT PROBABLY
REFLECT NUCLEOSOME STRUCTURE

Eukaryotic DNA is wrapped around histone–protein complexes called nucleosomes. As a
result, some of the base pairs in the major or minor grooves of the DNA molecule face the
nucleosome surface and others face the outside of the structure. Binding sites for some
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Figure 8.2. TESTCODE analysis of the E. coli lexA gene, which is known to extend from positions
102 to 707 in the sequence shown. The TESTCODE statistic (Fickett 1982; for comparison, see Staden
1990) was plotted for each base position in a sliding window of 200 nucleotides. The TESTCODE
statistic is found in the following way: (1) The number of each base is counted at every third position
starting at positions 1, 2, and 3, and going to the end of the sequence window; (2) the asymmetry
statistic for each base is calculated as the ratio of the maximum count of the three possible reading
frames divided by the minimum count for the same base plus 1; (3) the frequency of each base in the
window is also calculated; (4) the resulting asymmetry and frequency scores are then converted to
probabilities of being found in a codon region (found from an analysis of known coding and non-
coding regions); and (5) the probabilities are multiplied by weighting factors that are summed.
Weighting factors are chosen so that the resulting sum best discriminates coding from noncoding
sequences. A value of �0.95 classifies the sequence as coding, and �0.74 classifies the sequence as
noncoding. These cutoff values are indicated by red horizontal lines. TESTCODE was run and dis-
played using TESTCODE in the Genetics Computer Group suite of programs. Above the plot, short
vertical lines indicate possible start codons, and diamonds indicate possible stop codons.

Figure 8.3. Analysis of E. coli lacZ gene for occurrence of frequent and infrequent codons using the
codon adaptation analysis feature of DNA STRIDER. The positions of common (O for optimum), less
common (S for suboptimal), rare (R), and unique (U, which includes the three stop codons, the AUG
Met codon and the UGG Trp codon) codons along the sequence are shown, starting at the first
nucleotide in the sequence and analyzing three at a time. These first three classes correspond, respec-
tively, to codon adaptation values (Sharp and Li 1987) of �0.9, 0.1–0.9, and �0.1. The gene is obvi-
ously represented by commonly used codons.
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proteins that regulate transcription may therefore be hidden on the inside of the structure.
Nucleosomes located in the promoter region are remodeled in a manner that can influence
the availability of binding sites for regulatory proteins, making them more or less available
(Carey and Smale 2000).

The computational background of this model is that repeated patterns of sequence have
been found in the introns and exons and near the start site of transcription of eukaryotic
genes by hidden Markov model (HMM) analysis (Baldi et al. 1996; for a detailed analysis,
see Baldi and Brunak 1998; see also Chapter 4, p. 185) and other types of pattern-searching
methods (Ioshikhes et al. 1996). These sequences appear to be correlated with the position
of nucleosomes and are not found in prokaryotic DNA (Stein and Bina 1999). An example
of the HMM is shown in Figure 8.4. These patterns appear with a periodicity of 10; that is,

Figure 8.4. A hidden Markov model (HMM) of eukaryotic internal exons. This HMM is designed to
detect a statistically significant frequency of the same base at intervals of 10 bp in sequences. Imagine
feeding an exon sequence into the part of the sequence shown by the heaviest arrow at 11 o’clock on
the circle and then threading the sequence clockwise around the circle, noting the base at each subse-
quent position in the sequence, and recording that information in the corresponding box (the state
of the HMM). If there is a small repeated pattern of a few bases at every tenth position in the sequence
starting at the same position from the start of the exon sequence, the distribution of bases in some of
the boxes will begin to reflect that pattern. Hence, there is a repeated pattern of not-T (i.e., A, C, or
G), A or T, then a G. By a slightly more sophisticated analysis similar to that discussed in Chapter 4
(p. 187), the model can be used to show that the same pattern may start at other positions with respect
to the start of the sequence (other arrows feeding into the circle) and also that some sequence posi-
tions in the circle may be skipped (arrows going around some of the states) or extra sequence may be
found (loop arrow returning to same state). A similar pattern is found in introns and also around the
start site of transcription. This structure is modulated by histone-modifying systems as one means of
gene regulation in eukaryotes. (Redrawn, with permission, from Baldi et al. 1996 [copyright Academic
Press, London].)

Please see the print version of this book for this figure.
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the number of base pairs expected in a single turn of the DNA double-stranded helix around
a nucleosome. The patterns found in promoter sequences are those that bend more easily
when located in the major groove of DNA and are thought to be located on the inside of the
bent molecule (Ioshikhes et al. 1996; Pederson et al. 1998), as shown in Figure 8.5. Using
these observations, a model has been proposed that sequence patterns located downstream
from the transcription start site are suitable for positioning of nucleosomes, whereas
upstream regions do not show the necessary patterns (Pederson et al. 1998).

Loops of chromatin are attached to the nuclear matrix by relatively short (100–1000 bp
long) sequences called matrix attachment regions (MARS) or scaffold-associated regions
(SARS). These regions are considered to be an indicator of the presence of expressed genes.
Although the sequence of only a small number of such regions has been determined, sev-
eral characteristic sequence patterns have been identified. The program MARS-FINDER
(see Table 8.6 for Web site) searches for sequences that have a high representation of such
sites in genomic DNA (Singh et al. 1997).

METHODS

Figure 8.5. A proposed role for the repeated sequence patterns in eukaryotic genes. Shown is the por-
tion of a DNA molecule wrapped around a nucleosome. The actual length of DNA around the nucle-
osome will be approximately 145 bp. The repeated patterns found in eukaryotic genes (including not-
T, A or G, G) and AA/TT dinucleotides influence the bendability of the DNA strand in which they are
located, and hence will facilitate the folding of DNA around a nucleosome. (Redrawn, with permis-
sion, from Ioshikhes et al. 1996 [copyright Academic Press, London].)

Please see the print version of this book for this figure.
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1. The purpose of gene prediction is to identify regions of genomic DNA that encode proteins, although
searches for RNA-encoding genes are also performed (see Chapter 5). The genomic DNA sequence
may be that of an insert of genomic DNA in a bacterial artificial chromosome (BAC) or similar vec-
tor or that of an assembled chromosome or chromosomal fragment. Genome sequencing centers
often search through newly acquired sequences with gene prediction programs and then annotate the
sequence database entry with this information. This annotation includes gene location, gene structure
(positions of predicted exons/introns and regulatory sites), and any matches of the translated exons
with the protein sequence databases. The amino acid sequence of the predicted gene may also be
entered in the protein sequence databases. Because the standards for identification are not uniform,
and because gene predictions can be incorrect, it is a good idea to reconfirm any gene prediction of
interest, perform alignments of the predicted sequence with matching database sequences to confirm
statistical and biological significance (as described in Chapters 3 and 7), and confirm the predicted
gene sequence by cDNA sequencing. If EST sequences are available in a sufficient coverage of the
genome, these are also useful for confirmation of predicted gene sequences. For an example of the
gene annotation procedure that was followed for the Drosophila melanogaster genome sequence, see
Adams et al. (2000). The final goal of the gene annotation procedure for an organism is to produce a
genome database that includes a rich supply of biological information on the function of each gene,
as discussed in Chapter 10. This information will come from laboratory experimentation and manu-
al entry of relevant published data into the genome database.

2. Database similarity searches of this type are described in the flowchart of Chapter 7. For genes of
prokaryotic organisms, step 1 identifies open reading frames (ORFs, a series of amino acid-specifying
codons) that encode a protein similar to one found in another organism. ORFs without a similar gene
in another organism may also be found, as described in the text. Genes of eukaryotic organisms often
have intron and exon sequences in the genomic DNA sequence. Step 1 provides the approximate loca-
tions of exons that encode a protein similar to one in another organism. Eukaryotic genomes may also
have ORFs that do not match a database sequence, and these ORFs may or may not encode a protein.
In the Genome Annotation Assessment Project (GASP) of the Drosophila genome, one study showed
that combining gene prediction methods with homology searches generally provides a reliable anno-
tation method (Birney and Durbin 2000). Step 2 is an additional type of database similarity search that
identifies protein-encoding ORFs. Because cDNA sequences and partial cDNA sequences correspond
to exons, genomic ORFs that can be aligned to these expressed gene sequences include exon
sequences. This analysis can be enhanced by using databases of indexed genes in which overlapping
ESTs have been identified (see flowchart, Chapter 7). EST_GENOME is a program for aligning EST
and cDNA sequences to genome sequences (Table 8.1). Collections of EST sequences for an organism
are often only partial collections; thus, failure to find a matching EST is not a sufficient criterion for
rejecting an ORF by this test. Searching the EST collections of related organisms, e.g., another mam-
mal or plant, may be helpful in identifying such missing EST sequences. An additional type of gene
analysis is to use an already-identified ORF as a query sequence in a database search against the entire
proteome (all of the predicted proteins) of an organism to find families of paralogous genes, as
described in Chaper 10.

3. There are a large number of gene prediction programs available (Table 8.1). They all have in common
to varying degrees the ability to differentiate between gene sequences characteristic of exons, introns,
splicing sites, and other regulatory sites in expressed genes from other non-gene sequences that lack
these patterns. Because these gene sequences as well as gene structure (the number and sizes of exons
and introns) vary from one organism to another (see Fig. 10.3), a program trained on one organism,
e.g., the bacterium E. coli or the worm Caenorhabditis elegans, is not generally useful for another
organism, e.g., another bacterial species or the fruit fly D. melanogaster. Reliability tests of gene pre-
diction programs have shown that the available methods for predicting known gene structure are, in
general, error-prone. Referring to Web sites with this information (Table 8.1) or performing one’s
own reliability check is recommended. Some “reliability checks” should be eyed with suspicion
because they are based on a comparison of new predictions with previous gene annotations. When
gene predictions are made using gene-sized rather than large-sized, multigene sequence genomic
DNA fragments, the predictions are generally more reliable (see text).

4. In prokaryotes, the predicted genes may have conserved sequence patterns such as those for promot-
er recognition by RNA polymerases and transcription factors, for ribosomal binding to mRNA, or for
termination of transcription, as found in the model prokaryote E. coli. Similarly, in eukaryotes, the
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region at the 5� end of the gene may also have characteristic sequence patterns such as a high density
and periodicity of putative transcription-factor-binding sites and sequence patterns characteristic of
RNA polymerase II promoters. These types of analyses are enhanced by searching for similar sequence
patterns in genes that are regulated by the same set of environmental conditions or that are expressed
in the same tissue. Regulatory predictions are enhanced when information about conserved oligomers
found in the promoters of co-regulated genes is available, as described in the text.

GENE PREDICTION IN MICROBIAL GENOMES

Predicting protein-encoding genes is generally easier in prokaryotic than eukaryotic organ-
isms because prokaryotes generally lack introns and because several quite highly conserved
sequence patterns are found in the promoter region and around the start sites of tran-
scription and translation, at least in the E. coli model of prokaryotes. When a set of differ-
ent patterns characteristic of a gene are found in the same order and with the same spac-
ing in an unknown sequence, the prediction is more reliable than if only one pattern is
found, and this type of information can be obtained in E. coli.

An example of the regulatory sequences for an E. coli gene, the lexA gene, is shown in
Figure 8.6. Note the presence of the �10 and �35 regions (yellow) that mark the site of
interaction with RNA polymerase, and the ribosomal binding site on the mRNA product
(green) that is complementary to the ribosomal RNA. The ORF that encodes the LexA
product is also indicated (blue). Also shown are three potential binding sites for LexA
product to the promoter region, recognizable by searching for a consensus of known LexA-
binding sites. Note that these sites are inverted repeats; i.e., the sequence on the forward
and reverse sequence is approximately the same. This feature with minor variations is not
uncommon in the binding sites of proteins that regulate transcription and is a reflection of
the binding of a dimer of LexA protein to the two sites, which produces a stronger inter-
action than binding of a single monomer to a single site. The sites in the lexA promoter
region represent a form of self-regulation. The two downstream sites have been shown to
bind the protein and to act as a repressor that prevents further transcription. The binding
at two sites may be cooperative in that two dimer molecules are more effective at prevent-
ing transcription than one, possibly because the bound proteins interact, thus making the
overall binding to the promoter region stronger.

In the case of a number of other genes, binding of a regulatory protein such as LexA to
a recognizable target sequence activates transcription by stimulating the binding of RNA
polymerase. The consensus patterns for these various regulatory sites may be found by
sequence alignment and statistical and neural network methods. These methods are dis-
cussed in Chapters 3 and 4, and also later in this chapter. Ribosomal binding sites were the
first to be modeled by a neural network with no hidden layer (or perceptron), which is also
discussed below (Stormo et al. 1982; Bisant and Maizel 1995).

The highly conserved features of E. coli genes have made gene identification methods an
attractive possibility. One such method is that of HMMs. Here a model of an E. coli gene
is made and then expanded to include multiple genes and the sequences between the genes.
The model shown in Figure 8.7 is an example of a simple HMM of a bacterial genome as a
DNA molecule that is densely packed with genes with relatively short intergenic sequences
and no introns. This model will read through a sequence of unknown gene composition
and find the genes, i.e., a series of codons that specify amino acids flanked by start and stop
codons, that are most like a set of known gene sequences and flanking regions that have
been used to train or calibrate the model. Because codon usage and flanking sequence will
probably vary from one genome to the next, the model trained with E. coli genes may not
work for finding genes in other organisms. The reliability of the model depends on the

HMMs are also used
for modeling a multi-
ple sequence align-
ment of many proteins
and for use in identifi-
cation of more mem-
bers of the same fami-
ly of proteins (see
Chapter 3 for details.)
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accuracy of the gene start and stop information that is used for the training or calibration
step and on the number of such genes used for training. For E. coli, the positions of many
genes have been accurately determined. For other microbial genomes, this information is
not as available, and genes predicted by alignment of the predicted proteins with E. coli
proteins have to be used. Similar models of gene structure have been developed for other
microbial genomes.

The HMM model shown in Figure 8.7 assumes that there is no relationship between each
codon and later codons in the sequence; i.e., that the choice of each codon is independent
of the rest. This model of genes as a Markov chain may not be fully correct because there
may be long-distance correlations between some positions due to requirements for mRNA
structure or translation. However, using this simplifying assumption, useful gene models
can be produced. Analyses of sequential codons in genes have shown that some pairs are
found at a greater frequency and others at a lesser frequency than expected by chance alone
(Gutman and Hatfield 1989; Farber et al. 1992). Hence, a more appropriate choice is to
design a model that uses sequence information from the previous five instead of the previ-
ous two bases to make what is called a fifth-order Markov model. In such a model, the fre-
quency of hexamers is used to differentiate between coding and noncoding sequences. A

Figure 8.6. The promoter and open reading frame of the E. coli lexA gene.



version of GeneMark (Borodovsky and McIninch 1993) called GeneMark.HMM uses a
HMM of this type to search for E. coli genes (Lukashin and Borodovsky 1998).

From an information perspective, as the number of consecutive sequence positions
being compared in two sequences is increased, the chance of being able to find similarities
above background noise increases. For example, when using the dot matrix method for
comparing sequences, a sliding window in which words of length n are compared is used
to locate the most significant matches. In comparing codon and noncoding sequences, a
comparison of three consecutive positions at a time can be used to find ORFs as uninter-
rupted runs of amino-acid-specifying codons. Extending the number of positions to a
number greater than three, such as four to six, increases the chances of discovering high-
er-order sequence correlations in coding sequences that may be used to distinguish them
from noncoding sequences.
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Figure 8.7. HMM of an E. coli gene (Krogh et al. 1994). This model is designed to generate a sequence
of amino-acid-encoding codons of the approximate length of an E. coli gene starting with an ATG codon
and ending with a stop codon. A set of predicted genes are separated by intergenic spacer regions of the
range of lengths actually found between E. coli genes. Variations in this basic model are described in the
text. The model is first trained on a set of known E. coli gene sequences with flanking sequences. The
training step is performed in very much the same manner as that described in Chapter 4 for multiple
sequence alignment. The trained model may then be used to find the most probable set of genes in E. coli
genomic sequences of unknown gene composition. The model for each codon (lower part of diagram) is
represented by a set of round, diagonal, or square boxes representing match, insert, and delete states,
respectively. The model shown is that for the AAG codon. Each of the 61 codons has a similar structure.
If a sequence were extremely accurate, only match states would be needed in the model. The insert and
delete states allow an ORF with an extra or missing base to be recognized. Similarly, the inclusion of alter-
native bases in each match state allows for errors in base identification. Stop codons and initiation codons
are assumed to be correctly represented in each sequence and no allowance for errors is made. Hence,
errors in these codons would lead to an incorrect prediction. Each match and insert state has a certain
probability of producing an A, another probability for producing a G, and so on. The delete state does
not produce a letter but instead acts to skip a sequence position. Directional arrows (transitions) give the
probability of passing from one state to another in the model. Thus, if one state generates an A with prob-
ability of 1.0, the transition probability to the next state is 0.9, and the next state generates a G with prob-
ability 0.98, then the probability of AG is 1.0 � 0.9 � 0.98 � 0.88. The model is entered at any position
(upper part of diagram) and the arrows designate possible paths through the model between successive
states. The central state represented by a circle does not generate a sequence position but acts as a junc-
tion between adjacent codons. For the model to generate a sequence, the probability of a codon follow-
ing another codon must be quite high. Hence, the transition probability of going from the junction to a
codon is much higher than for going to a stop codon. Once a stop codon has been reached, a sequence
representing an intergenic spacer region is generated. Within this region is a model for sequences that are
found upstream from the ATG codon for the next gene, such as the Shine-Dalgarno ribosomal binding
site and other sequence information (see Hayes and Borodovsky 1998). The presence of this sequence
increases the probability for a downstream gene.

For fifth-order Markov models to give accurate gene predictions, there must be many
representatives of each hexameric sequence in genes, and if there is not, the method will be
statistically limited. A new type of model, the interpolated Markov model (IMM; e.g.,
Glimmer; see Table 8.1), overcomes this difficulty of finding a sufficient number of pat-
terns by searching for the longest possible patterns that are represented in the known gene
sequences up to a length of eight bases. Thus, if there are not enough hexameric sequences,
then pentamers or smaller may be more highly represented, and in other cases many rep-
resentative patterns even longer than six bases may be found. In general, the longer the pat-
terns, the more accurate the prediction. The IMM combines probability estimates from the
different-sized patterns, giving emphasis to longer patterns and weighting more heavily the
patterns that are well represented in the training sequences (Salzberg et al. 1998).

Both GeneMark.HMM and IMM find genes in microbial genomes with an apparent
high degree of accuracy, assuming that gene predictions made by other methods such as
sequence similarity of the translated proteins to known E. coli proteins are accurate. There-
fore, these methods can be expected to produce reliable predictions of genes that do not
match previously identified protein sequences. A further improvement of the prediction of
the bacterial start codon position has been found (Hannenhalli et al. 1999). This method
sorts through a set of predictions for the start codon in a set of sequences, where the actu-
al signal is known. These predictions depend on weighting each of a set of input sequence
information. The weights are adjusted so that the predictions are made more accurate by
a method called mixed integer programming.

Compare this gene
model with the model
for protein sequence
alignments shown on
page 186, Figure 4.16.
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GENE PREDICTION IN EUKARYOTES

A simple method for discovering protein-encoding genes within a eukaryotic genomic
sequence is to perform a sequence database search by translating the sequence in all possi-
ble reading frames and comparing the sequence to a protein sequence database using the
BLASTX or FASTX programs described in Chapter 7. Alternatively, if a genomic sequence
is to be scanned for a gene encoding a particular protein, the protein can be compared to
a nucleic acid sequence database that includes genomic sequences and is translated in all
six possible reading frames by the TBLASTN or TFASTX/TFASTY programs. For proteins
that are highly conserved, these methods can give a very good, albeit approximate, indica-
tion of the gene structure. If the proteins are not highly conserved, or if the exon structure
of a gene is unusual, these methods may not work.

Additional information as to the locations of genes in genomic DNA sequences may be
found by using cDNA sequences of expressed genes (see flowchart). An enhanced method
(Pachter et al. 1999) for finding eukaryotic genes rapidly is to prepare a dictionary of
sequence words (4-letter words in a protein sequence database, 11-letter words in an EST
database) and to use these dictionaries to compare a genomic DNA sequence to the
expressed gene and protein sequence databases.

The commonly used methods for eukaryotic gene prediction depend on training a
computer program to recognize sequences that are characteristic of known exons in
genomic DNA sequences. The program is then used to predict the positions of exons in
unknown genomic sequences and to join these exons into a predicted gene structure. Pre-
dictions depend on analysis of a variety of sequence patterns that are characteristic of
known genes in a particular organism. These include patterns characteristic of exons,
intron–exon boundaries, and upstream promoter sequences. As more sequences are col-
lected for specific organisms and the actual structures of additional genes become known,
these prediction methods should become more reliable. Patterns that specify RNA splice
sites are poorly conserved with only a few identical positions. Therefore, the positions of
intron–exon boundaries cannot be defined precisely by simple pattern-searching meth-
ods. Neural networks (described below and in Chapter 9) provide a method of sequence
analysis that has the capability of finding complex patterns and relationships among
sequence positions that may not be obvious. The available methods also depend on the
analysis of windows of sequence in genomic DNA to determine whether these regions are
likely to be coding or noncoding. Regions that encode proteins are found to have charac-
teristic patterns reflecting preferential codon usage and codon neighbors. These observa-
tions have led to the widely used analysis of 6-mers in DNA sequences as a basis for gene
prediction.

For RNA PolII genes, gene prediction programs give possible locations of exons that can
then be joined to predict the sequence of the mRNA of the gene. This sequence will include
an upstream 5� region (5� untranslated region, UTR) extending from the start site of tran-
scription to the initiation codon, the ORF for the protein ending in a translational termi-
nation codon, and the downstream region (3�UTR) extending to the termination of tran-
scription in the region where the signal for polyadenylation of the mRNA may be found.
The initiation site for translation in eukaryotic mRNAs is usually the AUG codon nearest
the 5� end of the mRNA, but sometimes downstream AUG codons still close to the 5� end
of the mRNA may also be used (Kozak 1999).

As examples of the types of analyses that are available, two types of gene prediction
methods, neural networks and pattern discrimination methods, are described below.
Other methods and Web sites for finding genes in eukaryotic DNA are described in Table
8.1.
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Neural Networks

Grail II

Grail II provides analyses of protein-coding regions, poly(A) sites, and promoters; con-
structs gene models; predicts encoded protein sequences; and provides database searching
capabilities. A list of most likely exon candidates is first established, and these are evaluat-
ed further using the neural network described in Figure 8.8. The algorithm makes its final
prediction by picking the best candidates. A dynamic programming approach is then used
to define the most probable gene models (Uberbacher et al. 1996).

Input for Grail II includes several indicators of sequence patterns. These inputs include
several from different types of analyses, including a Markov model for gene recognition
that, in principle, resembles the one shown in Figure 8.7, and inputs from two additional
neural networks that evaluate the region for potential splice sites. One important indicator
is the in-frame 6-mer preference score. Recall that the occurrence of codon pairs in coding
regions is not random, whereas in noncoding regions their occurrence is more random.

Figure 8.8. The Grail II system for finding exons in eukaryotic genes (Uberbacher and Mural 1991;
Uberbacher et al. 1996). The method uses a neural network to identify patterns characteristic of cod-
ing sequences. The method has similarities to and differences from that used for predicting secondary
structure of proteins and described in Chapter 9. Similarities include the use of three layers, an input
layer for the data with the data coming from a candidate exon sequence, and a hidden layer for dis-
cerning relationships among the input data. An output layer comprising one neuron indicates
whether or not the region is likely to be an exon. Each neuron receives information from a set in the
layer above, some with a positive value and others with a negative value, sums these values; and then
converts them to an output of approximately 0 or 1. The system is trained using a set of known cod-
ing sequences, and as each sequence is utilized, the strengths and types of connections (positive or
negative) between the neurons are adjusted, decreasing or increasing the signal to the next neuron in
a manner that produces the correct output. The major difference between neural networks for exon
and secondary structure prediction is that the exon prediction uses sequence pattern information as
input whereas secondary structure prediction uses a window of amino acid sequence in the protein.
In Grail II, a candidate sequence is evaluated by calculating pattern frequencies in the sequence and
applying these values to the neural network. If the output is close to a value of 1, then the region is
predicted to be an exon.

Compare the use of
neural networks for
gene prediction with
that for protein sec-
ondary structure pre-
diction shown in Fig-
ure 9.29 (p. 453).
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Consequently, higher frequencies of 6-mers in genomic DNA that are more commonly
found in coding regions can be an indicator of the presence of an exon. For various organ-
isms, tables have been constructed giving the frequency of each 6-mer (base 1 of first codon
to base 3 of second, base 2 of first codon to base 1 of the third codon, and so on) of known
cDNAs divided by the frequency of the 6-mer in noncoding DNA. The logarithm of this
ratio gives what is called an in-frame preference value for the 6-mer. These 6-mer prefer-
ence scores increase as GC composition rises, thus increasing the preference scores of a 6-
mer with GC richness. Grail II automatically corrects for this increase to put predictions
from GC-rich regions on an even footing with other regions.

The log ratios for a potential ORF starting at base 1 in the test sequence, another for an
ORF starting at base 2, and a third starting at base 3 are calculated by adding the logarithms
of these individual 6-mers. These sums provide a log likelihood score for an exon starting
at the first, second, or third positions in the given genomic sequence. These likelihoods are
further modified by including conditional information on the likelihood of the next 5
bases on coding and noncoding regions, given the current 6-mer. The probability of an
exon starting at base 1 is then given by a Bayesian formulation

where a1 is the score for an exon starting at base 1; a is the sum of scores for base 1, base
2, and base 3; n1 is the score for a noncoding region starting at base 1; and C is the ratio of
coding to noncoding bases in the organism. This value is used as the score of 6-mers in the
candidate region (Uberbacher et al. 1996). A similar score is calculated for the regions 60
bases on each side of the candidate region. If these regions also appear to be encoding
exons, the examined region will be enlarged and the prediction repeated. In this manner,
a given exon candidate sequence will be enlarged until the coding signals from flanking
sequences are no longer to be found.

GeneParser

This program predicts the most likely combination of exons and introns in a genomic
sequence by a dynamic programming approach. Dynamic programming was introduced
in Chapter 3 as a way for aligning sequences to obtain a most likely alignment for a given
scoring system with scores for matches, mismatches, and gaps. The alignment up to a given
set of sequence positions is stored in a scoring matrix, and the dynamic programming algo-
rithm provides a method for finding the best score at that position. GeneParser uses a like-
lihood score for each sequence position being in an intron or exon. The intron and exon
positions are then aligned with the constraint that they must alternate within a gene struc-
ture. In this manner, a combination of the most likely intron and exon regions that com-
prise a gene structure is found. GeneParser includes one other novel feature, a scheme for
adjusting the weights used for several types of sequence patterns that make up the intron
and exon scores.

A neural network is used to adjust the weights given to the sequence indicators of known
exon and intron regions, including codon usage, information content (see Chapter 4, p.
195), length distribution, hexamer frequencies, and scoring matrices (see Chapter 4, p.
192) for splicing signals. The integration of the dynamic programming and neural network
methods works as follows:

1. The characteristics described above of a set of intron sequences and a second set of exon
sequences are determined. For example, a table of hexamer frequencies is prepared.

P � a1 / a � C n1 (1)
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2. For a training gene sequence, a series of indicator matrices is prepared. The sequence is
listed both down the side of the matrix and across the top. Each position in one of the
matrices representing positions a and b in the sequence gives the likelihood for an exon
or intron that starts at position a and ends at position b. One such matrix would be the
likelihood of an exon based on hexamer frequency in the a–b interval. Another matrix
(or the other half of the same matrix, since only one half is needed for exon values) gives
the likelihood of an intron based on the same criterion. Other sets of matrices for the
sequence based on compositional complexity, length distribution or exons, or splice
signals on weight matrices are also prepared.

3. The a,b values in the above indicator matrices for exons are each transformed by a
weight and bias, and the sum of the weighted values is obtained. An initial arbitrary set
of weights is chosen for each type of sequence information. These weights are later
adjusted until they provide the correct gene structure of the training sequence. This sum
(s) is then further transformed to a number (L) that is either close to 0 or 1 by using the
neural network gating function L � 1/ [1 � e�s]. The transformed a,b values are then
placed in another matrix LE that gives the weighted score for exons going from position
a to position b in the sequence. A similar set of transformed values for an intron at posi-
tion a,b, but not necessarily weighted the same way, is placed in another matrix LI at
position a,b (which can be the other half of LE since only half of the LE matrix is need-
ed). The reason for this transformation is to use the information at a later stage as input
to a neural network, in the same manner as used in neural networks for prediction of
protein secondary structure and discussed in Chapter 9.

4. Dynamic programming is used to predict by the most compatible number and lengths
of introns in the training gene up to any position j in the sequence.

5. Steps 2–4 are repeated for each training sequence.

6. The accuracy of the predictions is then determined.

7. If a certain required level of accuracy is not achieved, a neural network similar to that
described above for Grail II is used to adjust the weights used for the input exon and
intron features.

8. If the required level of accuracy is reached, the method is ready to be used for deter-
mining the structure of an unknown genomic DNA sequence.

Pattern Discrimination Methods

Discrimination methods applied to DNA sequences are statistical methods used for clas-
sifying the sequence based on one or more observed sequence patterns. For gene predic-
tion, features of patterns found in genomic sequences are examined statistically to deter-
mine whether they are like those found in coding sequences. One such feature that is
characteristic of coding sequences is the 6-mer exon preference score (EPS) described
above. Another is a score for a 3�-flanking splice site (3�SS) calculated in a similar man-
ner. In effect, the distribution of these two scores and a number of others is obtained for
a large set of known exons and also for a set of noncoding sequences. Using the EPS and
3�SS as examples, the pair of scores for each sequence is plotted on a graph and each point
is labeled as coding or noncoding, as illustrated in Figure 8.9. A line is then positioned
between the two groups of sequences. A sequence of unknown coding capability is simi-
larly analyzed to determine whether the features of the sequence place it on one. HEXON
and FGENEH (combines exon prediction into a gene structure) use linear discriminant
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analysis (Solovyev et al. 1994) and MZEF uses quadratic discriminant analysis (see Table
8.1) (Zhang 1997).

EVALUATION OF GENE PREDICTION METHODS

A comparison of the above methods for accuracy and reliability must take into account the
type of analysis, whether neural network, linear discriminant, or other; the number and
types of sequences used for training and evaluation; and the method used for evaluation.
In addition, choice of program variables by the user will affect the predictions that are
made. As more gene sequences become known, more are becoming available for training
and evaluation. The ideal method for evaluation uses a known set of gene structures for
training the method and a second set that is not used in the training or similar to those
used in the training for evaluation (Burset and Guigó 1996). The evaluation is usually more
stringent if the evaluation set includes a gene and neighboring sequence rather than just
the sequence between the first and last exons. A current evaluation of most methods is
available at the Web sites for these methods listed in the footnotes to Table 8.1. These eval-
uations are most useful when different prediction methods are used in combination.

Figure 8.9. Analysis of candidate sequences for exon status by a discriminant function. Up to nine
different pattern features of sequences are analyzed in coding and noncoding sequence. Shown is a
plot of two of these features for several exon (ex) and noncoding (nc) sequences. The object of the dis-
criminant analysis is to define a boundary between these two groups of sequences such that they are
maximally separated, or that the sum of distances from a boundary line to each point is a minimum.
A linear discriminant analysis (Solovyev et al. 1994) assumes that the covariations among the data are
the same for the exon and noncoding sequences and provides a straight line boundary (dotted straight
line) between the two sets of data. Such a boundary may miss some of the data points. A quadratic dis-
criminant analysis (Zhang 1997) is more flexible, does not assume a similar covariation in the exon
and noncoding sequences, and provides a curved boundary formed by a quadratic equation that can,
in principle, provide a better separation of the groups (solid line). Once these boundary lines have
been calculated, the EPS and 3�SS values of a query sequence will indicate whether the sequence
belongs to the exon group or noncoding group of sequences. For an actual analysis, multiple analyses
are performed on a candidate sequence leading to a more complex, multidimensional type of analy-
sis.

Similar types of dis-
criminant analyses are
used to classify micro-
array data (Fig. 10.11,
p. 522).
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The method for evaluation is similar to that used for testing the reliability of protein sec-
ondary structure prediction as described in Chapter 9 (Mathews 1975; Burset and Guigó
1996). The program, which is trained on a set of sequences from a given organism, is used
to predict the exons, or set of exons, comprising a gene of a set of genomic evaluation
sequences from the same organism. An evaluation is then made of the number of true pos-
itives (TP) where the length and end sequence positions are correctly predicted, the number
of over-predicted positive predictions or false positives (FP), true negative (TN), and num-
ber of underpredicted residues as misses or false negative (FN) predictions. The following
calculations are made: (1) Number of actual positives is AP � TP � FN; (2) the number of
actual negatives is AN � FP � TN; (3) the predicted number of positives is PP � TP � FP;
and (4) the predicted number of negatives is PN � TN � FN. The sensitivity of a method
SN is given by SN true positives/actual positives � TP / (TP � FN), the specificity by SP �
true positives/predicted positives � TP / (TP � FP), and a correlation coefficient CC by

By this coefficient, a method given all correct gene predictions would score 1, and the worst
possible prediction would be �1. In tests of this kind on three sets of human sequences,
GeneParser, GenID, and Grail gave (1) sensitivities of 0.68–0.75, 0.65–0.67, and 0.48–0.65;
(2) specificities of 0.68–0.78, 0.74–0.78, and 0.86–0.87; and (3) correlation coefficients of
0.66–0.69, 0.66–0.67, and 0.61–0.72, respectively, for the accuracy of finding the correct
nucleotide ends of exons. GeneParser was also shown to be more reliable for genes with
short exons and least reliable for genes with long exons (Snyder and Stormo 1993).

A detailed evaluation of the available gene prediction programs has been performed,
and the correlation coefficent was found to lie between 0.6 and 0.7, and the fraction of cor-
rectly found exons was generally less than 50%. The performance decreased when longer
test sequences were used and when a 1% level of artificial frameshift mutations was intro-
duced. Programs including protein sequence database searches (GeneID� and GenePars-
er3) showed substantially greater accuracy (Burset and Guigó 1996). These studies there-
fore indicate that gene prediction programs reliably locate genomic regions that encode
genes, but they provide an only approximate indication of the gene structure. In a later
similar study using the same data set as the above study, and comparing Grail II, FGENEH,
and MZEF, these numbers were: (1) sensitivities 0.79, 0.93, 0.95; (2) specificities 0.92, 0.93,
0.95; and (3) 0.83, 0.85, 0.89, respectively (Zhang 1997).

To illustrate the results obtained by the gene prediction programs, an Arabidopsis
genomic sequence was submitted to several Web servers, as shown in Table 8.4. Because
the cDNA sequence was also available, the accuracy of the programs could be determined.
There is a computer program designed for aligning the cDNA and genomic DNA
sequences of a gene (Florea et al. 1998; and see Table 8.1). As shown, the results of the anal-
yses vary considerably and the program variables must sometimes be optimized to find the
correct translation. In this case, GeneMark gave a fully accurate translation of the
sequence. Other programs, such as NetPlantGene, gave a large number of possible
exon–intron boundaries including some of the actual ones.

PROMOTER PREDICTION IN E. COLI

The method that has most often been used to analyze E. coli promoters is to align a set of
promoter sequences by the position that marks the known transcription start site (TSS)

CC � [(TP)(TN) � (FP)(FN)] / �[(�A�N�)(�P�P�)(�A�P�)(�P�N�)]�
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and then to search for conserved regions in the sequences. Following such an alignment,
E. coli promoters are found to contain three conserved sequence features: a region approx-
imately 6 bp long with consensus TATAAT at position �10 (the Pribnow box), a second
region approximately 6 bp long with consensus TTGACA at position �35, and a distance
between these regions of approximately 17 bp that is relatively constant (see Fig. 8.6 for an
example). A weaker region exists around �1, the designation given to the start of tran-
scription, and an AT-rich region is found before the �35 region (Hawley and
McClure1983; Mulligan and McClure 1986). The sequences changed to some extent as the
number of sequences and the types of promoters analyzed were varied. For example, pro-
moters that are activated by transcription factors have more variable sequences (Hertz and
Stormo 1996). The RegulonDB (http://www.cifn.unam. mx/Computational_Biology/reg-
ulondb/; Salgado et al. 1999), Dpinteract (http://arep.med.harvard.edu/dpinteract-
database; Robison et al. 1998), and regulatory site database (Thieffry et al. 1998;
http://www.cifn.unam.mx/Computational_Biology/E.coli-predictions) have been devel-
oped with information on the E. coli genome. With the availability of a large number of
prokaryotic genomes (see Chapter 10 and http://www.tigr.org/tdb/mdb/mdb.html), a sim-
ilar analysis of the genes and regulatory sites in these other genomes has become possible.

The aligned promoter regions provide a consensus sequence that may be used to search
for matching regions as potential promoters in E. coli sequences. Each column in the align-
ment gives the variation found in that position of the promoter. Programs such as the

Table 8.4. Example of exons predicted in an Arabidopsis genomic sequence by gene prediction
programs

cDNA Netgeneb GeneMarkc FgenePd GeneScan Mzeffe

345a–1210 x 1210 345–1210 345–1210 530–1210 276–1210
1290–1513 1290 1513 1290–1513 x 1513 1242–1513 1290–1513
1611–1696 1611* 1696 1611–1696 x x 1611–1696 1611–1696
1880–2029 1880* 2034 1880–2029 x x 1880–2029 1880–2029
2143–2880 2143 2880 2143–2880 x 2880 2143–2880 x 2880
3143–3253 x 3253 3143–3253 x x x x 3143–3253
3339–3599 3339* 3599 3339–3599 3339-3599 3339–3599 3339–3599
3698–3921 3698 3921 3698–3921 3698-3921 3698–3921 3698–3921
4010–4217 4010 x 4010–4220f x x 4010–4220f x x

This test is given as an example and should not be taken as a measure of the reliability of these programs.
The Web sites were provided with the genomic sequences of the Arabidopis UVH1 gene with approximate-
ly 250 bp upstream from the first exon and 200 bp downstream beyond the last exon. As indicated in the
text, these programs are more reliable when they are presented with short genomic sequences, as was done
in this example. The consensus splice sites for Arabidopsis may be found at http://genome-
www.stanford.edu/Arabidopsis/splice_site.html. A more detailed assessment of the reliability of gene pre-
diction programs on Arabidopsis genomic sequences has been published (Pavy et al. 1999).

a Predicted.
b NetPlantGene was used. This program predicts intron–exon and exon–intron junctions and not most

probable combinations of the two. In this case many false-positive intron–exon junctions were predicted
with low probability. The highest scoring junctions are marked by *. x are actual sites not predicted. The
intron–exon junctions are predicted much more reliably, and three false positives were reported.

c GeneMark shows a remarkably good frequency of prediction for these exons and usually joins the exons
in the correct reading frame, but not always. Therefore, some parts of the predicted protein sequence are not
correct.

d x are actual sites not predicted. Exon start sites of 1370–1513 and 2779–2880 were found illustrating a
difficulty with finding exon start sites.

e The prior probability was set at 0.6–0.8 to obtain these results. The higher this value, the lower the level
of discrimination used, the more sensitive the test, and the greater the number of exons that is predicted. x
was not predicted; instead a start site of 2709 was predicted. This program predicts internal exons only.

f The 4220 end includes the termination codon.
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Genetics Computer Group program FINDPATTERNS and PatScan (http://www-
unix.mcs.anl.gov/compbio/PatScan/HTML/patscan.html) may be used to search for
matches to the consensus sequence or the variation found in each column in a target DNA
sequence. The difficulty with using the consensus sequence to search for new promoters is
that most sequence positions in the aligned regions vary to some extent, and some regions
are much less variable than others; e.g., the first, second, and sixth positions in the �10
region.

An alternative is to use the search features of FINDPATTERNS and PatScan that allow
alternative symbols at one sequence position, repeats of a symbol, inverted repeats, gaps,
and so on. For example, providing the pattern GAT (TG, T, G) �1,4� to FINDPATTERNS
means to search for GAT followed by a TG, or a T, or a G repeated up to four times. These
types of pattern expressions are similar to regular expressions that are used to specify
PROSITE patterns in protein sequences and to inititate PHI-BLAST searches of protein
sequence databases (see Chapter 7, p. 331). Although these expressions are extremely use-
ful for locating complex regulatory patterns in DNA sequence, they do not take into
account the frequency of each residue at each pattern position. What is needed is a more
quantitative way to use these known sequence variations to search a target sequence. The
scoring matrix method provides such an analysis.

The Scoring Matrix Method Used with Aligned Promoter Sequences

A more complex type of promoter analysis used for both prokaryotic and eukaryotic
sequences is a scoring or weight matrix. This kind of matrix was previously described in
Chapter 4 (p. 192) as a method for representing the variation in a set of sequence patterns
in a multiple sequence alignment, and in Chapter 7 (p. 320) as a tool for finding addition-
al sequences with the same pattern in a database search. The scoring matrix has also been
used to analyze promoters, ribosomal binding sites, and eukaryotic splice junctions
(Staden 1984).

An example using a scoring matrix for representing the �10 region of E. coli promoters
is illustrated in Table 8.5. In this example, N sequences have been aligned by their –10
regions and a count of each base in each column of the alignment has been made. These
counts are converted to frequencies. For example, if 79 of 100 sequences have a T in col-
umn 1, the frequency of T in column 1 of the matrix is 0.79. Similarly, a T occurs in col-
umn 2 with a frequency of 0.94. These frequencies are converted into log odds scores, as
described in Table 8.5. An example of using the scoring matrix in Table 8.5 to locate the
most likely �10 sites in a query sequence is shown in Figure 8.10. The matrix is moved
along the query sequence one position at a time. At each position, the base in the sequence
is noted and the corresponding score of that base in the matrix is then used. This proce-
dure is repeated for the remaining positions. The log odds scores are then added to obtain
a combined log odds score for the particular position in the sequence that is a �10 region
in a promoter. The sum of the log odds scores in bits may be converted to odds scores by
the formula odds score � 2(log odds score) or if the log odds score is in nats, by the formula
odds score � e (log odds score). These numbers vary from small fractions to large numbers
reflecting variations in the likelihood of a �10 region at each sequence position.

The odds scores at every possible matching location along the sequence may be used to
find the probability of each sequence location. The odds scores are first summed to give
sum S. The odds score at a particular location of six bases in the sequence divided by S then
provides a probability that the location is a �10 region. To give a simple example, of the
three matches in Figure 8.10, the probability of the match at the third location shown is
391/[(1/786)�(1/630)�(391)] � 1.000.
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Table 8.5. A scoring matrix representing the frequency of DNA bases found in the �10 position
in E. coli promoters

A. Fraction of each base at each column of the aligned promoters in the �10 region

Position A C G T

1 0.02 0.09 0.10 0.79

2 0.94 0.02 0.01 0.03

3..6 . . . . . . . . . . . . . . . .

B. Log odds score

Position A C G T

1 �3.80 �1.49 �1.34 1.67

2 1.92 �3.81 �4.81 �3.22

3 �0.06 �0.81 �0.66 0.81

4 1.24 �1.00 �0.72 �0.89

5 1.02 �0.35 �1.00 �0.56

6 �4.81 �3.22 �4.81 1.95

(A) Frequency of each base found, showing two positions as examples. (B) Conversion of frequencies to
log odds scores. The first step is to convert the frequency of each base at each sequence position into an odds
score. The odds score is simply the frequency observed in the column divided by the frequency expected, or
the background frequency of the base, usually averaged over the genome. Thus, if the position frequency is
0.79 and the background 0.25, the odds score is 0.79/0.25 � 3.16. This number means that if a sequence is
being examined for the presence of a promoter, and a T is present in the sequence at predicted position 1,
the odds of the sequence representing a promoter (a win) to the sequence not representing a promoter (a
loss) is 3.16/1. Finally, the odds score is converted to a log odds score by taking the logarithm of the odds
score, usually to the base 2 (units of bits) and sometimes to the natural logarithm (units of nats). As
described in Chapter 4, bit units have a special meaning in information theory. They represent the number
of questions that must be asked to decide whether or not the base in the column of the scoring matrix is a
match to the aligned sequence position. This number is called the information content of the matrix posi-
tion. On the one hand, if all four bases are equally represented in the matrix position, the number of ques-
tions that must be asked is two. The first question might be is the sequence position one of A or T, or one
of G and C. The second question will then find the correct base. On the other hand, if only one base is found
in the matrix position, then no question need be asked of the sequence position. The fewer questions that
have to be asked, the more information in the matrix, and the more discriminatory it is for distinguishing
real matches from random matches (Schneider et al. 1986). A set of log odds scores for the major six posi-
tions in the �10 region of E. coli promoters is shown (Hertz and Stormo 1996). In the actual matrices that
are used, an additional 6–12 base positions that flank these major positions are also used. There is a zero
occurrence of one particular base in the matrix, thus creating a problem because the logarithm of zero is
infinity. In this case, a single count is substituted for the zeros and the resulting small fraction will calculate
to a large negative log odds score. Alternatively, a large negative log odds score may be used at such positions
in a scoring matrix.

Another formula for calculating the scoring matrix value of base i in column j, wi,j, is given by

wi,j � log [(ni,j �Pi)/{(N � 1)Pi}] � ln (fi,j / Pi )

where ni,j is the count of base i in column j, Pi is the background frequency of base i, N is the total number of
sequences, and fi,j � ni,j/N (Hertz and Stormo 1999). Bucher (1990) uses the formula

wi,j � log [(ni,j/Pi) � (s/100)] � Cj

where s is a smoothing percentage for the column values and Cj is a column-specific constant. Bucher some-
times also uses dinucleotide composition for calculating the background base frequency to accommodate local
sequence complexity (Bucher 1990). These formulas both accommodate zero occurrences of a base by adding
a small value in a scoring matrix to zero positions. Another method is to add pseudocounts to these positions,
as described in Chapter 4 (p. 193).
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For scoring E. coli sequences for the presence of promoters, scoring matrices for a 35-bp
region encompassing the �35 region, a 19-bp region encompassing the �10 region, and a
12-bp region encompassing the �1 region are each applied to both strands of a query DNA
sequence. Each matrix will provide a distribution of odds scores that predict possible loca-
tions for matches to itself in the query sequence. These matches are then examined for
spacings that are characteristic of the known promoter sequences. The region between the
�10 and �35 regions varies from 15 to 21 but is usually 17, and the region between �10
and �1 is 4–8 bp. When a suitably oriented combination of high-scoring matches is found,

Figure 8.10. Locating �10 promoter sites in E. coli sequences using a �10 scoring matrix. The matrix
is moved along a query sequence one position at a time, and at each location, the sequence window is
scored for a match to the matrix by summing the log odds scores. A cutoff score may be defined that
permits recognition of known promoter sequences while minimizing the prediction of false-positive
sites.
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the log odds scores of each sequence region are added. From this sum, a penalty may be
subtracted if the distance between the �10 and �35 regions is not an optimal 17 in length
or if the distance between the �10 and �1 regions is not optimal (Hertz and Stormo
1996). The resulting log odds score represents an overall likelihood that a test sequence
includes regions characteristic of E. coli promoters in the correct spacing. A similar appli-
cation of weight matrices for identifying the start of prokaryotic genes (program
ORPHEUS) has been described previously (Frishman et al. 1998).

Reliability of the Matrix Method

The reliability of a combination of scoring matrices for promoter prediction can be
assessed by comparing the range of scores found in a set of known promoters versus scores
in a set of random sequences. A threshold score that is achieved by most of the known pro-
moters, but only by a small number of false positives in random sequences, may then be
chosen (Bucher 1990; Hertz and Stormo 1996). For example, 0.048 or 0.27 of the positions
in random sequences may achieve such a score, when compared to promoters that are not
activated by additional transcription factors (are more alike) versus all promoters (are
more variable), respectively. When a lower threshold is chosen that gives a lower false pre-
diction rate of 0.0005, 0.26 of all promoters and 0.60 of activated promoters achieve such
a score. To try to improve the predictive values, the lengths of the scoring matrices and the
gap penalty values have been varied, but the predictive value of the matrices is not much
improved above these values.

There are several reasons that matrix methods do not achieve a better prediction of E.
coli promoters. The first is that the matrix method adds the scores for each sequence posi-
tion, whereas in reality, one position in the �10 region, for example, may play a role in one
stage of transcription such as promoter recognition by RNA polymerase, whereas another
may play a role in a subsequent stage of transcription, such as initiation of transcription or
elongation of the mRNA. Matching positions with these types of functional separations are
not expected to be additive, as assumed by the matrix method. A second difficulty that the
matrix method shares with most other methods of promoter prediction is that all pro-
moters are treated as being in the same class, whereas different forms of RNA polymerase
that are complexed with a set of transcriptional activators (� factors) may have preference
for different sequence positions in the promoter region. With the whole genome of E. coli
now available for analysis (see http://www.genetics.wisc.edu), such additional classification
may become a possibility (Hertz and Stormo 1996). A third difficulty is that the promoter
sequence is treated as a Markov chain, meaning that each sequence position acts indepen-
dently of the others so that a match at each position may be individually scored without
reference to the other positions. According to a statistical mechanical theory discussed
below, the most conserved positions are thought to act independently. However, as evi-
denced by the fact that some weight matrices are not efficient in locating matching sites,
there may be correlations between the sequence positions so that covariation of the bases
at these positions occurs at frequencies greater than expected by chance. Such correlations
are not easily found in a small number of training sequences. Methods include using deci-
sion trees and locating specific oligonucleotides, discussed later in the chapter. A number
of ways to improve matrix methods, including corrections for base composition, utilizing
a different number of matrix positions, have been tried, but none of these is significantly
better than the basic scoring matrix described above. In addition to the matrix methods, a
number of additional methods for predicting E. coli promoters and other regulatory sites
have been developed, but without much improvement over the scoring matrix method
(Hertz and Stormo 1996).
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A second method that has been used for promoter prediction is the use of neural net-
works, which are described in Chapter 9, page 450. In this case, a neural network is trained
to distinguish E. coli sequences from nonpromoter sequences (Horton and Kanehisa 1992;
Pedersen et al. 1996). The network is like that used for prediction of protein secondary
structure and is trained by similar methods. Horton and Kanehisa used a network lacking
a hidden layer, called a perceptron (see Fig. 8.11). This type of network scans the sequence
to be analyzed using a sliding window and at each location reads each of the sequence posi-
tions within the window. Some positions within the window may not be counted corre-
sponding to the spaces between the conserved regions. The sequence characters are given
a simple identification scheme to avoid any bias (e.g., A is 1000, G 0100, etc.) and the sum
of these sequence values after weighting is used as input for a single output neuron, which
produces a number close to 1 if the region is within a promoter or 0 if the region is not in

Figure 8.11. The model of a perceptron used for locating E. coli promoters. A portion of the sequence
in the �10 region that is to be scanned is shown for illustrative purposes. (A) A known promoter
sequence is encoded and used as input into a single output neuron. The input signals are weighted,
the weighted values summed, and the sum transformed into a number that is approximately 0 or 1.
The network is trained by starting with an initial set of weights, then adjusting each weight by a small
amount until the correct output is found for as many of the training sequences as possible. (B) The
trained perceptron used for scanning unknown sequences for promoter-like patterns is a special type
of scoring matrix. In this case, the matrix is aligned with the sequence, and the matrix values that
match the sequence are added. If the sum of numbers is approximately 1, then a promoter is predict-
ed, and if zero, then a promoter is not predicted. The difference between this matrix and the scoring
matrix described above is that in this matrix each position within the sequence window is given a dif-
ferent weight.
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a promoter. The network is trained on known promoter sequences by adjusting the
weights of the input sequence positions so that the output produces the correct response.
However, the perceptron method was not found to be any more effective than scoring
matrices for finding E. coli promoters.

Finding Less-conserved Binding Sites for Regulatory Proteins in 
Sequences That Do Not Readily Align

In the above example of finding consensus binding sites for RNA polymerase in E. coli pro-
moters, the sequences could be quite readily aligned by the transcriptional start site and the
�10 and �35 regions. The binding sites for other regulatory proteins, such as the LexA
protein described above, are also quite readily found because the sequence of the binding
sites is conserved. However, in many other cases, particularly those for eukaryotic tran-
scription factor binding sites described later in this chapter, the sites vary considerably and
the surrounding regions are also variable so that it is impossible to find conserved positions
in the binding site by aligning the sequences. Thus, methods are needed to find a common
but degenerate pattern in sequence fragments that are expected to carry a binding site but
that cannot be aligned.

The problem is similar to that described in Chapter 4 for finding patterns that are com-
mon to a set of related protein sequences that cannot be readily aligned. However, there is
one important difference. In proteins, there are a possible 20 amino acids in each match-
ing position of the sequence pattern, but in DNA-binding sites there are only four possible
bases in the pattern—the alphabet is much smaller in DNA sequences. Hence, it is more
difficult to detect DNA sequence patterns above background noise. Some of the statistical
methods used for finding protein patterns, e.g., expectation maximization and hidden
Markov models, are also used for identifying DNA patterns in unaligned DNA sequences.

The expectation maximization method is described in Chapter 4. Briefly, an initial scor-
ing matrix of estimated length is made by a guessed alignment of the known promoter
sequences (the expectation step). The scoring matrix is then used to scan each sequence in
turn, and the probability of a match to each position in each sequence is calculated as dis-
cussed above. The scoring matrix is then updated by the sequence pattern found at each
scanned position times the probability of a match to that position (the maximization step).
The two steps are repeated until there is no improvement. The method has been adapted
to find multiple patterns separated by a variable spacer region, to take into account the
�10 and �35 regions of E. coli promoters (Cardon and Stormo 1992). These studies have
provided useful information as to which positions in the promoter sequences provide
information that enhances specificity. Hidden Markov models such as those described in
Chapter 4 (p. 185) and earlier in this chapter have also been used for prokaryotic promot-
er prediction (Pedersen et al. 1996). In principle, because HMM methods are based on the
expectation maximization method, they should be comparable in effectiveness to the EM
method.

Another statistical method of finding patterns in unaligned sequences has also been used
for DNA sequences. In one case, this method was used with a dinucleotide analysis to reduce
background noise (Ioshikhes et al. 1999). A Gibbs sampling method that takes into account
additional features of DNA sequences such as inverted repeats has been described (Zhang
1999b). Align Ace is a program designed for promoter analysis that uses a Gibbs sampling
strategy (see Table 10.1E). The inverted repeat feature is designed to identify binding sites
of regulatory proteins that are inverted repeats, like LexA-binding sites in Figure 8.6.

A different method has been developed for searching through a set of unaligned
sequences for a common but degenerate sequence pattern (Stormo and Hartzell 1989;
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Hertz et al. 1990). The program developed for this purpose, consensus, was used to pro-
duce a set of scoring matrices for eukaryotic transcription-factor-binding sites (Chen et al.
1995). Recently, a theory was developed that allows a statistical evaluation of the results
(Hertz and Stormo 1999). In its simplest form, illustrated in Figure 8.11, a sliding window
of sequence in each of the sequences is matched against similar windows in the remaining
sequences, searching for the best scoring matrix, as judged by the information content of
the matrix (p. 195). There is no allowance made for gaps, and the choice of a base at each
matrix position is assumed to be independent of the other positions, although the devel-
opment of methods for including such features has been described previously (Hertz and
Stormo 1995). In consensus, parameters such as window width, whether or not each
sequence can contribute at most one word, whether or not there are additional words after
an initial one, whether or not words overlap, whether or not the complementary sequence
is used, and the maximum number of alignments to be saved are set by the user. In a relat-
ed program, wconsensus, the optimum window size is not set by the user. Instead, biases
are used and subtracted from the information content of each column in the scoring
matrix to make the amount of information a smaller number, called the crude information
content. The object is to reduce the average alignment score to a negative value so that an
interesting alignment appears as a positive score, much like the procedure used in the
Smith-Waterman algorithm for sequence alignment by dynamic programming. wconsen-
sus finds the scoring matrix that maximizes this crude information content. At the same
time, wconsensus also saves the flanking sequence regions from each sequence included in
the matrix. As more sequences are added, these regions may also become incorporated into
the alignment and help to locate additional matching regions.

The time required for computing these patterns is extensive and increases as a linear
function of the number of sequences and as the square of the sequence lengths. The pro-
grams accept user input to reduce the computational time. These programs are not guar-
anteed to provide the best possible matrix, but by trying out several reasonable values for
user-provided variables, there is a strong possibility of finding the best matrix. Associated
with these programs is a statistical evaluation of each matrix. If I is the information con-
tent of the matrix calculated and N the number of sequences used to create the matrix, the
probability of obtaining a greater product I � N from random sequences of the same
length and base composition is determined. This procedure is similar in principle to the
methods used to evaluate scores found in sequence alignments and database searches,
except that the statistical models are quite complex (Hertz and Stormo 1999). Similar
numerical methods for calculating the significance of scoring matrices and matches to
scoring matrices have also been developed (Staden 1989). Thus, different matrices found
by using different matrix widths, base compositions, and other variables may be evaluated
for significance, and the best ones chosen. The consensus programs run under the UNIX
operating system and are available by anonymous FTP from beagle.colorado.edu in the
directory /pub/consensus.

Binding sites for repressors and activators of E. coli and other bacteria have been analyzed
for conserved patterns by the above methods. An example is the set of bacterial and bacterio-
phage genes that is repressed by the E. coli lexA gene product (Lewis et al. 1994). As illustrat-
ed in Figure 8.6, these genes carry the binding site for LexA repressor, which is located in the
vicinity of the promoter and transcription start site and has the consensus sequence
CTGTNNNNNNNNNCAG. The more conserved positions in the binding site contribute the
most to the binding of the LexA protein to these sites and, in general, the closer the binding
site to consensus, the more tightly bound the protein to that site. Similar observations of sev-
eral transcriptional regulators and promoters of E. coli have led to a statistical mechanical the-
ory that the most conserved positions each independently contribute the most binding ener-
gy to the interaction (Berg and von Hippel 1987; Fields et al. 1997; Stormo and Fields 1998).
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PROMOTER PREDICTION IN EUKARYOTES

Transcriptional Regulation in Eukaryotes

The regulation of transcription of protein-encoding genes by RNA polymerase II (RNA
PolII) involves the interaction of a large number of protein complexes, called transcription
factors (TFs), with each other and with DNA-binding sites in the promoter region. The
regions upstream from the start point of transcription, but also just downstream, influence
the regulation and degree of expression of the gene. The region immediately upstream, the
core promoter, has DNA-binding sites to which a preinitiation complex comprising RNA
PolII and TFIIA, B, D, E, F, and H binds (Tjian 1996).

The position of binding sites is given with reference to the start site of transcription
(TSS). A box defined as TATA is present in about 75% of vertebrate RNA PolII promot-
ers. A TATA box HMM trained on vertebrate promoter sequences has the consensus
sequence TATAWDR (W � A/T, D is not C, R is G or A) starting at approximately �17
bp from TSS (Bucher 1990; http://www.epd.isb-sib.ch/promoter_elements/). This
sequence is thought to position the initiation complex around TSS. A component of
TFIID, TATA-binding protein (TBP), recognizes and binds to this sequence. INR is a
loosely defined sequence around TSS that also influences the start position of transcription
and may be recognized by other protein subunits of TFIID (Chalkley and Verrijzer 1999).
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Another conserved sequence lying upstream of TATA and present in about one-half of ver-
tebrate promoters is the CCAAT box, which is thought to be the site of binding of addi-
tional proteins that influence preinitiation and later stages of transcription. Another con-
served regulatory site is the GC box. These boxes lie at variable distances from TSS and
function in either orientation. Weight matrices that describe them have been produced
(Bucher 1990).

The region upstream of the core promoter and other enhancer sites in the neighbor-
hood of a gene also influences gene expression. A variety of transcription factors, some
affected by environmental influences such as hormone levels, bind to DNA-binding sites
in these regions. These factors can also form large multiprotein complexes that interact
with a preinitiation complex to induce or repress transcription. These interactions can
cause remodeling of the local nucleosome structure by histone acetylation or deacetylation,
conformational changes in the transcription complex, and possibly phosphorylation of

Figure 8.12. The Hertz, Stormo, and Hartzell method for locating common DNA-binding sites for reg-
ulatory proteins in unaligned sequences (Hertz and Stormo 1999). This example illustrates how the algo-
rithm compares a fixed window of sequence (length 4 in this example) in a set of sequences assumed to
carry one site for a DNA-binding protein that cannot be readily found by aligning the sequences. The
object is to find the 4-mer in each sequence that constitutes as nearly identical a pattern as can be found
in all of the sequences. The user specifies the number of matrices that can be saved by the program for
further analysis. Redundant matrices are eliminated. Step 1. The sequence of the first four bases from
sequence 1 is first chosen. An analysis of only this one window is shown in this example. Normally the
program would start with all possible 4-long words in each of the sequences, thus producing a total num-
ber of 6 possible step 1 matrices in this example. Step 2. The sequence window chosen in step 1 is moved
across sequence 2, then sequence 3, and so on until all possible windows in all sequences have been select-
ed. If a sufficient number of saved matrices is specified, this procedure would be repeated for all of the
six saved matrices in step 1. Only one matrix is shown for illustration purposes. At each selected posi-
tion, the number of matches with sequence 1 is recorded in a scoring matrix. The amount of sequence
conservation in each column is calculated as the information content (Ic) of the column, and the Ic val-
ues for each column are then added to give I of the matrix. The best-scoring matrix is chosen. Calcula-
tion of the information content of a scoring matrix is discussed in detail in Chapter 4 (p. 195). Given a
position in a test sequence that is being examined for a match to a matrix column, the maximum uncer-
tainty of a matrix column is the number of questions that must be asked to find a match to the position
in a test sequence. Uncertainty is zero if only one base is represented and 2 if all four bases are repre-
sented equally. Information content of a column is 2 minus the uncertainty of the column. For example,
as each column in the first matrix in step 2 requires a single question to identify a match to a sequence
(for column 1, one question must be asked: “Does the matching sequence position have an A or a T?”),
then I of the matrix is 1�1�1�1�4. The first column of the second matrix in step 2 has two As, and no
other base is represented. Because no question need be asked, I is 2. A general method for calculating the
amount of information in a column c is given by Ic � �i �fic log (fic/pi)� where fic is the fraction of each
base in the column and pi is the background frequency of base i in the sequences. If logarithms to the
base 2 are used, then I units are in bits, and if natural logarithms are used, I units are in nats. Step 3. The
sequence windows found in the highest-scoring matrix in step 2 are now compared to all other possible
windows in the remaining sequences. In this case, only one sequence remains and the next high-scoring
matrix is identified. Only one matrix is shown as an example; the maximum number that can be used for
further analysis will be determined by the specified number of matrices that can be saved by the program.
Additional steps (not shown) are then used to compare this best matrix with any remaining sequences
until all have been included. The final matrices provide a consensus sequence by using the base in each
column that has the highest score. The algorithm is greedy because the development of the highest-scor-
ing matrix depends on matches found in ancestor matrices based on a smaller number of alignments. On
the basis of this limitation and constraints provided by the user such as window size or matrix bias (see
text), and on the number of matrices saved, the algorithm is not guaranteed to provide the optimal
matrix for a large number of sequences.
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RNA PolII. The independent binding of proteins to separate DNA sites in the initiation
and upstream control regions is cooperative in that the binding of one protein to one site
enhances the binding of another protein molecule to a second site. In this manner, a series
of weak interactions between individual components is amplified by protein–protein inter-
actions to give an overall strong binding of the complex to the promoter.

An example of a mammalian gene with multiple regulatory elements that have been
defined by experiment is shown in Figure 8.13. The gene is the rat pepCK gene, which
encodes phosphoenol pyruvate kinase, a major enzyme for metabolism of glucose in mam-
mals. This gene is regulated by four different hormones—glucocorticoids, glucagon,
retinoic acid, and insulin—through a system of binding sites for particular transcription
factors in the promoter region. The response of the cell to these agents involves binding of
the hormone to a specific receptor protein and the subsequent binding of the
hormone–receptor complex to specific sequences called response elements (REs) in the
promoter region of responsive genes. The pepCK gene also responds to the level of cyclic
AMP (cAMP) through a similar interaction. In addition, the gene has other characteristic
and essential sequence features for RNA PolII recognition, such as the TATA box, the ini-
tiation region (INR) that includes the transcription start site (TSS) at �1. The REs are
flanked by binding sites for other transcription factors that influence the effect of the
bound receptor through protein–protein interactions.

Thus, many different transcription factors may be involved in the regulation of a par-
ticular eukaryotic gene. The sequence of the DNA-binding site recognized by many of
these TFs is not known, or only a few sites are known, thus limiting the ability to predict
promoter-binding sites for these TFs. In some cases, enough DNA-binding sites are known
to produce a weight matrix, described earlier in this chapter (Table 8.5). However, such
scoring matrices tend to be much more variable than prokaryotic matrices, so that the
matrix is less useful for discriminating true binding sites from random sequence variation.

Figure 8.13. Regulatory elements in the promoter of the rat pepCK gene. This gene has been analyzed
experimentally for the presence of transcription-factor-binding sites. The relative positions of these
elements in a fusion of the pepCK promoter to a reporter gene are illustrated (Yamada et al. 1999).
The glucocorticoid response unit (GRU) includes three accessory factor binding sites (AF1, AF2, and
AF3), two glucocorticoid response elements (GR1 and GR2), and a cAMP response element (CRE).
A dimer of glucocorticoid receptor bound to each GR element is depicted. The retinoic response unit
(RAU) includes two retinoic acid response elements (RARE1 and RARE2) that coincide with the AF1
and AF3, respectively (Sugiyama et al. 1998). The sequences of the two GR sites and the binding of
the receptor to these sites are shown. These sites deviate from the consensus sites and depend on their
activity on accessory proteins bound to other sites in the GRU. This dependence on accessory pro-
teins is reduced if a more consensus-like (canonical) GR element comprising the sequence TGTTCT
is present. The CRE that binds factor C/EBP is also shown.
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Such a matrix can be used to predict putative binding sites for a TF in a particular pro-
moter. Because TF binding sites may be detectable on either forward and complementary
strands or present on both forward and complementary strands in a repeated configura-
tion, both strands of the test sequence are generally searched for binding sites. Interpolat-
ed HMMs described previously for identifying prokaryotic genes have also been used for
eukaryotic promoter identification (Ohler et al. 1999). This method identifies the most
informative lengths of sequence in promoters and uses them for promoter prediction in
test sequences.

As shown in Figure 8.13, binding sites for TFs cluster in the promoter region. This clus-
tering is the basis of one method for promoter prediction discussed below. A search for
binding sites in the EPD database (Table 8.6) and a human first exon database showed that
tandem binding sites for the same TF that are approximately 10 bp apart and expressing
with a periodicity of 145 bp can be detected. Such studies confirm that searching for mul-
tiple TF binding sites can provide a more reasonable prediction of promoter function
(Ioshikhes et al. 1999).

Complexes of TFs bound to DNA can either activate or repress transcription through
their interaction with RNA PolII. Some quite remarkable variations of this theme can
occur (Yamamoto et al. 1998). First, changes in the RE or in the binding of nearby acces-
sory proteins can determine whether the binding of glucocorticoid response elements (GR)
activates or represses transcription. Second, the GR can influence transcription simply by
forming a complex with other factors and without binding to DNA itself. Thus, predicting
the regulatory behavior solely on the basis of finding REs in a promoter region is probably
not feasible without additional consideration of interactions among the regulatory ele-
ments and proteins themselves (Bucher et al. 1996).

RNA PolII Promoter Classification

Eukaryotic promoter sequences show variation not only between species, but also among
genes within a species. A gene that is regulated by a certain set of signals during develop-
ment will have a significantly different promoter than a second gene that responds to a dif-
ferent set of signals. For this reason, a set of promoters in an organism that share a regula-
tory response have been analyzed, as these promoters are expected to share common
regulatory elements. Such an analysis has been performed on the genes expressed in skele-
tal muscle. Binding sites for TFs in skeletal muscle promoters are used to make scoring
matrices, which are then used to find other muscle-regulated genes in genomic sequences.
The ability of individual scoring matrices to locate signals in known muscle promoters,
while at the same time not finding signals in control promoters, is determined. The align-
ment scores for each matrix are then weighted in favor of the most informative matrices.
The sum of these weighted scores gives a value between 0 (no promoter) and 1 (has pro-
moter function), called the logit value of the promoter. Similar promoters from closely
related species are also used to enhance the ability of the method to discriminate muscle
promoters from other promoters in a method described as phylogenetic footprinting
(Wasserman and Fickett 1998).

Because the usefulness of different scoring matrices for TF binding sites is variable, other
methods have been devised for weighting the scores obtained for an individual weight
matrix on test sequences. An additional development includes a new algorithm for deter-
mining the cutoff value using the background rate estimated on non-promoters (see
TFBIND in Table 8.6). Scores of matches of weight matrices to test sequences follow the
extreme value distribution (p. 326), and have also been used to evaluate matches (Claver-
ie 1994; Claverie and Audic 1996). The application of neural networks for devising a



370 ■ C H A P T E R  8

Table 8.6. Promoter prediction programs, Web pages, and related information

Name Web address Reference

BDNA video analysis of see GeneExpress Ponomarenko et al. (1999)
transcription factor binding
sites using conformational and
physicochemical DNA features

ConsInspector–see Transfac databasea http://www.gsf.de/biodv/consinspector.html
Core-Promoter–for finding http://argon.cshl.org/genefinder/ Zhang (1998a, b)

RNAPII promoters of human CPROMOTER/index.htm
genes by quadratic discriminant
analysis

EPD Eukaryotic promoter database http://www.epd.isb-sib.ch/; Bucher (1990); Périer et al. (1999, 2000)
http://www.epd.isb-sib.ch/
promoter_elements/

EpoDB genes expressed during http://www.cbil.upenn.edu/ Stoeckert et al. (1999)
vertebrate erythropoiesis

FastM for transcription factor http://genomatix.gsf.de/cgi-bin/fastm2/fastm.pl Klingenhoff et al. (1999)
binding sites

GeneExpress analysis of http://wwwmgs.bionet.nsc.ru/systems/ Kolchanov et al. (1999a, b)
transcriptional regulations GeneExpress/
with TRRD database

Genome inspector for combined http://www.gsf.de/biodv/genomeinspector.html Quandt et al. (1997)
analysis of multiple signals in
genomes

GrailIIb prediction of TSS by http://compbio.ornl.gov/ Uberbacher and Mural (1991);
neural networks based on scores see also book Web site Uberbacher et al. (1996)
of characteristic sequence patterns
and composition

MAR-FINDER for finding matrix http://www.ncgr.org/MarFinder/ Kramer et al. (1997); Singh et al.
attachment regions (1997)

MatInd—see Transfac database
MatInspectora–see Transfac database http://www.gsf.de/biodv/matinspector.html

(for downloading)
http://www.gsf.de/cgi-bin/matsearch.pl

(for interactive web page)
Nuclear (including glucocorticoid) http://nrr.georgetown.edu/GRR/GRR.html Martinez et al. (1997)

receptor resourcec

Mirage (Molecular Informatics http://www.ifti.org/ see Web page
Resource for the Analysis of
Gene Expression)d

NNPP Promoter Prediction by http://www.fruitfly.org/seq_tools/promoter.html Reese et al. (1996)
Neural Network for prokaryotes
or eukaryotes

NSITE–search for TF binding sites http://genomic.sanger.ac.uk/gf/gf.shtml see Web site
or other consensus regulatory
sequences

OOTFD Object-Oriented http://www.ifti.org/cgi-bin/ifti/ootfd.pl Ghosh (1998)
Transcription Factor Database

PLACE plant cis-acting regulatory http://www.dna.affrc.go.jp/htdocs/PLACE/ Higo et al. (1999)
elements

PlantCARE plants cis-acting http://sphinx.rug.ac.be:8080/ Rombauts et al. (1999)
regulatory elements PlantCARE/index.htm

Pol3scan for RNAP III/tRNA http://irisbioc.bio.unipr.it/genomics.html Pavesi et al. (1994)
promoter sequences using pattern
scoring matrices

Polyadq for locating polyadenylation http://argon.cshl.org/tabaska/ Tabaska and Zhang (1999)
sites polyadq_form.html

Continued.
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Table 8.6. Continued.

Name Web address Reference

Promoter element weight matrices http://www.epd.isb-sib.ch/promoter_elements/ Bucher (1990)
and HMMs

Promoter II for recognition of http://www.cbs.dtu.dk/services/promoter/ Knudsen (1999)
PolII sequences by neural networks

PromoterScane http://cbs.umn.edu/software/proscan/ Prestridge (1995) and see Web site
promoterscan.htm

RegScan for promoter classification http://wwwmgs.bionet.nsc.ru/mgs/programs/ Babenko et al. (1999)
classprom/

Sequence walkers for graphical http://www-lecb.ncifcrf.gov/~toms/walker/ Schneider (1997)
viewing of the interaction of narcoverlogowalker.html
regulatory protein with DNA
binding site

Signal scan for transcriptional elements http://bimas.dcrt.nih.gov:80/molbio/signal/ Prestridge (1991, 1996)
TargetFinder for promoter searching http://hercules.tigem.it/TargetFinder.html Lavorgna et al. (1999)

in selected annotated sequences
TESS for searching for transcription http://www.cbil.upenn.edu/tess/ Schug and Overton (1997a, b)

factor binding sites
Tfbind for transcription factor http://tfbind.ims.u-tokyo.ac.jp Tsunoda and Takagi (1999)

binding sites
Thyroid receptor resourcec http://xanadu.mgh.harvard.edu/receptor/ see Web page

trrfront.html
Transfac programs providing search http://www.gsf.de/cgi-bin/matsearch.pl see http://www.gsf.de/

for TF binding sites. MatInd for biodv/staff_pub.html;
making scoring matrices and Knüppel et al. (1994);
MatInspector for searching for Quandt et al. (1995);
matches to matrices Heinemeyer et al. (1999);

Klingenhoff et al. (1999)
TRRD transcriptional regulatory Kolchanov et al. (1999a)

region database; see
GeneExpress

TSSG, like TSSW but based on http://genomic.sanger.ac.uk/gf/gf.shtml; see Web site
sequences from a different http://dot.imgen.bcm.tmc.edu:9331/
promoter database seq-search/gene-search.html

TSSW; recognition of human http://genomic.sanger.ac.uk/gf/gf.shtml; see Web site
PolII promoter region and http://dot.imgen.bcm.tmc.edu:9331/
start of transcription by linear seq-search/gene-search.html
discriminant function analysis

Yeast cell cycle gene retrieval and http://www.ncbi.nlm.nih.gov/CBBresearch/ Wolfsberg et al. (1999)
promoter analysis Landsman/Cell_cycle_data/upstream_seq.html;

http://www.ncbi.nlm.nih.gov/CBBresearch/
Landsman/Cell_cycle_data/

Yeast cell cycle analysis project http://genome-www.stanford.edu/ Spellman et al. (1998)
cellcycle/info

Multiple methods of analysis are offered at sites http://dot.imgen.bcm.tmc.edu:9331/seq-search/gene-search.html and on
http://genomic.sanger.ac.uk/gf/gf.shtml. Lists of Web sites are given at: http://linkage.rockefeller.edu/wli/gene/programs.html. A com-
parison of many of the promoter prediction programs included in this table and several additional ones on a small number of pro-
moter-containing sequences not used in program training is available (Fickett and Hatzigeorgiou 1997).

a MatInspector DOS, Windows 95 and NT, and Mac versions and ConsInspector DOS and Mac versions available by FTP from ari-
ane.gsf.de/pub/.

b GrailII must be given both gene and promoter sequences.
c Includes links to other receptor databases.
d The transcriptional informatics site MIRAGE includes links to regulatory data sites and programs.
e Accepts one person at a time; DOS version also available.
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weighting scheme as used in the gene prediction program GeneParser would be another
method for weighting a group of scoring matrices to give maximum discrimination
between promoter and non-promoter sequences.

Gene microarrays discussed in Chapter 10 (p. 519) can assist with discovering which
genes are regulated in the same manner and therefore should have binding sites for the same
TFs (Cho et al. 1998; Eisen et al. 1998; Claverie 1999; Golub et al. 1999; Zhang 1999a,b). The
promoter regions of these genes can be compared. The 5-mer content promoter sequences
of yeast genes that are co-regulated during the cell cycle have been analyzed by the program
wconsensus (described above, p. 365) and a Gibbs DNA sampler (similar to the Gibbs motif
sampler described in Chapter 4 but adapted for DNA sequences) (Spellman et al. 1998;
Zhang 1999b) and the results are available on a Web site (see Table 8.6).

In another study, pentamers and hexamers that are overrepresented among the
upstream regions of cell-cycle-regulated genes were identified using a simple statistical
sampling procedure. The sequences are divided into two sets; one set comprises cell cycle
genes and the second set is the rest of the genome. A hexamer is then counted in both sets.
The background number in the control set is used to identify overrepresented oligonu-
cleotides in the cell cycle set. The actual number counted in the cell cycle genes is then
compared to this expected value using a Chi-square test. For example, the hexamer
ACGCGT is found with a variable location and orientation in the promoters of many cell
cycle genes that are expressed during the late phase of the G1 phase of the yeast cell cycle,
whereas the pentamer CCCTT is located at positions �104 to �202 in one orientation in
early G1 (Wolfsberg et al. 1999). These types of analyses, which are available on Web sites
(Table 8.6), demonstrate that computational analysis of the promoters of co-related genes
reveals the presence of highly representative sequence patterns. Although some of these
patterns correspond to the binding sites of transcription factors, others play a role that has
yet to be determined. A similar method of oligomer counting has been used to identify
overrepresented oligonucleotides with intron-containing genes in yeast and also to identi-
fy signals for localization of RNAs to mitochondria (Jacobs Anderson and Parker 2000).
Hence, the oligonucleotide scoring method shows considerable promise for the identifica-
tion of regulatory sites in co-regulated genes.

Prediction Methods for RNA PolII Promoters

A number of methods for predicting the location of RNA PolII promoters in genomic
DNA have been derived. Several Web sites that offer an analysis are listed in Table 8.6. Also
shown in this table are a number of Web sites that provide databases and information on
TFs and their DNA-binding sites and other information related to transcriptional regula-
tion in eukaryotes. A test analysis of these and several additional programs not listed in the
table on a small number of new promoter sequences has been described previously (Fick-
ett and Hatzigeorgiou 1997). The programs predicted 13–54% of the TSSs correctly, but
each program also predicted a number of false-positive TSSs.

Samples of methods of analysis and programs included in Table 8.6 are listed below (for
additional information on program availability, see Fickett and Hatzigeorgiou 1997; Frech
et al 1997).

1. Use of a neural network trained on the TATA and Inr sites, allowing for a variable spac-
ing between the sites (NNPP) or a neural network–genetic algorithm approach to iden-
tify conserved patterns in RNA PolII promoters and conserved spacing among the pat-
terns (PROMOTER2.0).

2. Recognition of a TATA box using a weight matrix and an analysis of the density of TF
sites. The density of TF sites at least 50 bp apart in known promoter sequences of the
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eukaryotic promoter database (EPD) and on a set of non-promoter primate sequences
from GenBank is compared and used to produce a promoter recognition profile (Pro-
moterScan).

3. Use of a linear discriminant function as described above for gene prediction, but in this
case, used for distinguishing features of promoter sequences from non-promoter
sequences. The function is based on a TATA box score, triplet base-pair preferences
around TSS, hexamer frequencies in consecutive 100-bp upstream regions, and TF
binding-site prediction (TSSD and TSSW).

4. A quadratic discriminant analysis similar to that described above for gene prediction,
but in this case, applied to variable lengths of sequence in the promoter region. The fre-
quency of pentamers in a contiguous set of thirteen 30-bp windows and also in a sec-
ond set of five 45-bp windows in the same 240-bp region was compared. This double-
overlapping window appeared to reduce the background noise and to enhance the
transcriptional signal from the promoter region (CorePromoter).

5. Searches of weight matrices for different organisms against a test sequence
(TFSearch/TESS). Use of user-provided limits on type of weight matrix, key set of
matches (core similarity) to individual matrices, and range of match scores (matrix sim-
ilarity), and also generation of new matrices (MatInspector and ConsInspector).

6. Evaluation of test sequences for the presence of clustered groups or modules of TF
binding sites that are characteristic of a given pattern of gene regulation (FastM).
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INTRODUCTION

ONE OF THE MAJOR GOALS OF BIOINFORMATICS is to understand the relationship between
amino acid sequence and three-dimensional structure in proteins. If this relationship were
known, then the structure of a protein could be reliably predicted from the amino acid
sequence. Unfortunately, the relationship between sequence and structure is not that sim-
ple. Much progress has been made in categorizing proteins on the basis of structure or
sequence, and this type of information is very useful for protein modeling. A review of pro-
tein synthesis and structure is therefore in order.

PROTEIN STRUCTURE PREDICTION

The polypeptide chain is first assembled on the ribosome using the codon sequence on
mRNA as a template, as illustrated in Figure 9.1. The resulting linear chain forms sec-
ondary structures through the formation of hydrogen bonds between amino acids in the
chain. Through further interactions among amino acid side groups, these secondary struc-
tures then fold into a three-dimensional structure. Chaperone proteins and membranes
may assist with this process. For the protein to have biological activity, processing of the
protein by cleavage or chemical modification may also be necessary. Therefore, protein
structure is largely specified by amino acid sequence, but how one set of interactions of the
many possible occurs is not yet fully understood (Branden and Tooze 1991).

Some protein sequences have distinct amino acid motifs that always form a characteris-
tic structure. Prediction of these structures from sequence is quite achievable using
presently available methods and information. For most proteins, however, the accuracy of
secondary structure prediction is approximately 70–75%. Methods for matching sequence
to three-dimensional structure have been formulated, but they are not yet very reliable.
However, great forward strides have been made, and there is a very active community of
structural biochemists and bioinformaticists working on improvements. The need for such
an effort is revealed by the rapid increases in the number of protein sequences and struc-
tures.

As of June 2000, more than 12,500 protein structures had been deposited in the
Brookhaven Protein Data Bank (PDB), and 86,500 protein sequence entries were in the
SwissProt protein sequence database, a ratio of approximately 1 structure to 7 sequences.
The number of protein sequences can be expected to increase dramatically as more
sequences are produced by research laboratories and the genome sequencing projects. As
more and more sequences and structures have been found, there have been some quite

linear polypeptide
chain

secondary structures
form α-helices, β-sheets,

and loops

secondary structures
folded into three-

dimensional structure

Figure 9.1. Pathway for folding a linear chain of amino acids into a three-dimensional protein struc-
ture.
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remarkable revelations that make the goals of reliable structure prediction more within
reach.

It has first been estimated that there are approximately 1,000 protein families composed
of members that share detectable sequence similarity (Dayhoff et al. 1978; Chothia 1992).
Thus, as new protein sequences are obtained, they will be found to be similar to other
sequences already in the databases and can be expected to share structural features with
these proteins. Whether this low number represents physical restraints in folding the
polypeptide chain into a three-dimensional structure or merely the selection of certain
classes of three-dimensional structure by evolution has yet to be discovered (Gibrat et al.
1996). The sequence alignment, motif-finding, block-finding, and database similarity
search methods described in Chapters 3, 4, and 7 may be used to discover these familial
relationships. Understanding these relationships is fundamentally important because this
information can greatly assist with structural predictions. As discussed below, information
from amino acid substitutions at a particular sequence position as obtained from a multi-
ple sequence alignment has been found to increase significantly the prediction of sec-
ondary structures from protein sequences. A second major advance in protein structure
analysis has been the revelation that proteins adopt a limited number of three-dimension-
al configurations.

Protein structures include a core region comprising secondary structural elements
packed in close proximity in a hydrophobic environment. Specific interactions between
the amino acid side chains occur within this core structure. At a given amino acid position
in a given core, the amino acids that can substitute are limited by space and available con-
tacts with other nearby amino acids. Outside of the core are loops and structural elements
in contact with water, other proteins, and other structures. Amino acid substitutions in
these regions are not as restricted as in the core. Through a close comparison of a newly
generated three-dimensional structure with previously found structures, the new structure
has often been found to fold into �-helical and �-sheet structural elements in the same
order and spatial configuration as one or more structures already in the structural
database. Proteins that show such structural similarities often do not share any detectable
sequence similarity in these same regions. Hence, entirely different sequences can fold into
similar three-dimensional configurations. Databases of these common structural features
have been prepared and are available on Web sites described later in this chapter.

The finding that only certain amino acids can be substituted at each position in a par-
ticular protein core underscores two difficulties in using sequence alignments to make
structural predictions. First, because a different set of substitutions apply to each position
in each protein core, standard amino acid substitution matrices such as the Dayhoff PAM
matrices and the BLOSUM matrices, described in Chapter 3, may not provide an align-
ment that has structural significance. The substitutions used to produce these tables are
averaged over many sequence alignments, representing observed substitutions in both core
regions and loops of sequence families.

Scoring matrices that represent a conserved region in the multiple sequence alignment
of a set of similar proteins may also be produced, as described in Chapters 4 and 7. These
matrices store information on the amino acid variation found in each column of the mul-
tiple sequence alignment. They are powerful tools for searching a new protein sequence for
the presence of a sequence pattern that is similar to those in the original set of proteins.
These scoring matrices include the profile, which represents gapped alignments, and the
position-specific scoring matrix (PSSM), which represents ungapped alignments. A con-
served region with gaps in a multiple sequence alignment may also be represented by a pro-
file hidden Markov model (profile HMM), which provides a probability-based model of
the multiple sequence alignment. Like the scoring matrices, the profile HMM representa-
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tion of a sequence alignment can be used to identify related sequences. These methods are
discussed in detail in Chapters 4 and 7.

Scoring matrices and profile HMMs can provide a direct link between sequence and
structure. If one of the sequences that is represented by the matrix or profile model has a
known three-dimensional structure, then any other sequences that match the model are
also predicted to have the same structure. Conversely, if the model can be shown to match
a protein of known structure, a sequence–structure link may be made. A related method is
to produce a HMM (also called a discrete state-space model in the protein structure liter-
ature) for a set of proteins that belong to a structural family. These models include infor-
mation on amino acid preference for positions in secondary structures. A query sequence
can then be searched by a set of such models to determine whether the sequence has
sequence patterns that represent the structure. A range of Web sites provide a variety of
these types of analyses (see Fig. 9.30).

A second difficulty in making sequence alignments reflect structural similarity is that
gaps in the alignment should be confined to regions not in the core. Alignments that reflect
structures in core regions should have few if any gaps. Some multiple sequence alignment
programs such as CLUSTALW (see Chapter 4, p. 153) and the Bayes block aligner (Chap-
ter 3, p. 124) do provide for such variation in gap placement. These programs place align-
ment gaps where the alignment scores are low and, from a structural viewpoint, represent
variable loops. The profile models described above also accommodate such variations of
placement.

In addition to sequence-by-sequence alignment and sequence-by-structure alignment,
it is also possible to perform a structure-by-structure alignment. In this type of alignment,
sequential positions of the backbone carbon atoms for each amino acid in the two
sequences are compared to determine whether the chain of atoms is tracing the same path
in space. If two or more similar paths are found in the same relative positions and orien-
tations, the structures corresponding to those paths are similar. From these methods, dis-
cussed below, databases of structural elements have been made and are available to the lab-
oratory.

What is a reasonable goal for protein structure prediction from the perspective of a
molecular biologist? The most satisfying result is to find sequence and structural align-
ments of a newly identified protein with a protein of known three-dimensional structure.
Even if such a prediction can be made, the positions of individual amino acids will proba-
bly not be accurately known. If the sequence identity is 50% or better, one sequence can be
superimposed on the structure of the other sequence and the predicted structure will be
quite accurate. If the sequence identity is greater than 30%, it may be possible to identify
common structural features, but it will become more difficult to identify the precise posi-
tions of the amino acids in the structure as sequence identity decreases.

The prediction of protein structure is an active and promising area of research. As more
three-dimensional structures are found and the computational tools for predicting struc-
ture are improved, structural predictions will undoubtedly improve. The existence of new
groups of proteins for structural analysis is suggested by the existence of genome “ORFans”
that may represent new sets of families (superfamilies) with a unique structure and func-
tion (Fischer and Eisenberg 1999). One group of investigators that works on protein
classification has developed a protein structure initiative to identify new protein targets
for structural analysis (http://www.structuralgenomics.org/main.html). A method for
estimating the probability for a protein to have a new fold has been described previously
(Portugaly and Linial 2000). The Human Proteome/Structural Genomics Pilot Project
(http://proteome.bnl.gov), a consortium of Brookhaven National Laboratory, the Rocke-
feller University, and Albert Einstein College of Medicine, is examining the feasibility of

A special case is the use
of the term “structural
homology,” meaning
as it did with sequence
homology that the
sequences were derived
from a common ances-
tor, as evidenced by
their having significant
sequence similarity. As
described above, two
proteins may have sig-
nificant structural sim-
ilarity but no detect-
able sequence similari-
ty. Therefore, it may be
incorrect to refer to
these proteins as homo-
logous in the absence of
evidence that they are
derived from a com-
mon ancestor.
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high-throughput determination of three-dimensional structures of proteins starting with
genomic sequences.

With a larger set of protein models, the usefulness of structure prediction is increased
even further (Pennisi 1998). Many additional methods for structural classification of pro-
teins and for displaying the structures have meanwhile been devised, and the Web has pro-
vided these resources to the research community. Formerly, special software and hardware
were required to view structures. Now, there are a variety of visualization tools that work
with a Web browser and allow one to view a molecule in three dimensions, to compare
structures, and to perform other useful procedures. A representation of several useful Web
sites for protein structure analysis is given in Table 9.1.

In this chapter, basic features of protein structure and structural terminology and the
terms describing them are first reviewed. Some terms refer to sequence similarity, some to
structural similarity, and some to both sequence and structure, and it is important not to
confuse them.

Table 9.1. Main Web sites for protein structural analysis

Name of resource Resources available Internet address

Protein data bank (PDB) at the atomic coordinates of structures as PDB http://www.rcsb.org/pdb; 
State University of New Jersey files, models, viewers, links to many also at mirror Web sites 
(Rutgers)a other Web sites for structural analysis (Berman et al. 2000)

and classification
National Center for Biotechnology Molecular Modelling Database (MMDB), http://www.ncbi.nlm.nih.gov/Structure/

Information Structure Group Vector Alignment Search Tool (VAST) 
for structural comparisons, viewers,
threader software

Structural Classification of Proteins SCOP database of structural http://scop.mrc-lmb.cam.ac.uk/scop; 
at Cambridge University relationships among known also at Web mirror sites

protein structures classified by 
superfamily, family, and fold

Biomolecular Structure and CATH database, a hierarchical domain http://www.biochem.ucl.ac.uk/bsm; 
Modelling group at the classification of protein structures by also at Web mirror sites
University College, London class, architecture, fold family and 

superfamily, other databases and
structural analyses, threader software

European Bioinformatics Institute, databases, TOPS protein structural http://www2.ebi.ac.uk/
Hinxton, Cambridge topology cartoons, Dali domain server,

and FSSP databaseb

The PredictProtein server at the important site for secondary structure http://cubic.bioc.columbia.edu/predictprotein;
European Molecular Biology prediction by PHD, predator, also at Web mirror sitesc

Laboratory at Heidelberg, TOPITS, threader
Germany

Swiss Institute of Bioinformatics, basic types of protein analysisd databases, http://www.expasy.ch/
Geneva the Swiss-Model resource for prediction

of protein models, Swiss-PdbViewer

Additional sites are listed in the text. In addition to these sites, there are a number of Web sites and courses that discuss protein struc-
ture. The Swiss Institute for Bioinformatics (ISREC server) provides a tutorial on Principles of Protein Structure, Comparative Protein
Modelling, and Visualisation at http://www.expasy.ch/swissmod/course/course-index.htm. There is also a Web course in protein struc-
ture at Birkbeck College http://www.cryst.bbk.ac.uk/teaching/.

a A summary of the PDB entries is provided at http://www.biochem.ucl.ac.uk/bsm/pdbsum/ (Laskowski et al. 1997).
b 3Dee database of protein domains at http://barton.ebi.ac.uk/servers/3Dee.html. Dali domain server is at http://www2.embl-

ebi.ac.uk/dali/domain/ and FSSP database at http://www2.embl-ebi.ac.uk/dali/fssp/fssp.html.
c Also performed at the structure prediction server at http://www.doe-mbi.ucla.edu/people/frsvr/frsvr.html.
d This site offers a series of basic types of protein analysis to assist with protein identification, including identification by amino acid

composition, charge, size, and sequence fingerprint. Predictions of posttranslational modifications and oligosaccharide structures are
also available.
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Other terms that are used to describe protein structure and the methods for displaying
and comparing protein structures are described. Some of the more easily found structures
and then the methods used to predict secondary and three-dimensional structures are dis-
cussed. A flowchart showing the steps to be followed to analyze a new protein sequence is
included at the beginning of the Methods section (p. 399). The chapter concludes with a
discussion of methods used to evaluate the success of these predictions.

REVIEW OF PROTEIN STRUCTURE AND TERMINOLOGY

Proteins are chains of amino acids joined by peptide bonds, as illustrated in Figure 9.2.
Many conformations of the chain are possible due to the rotation of the chain about each
C� atom. It is these conformational variations that are responsible for differences in the
three-dimensional structures of proteins. Each amino acid in the chain is polar, i.e., it has
separated positive and negatively charged regions with a chemically free C�O group,
which can act as a hydrogen bond acceptor, and an NH group, which can act as a hydro-
gen bond donor. These groups interact in protein structures. The 20 amino acids found in
proteins can be grouped according to the chemistry of their R groups, as depicted in Table
9.2. The R side chains also play an important structural role. Special roles are played by
glycine, which does not have a side chain and can therefore increase local flexibility in
structures, and cysteine, which can react with another cysteine to form a cross-link that can
stabilize the protein structure.

Much of the protein core comprises regular secondary structures, � helices and � sheets,
folded into a three-dimensional configuration. In these secondary structures, regular
patterns of H bonds are formed between neighboring amino acids, and the amino acids

N
N

H

H

H

Cα
Cα

ψφ

C

C

O

OR
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Figure 9.2. The structure of two amino acids in a polypeptide chain. Each amino acid is encircled by
a different color ring. The R group is different for each of the 20 amino acids. Neighboring amino
acids are joined by a peptide bond between the C�O and NH groups. The N-C�-C sequence is repeat-
ed throughout the protein, forming the backbone of the three-dimensional structure. The amino acid
at one end of the chain has a free NH2 group (chain beginning) and the amino acid at the other end
has a free COOH group (chain end). The bonds on each side of the C� atom are quite free to rotate,
but many combinations of angles are not possible for most amino acids due to spatial constraints
from the R group and neighboring positions in the chain. The conformation of the protein backbone
in space is determined by the angles of these bonds, � of the bond between the N and C� atoms and
� of the bond between the C� and C of the C�O group, also named C�. The distribution of these two
angles for the amino acids in a particular protein is often plotted on a graph called a Ramachandran
plot. The angle � of the peptide bond joining the C�O and NH groups (not shown) is nearly always
180�.
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have similar � and � angles, as depicted in Figure 9.3. The formation of these structures
neutralizes the polar groups on each amino acid. The secondary structures are tightly
packed in the protein core in a hydrophobic environment. Each amino acid side group has
a limited volume to occupy and a limited number of possible interactions with other near-
by side chains, a situation that must be taken into account in molecular modeling and
alignments.

� Helix

The � helix depicted in Figure 9.3A is the most abundant type of secondary structure in
proteins. The helix has 3.6 amino acids per turn with an H bond formed between every
fourth residue; the average length is 10 amino acids (3 turns) or 10 Å but varies from 5 to
40 (1.5 to 11 turns). The alignment of the H bonds creates a dipole moment for the helix
with a resulting partial positive charge at the amino end of the helix. Because this region
has free NH2 groups, it will interact with negatively charged groups such as phosphates.
The commonest location of � helices is at the surface of protein cores, where they provide
an interface with the aqueous environment. The inner-facing side of the helix tends to have
hydrophobic amino acids and the outer-facing side hydrophilic amino acids. Thus, every
third of four amino acids along the chain will tend to be hydrophobic, a pattern that can
be quite readily detected. In the leucine zipper motif, a repeating pattern of leucines on the
facing sides of two adjacent helices is highly predictive of the motif. A helical-wheel plot
can be used to show this repeated pattern (see below). Other � helices buried in the pro-
tein core or in cellular membranes have a higher and more regular distribution of

Table 9.2. Chemical properties of the 20 amino acids

Chemical group Amino acid (one-letter code) Name

Hydrophobic
A alanine
V valine
Y phenylalanine
P proline
M methionine
I isoleucine
L leucine

Charged
D aspartic acid
E glutamic acid
K lysine
R arginine

Polar
S serine
T threonine
Y tyrosine
H histidine
C cysteine
N asparagine
Q glutamine
W tryptophan

Glycine
G glycine

Cross-linking
	 cysteine 
 cysteine
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hydrophobic amino acids, and are highly predictive of such structures. Helices exposed on
the surface have a lower proportion of hydrophobic amino acids. Amino acid content can
be predictive of an �-helical region. Regions richer in alanine (A), glutamic acid (E),
leucine (L), and methionine (M) and poorer in proline (P), glycine (G), tyrosine (Y), and
serine (S) tend to form an � helix. Proline destabilizes or breaks an � helix but can be
present in longer helices, forming a bend. There are computer programs for predicting
quite reliably the general location of � helices in a new protein sequence.

� Sheet

� Sheets are formed by H bonds between an average of 5–10 consecutive amino acids in
one portion of the chain with another 5–10 farther down the chain, as shown in Figure
9.3B. The interacting regions may be adjacent, with a short loop in between, or far apart,
with other structures in between. Every chain may run in the same direction to form a par-
allel sheet, every other chain may run in the reverse chemical direction to form an antipar-
allel sheet, or the chains may be parallel and antiparallel to form a mixed sheet. As illus-
trated in Figure 9.3, the pattern of H bonding is different in the parallel and antiparallel
configurations. Each amino acid in the interior strands of the sheet forms two H bonds
with neighboring amino acids, whereas each amino acid on the outside strands forms only

A. α helix B. β-sheet configurations
 

parallel antiparallel

h bond

NH
C     O

Cα

Figure 9.3. The � helix and � sheets of protein secondary structure. The backbone of the chain is
shown in red, the C� atoms and the C�O and NH groups are shown in blue, yellow, and green,
respectively. (A) In the � helix, note that each C�O group at amino acid position n in the sequence
is hydrogen-bonded with the NH group at position n 
 4. There are 3.6 residues per turn. The helix
is usually right-handed, but short sections of 3–5 amino acids of left-handed helices occur occasion-
ally. The average � and � angles of the amino acids in the right-handed helix are approximately 60�
and 40�, respectively. The R side chains of the amino acids are on the outside of the helix. (B) The �
sheet is made up of � strands that are portions of the protein chain. The strands may run in the same
(parallel) or opposite (antiparallel) chemical directions (or a mixture of the two), and the pattern of
hydrogen bonds is different in each case and also varies in antiparallel strands.
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one bond with an interior strand. Looking across the sheet at right angles to the strands,
more distant strands are rotated slightly counterclockwise to form a left-handed twist,
which is apparent in some of the structures shown below. The C� atoms alternate above
and below the sheet in a pleated structure, and the R side groups of the amino acids alter-
nate above and below the pleats. The � and � angles of the amino acids in � sheets vary
considerably in one region of the Ramachandran plot (see Fig. 9.2 legend). It is more dif-
ficult to predict the location of � sheets than of � helices. The situation improves some-
what when the amino acid variation in multiple sequence alignments is taken into account.

Loop

Loops are regions of a protein chain that are (1) between � helices and � sheets, (2) of var-
ious lengths and three-dimensional configurations, and (3) on the surface of the structure.
Hairpin loops that represent a complete turn in the polypeptide chain joining two antipar-
allel � strands may be as short as two amino acids in length. Loops interact with the sur-
rounding aqueous environment and other proteins. Because amino acids in loops are not
constrained by space and environment as are amino acids in the core region, and do not
have an effect on the arrangement of secondary structures in the core, more substitutions,
insertions, and deletions may occur. Thus, in a sequence alignment, the presence of these
features may be an indication of a loop. The positions of introns in genomic DNA some-
times correspond to the locations of loops in the encoded protein. Loops also tend to have
charged and polar amino acids and are frequently a component of active sites. A detailed
examination of loop structures has shown that they fall into distinct families.

Coil

A region of secondary structure that is not a helix, a sheet, or a recognizable turn is com-
monly referred to as a coil.

PROTEIN CLASSIFICATION

Proteins may be classified according to both structural and sequence similarity. For struc-
tural classification, the sizes and spatial arrangements of secondary structures described in
the above section are compared in known three-dimensional structures. For classification
by sequence similarity, alignments of protein sequences are made using the methods
described in Chapters 3 and 4. Classification based on sequence similarity was historically
the first to be used. Initially, similarity based on alignments of whole sequences was per-
formed. Later, proteins were classified on the basis of the occurrence of conserved amino
acid patterns. Databases that classify proteins by one or more of these schemes are avail-
able.

In considering protein classification schemes, it is important to keep several observa-
tions in mind. First, two entirely different protein sequences from different evolutionary
origins may fold into a similar structure. Conversely, the sequence of an ancient gene for a
given structure may have diverged considerably in different species while at the same time
maintaining the same basic structural features. Recognizing any remaining sequence sim-
ilarity in such cases may be a very difficult task. Second, two proteins that share a signifi-
cant degree of sequence similarity either with each other or with a third sequence also share
an evolutionary origin and should share some structural features also. However, gene
duplication and genetic rearrangements during evolution may give rise to new gene copies,
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which can then evolve into proteins with new function and structure. Examples of these
events are discussed at the beginning of Chapter 2 and in Chapters 6 and 10. To make
assessments of protein structure, a number of terms that describe protein similarity and
structural relationships are used.

Terms Used for Classifying Protein Structures and Sequences

The more commonly used terms for describing evolutionary and structural relationships
among proteins are listed below. Many additional terms are used to describe various kinds
of structural features found in proteins. Descriptions of such terms may be found at the
CATH Web site (http://www.biochem.ucl.ac.uk/bsm/cath/lex/glossary.html), the Struc-
tural Classification of Proteins (SCOP) Web site (http://pdb.wehi.edu.au/scop/gloss.html
and Web mirror sites), and a Glaxo-Wellcome tutorial on the Swiss bioinformatics Expasy
Web site (http://www.expasy.ch/swissmod/course/course-index.htm).

Active site is a localized combination of amino acid side groups within the tertiary
(three-dimensional) or quaternary (protein subunit) structure that can interact with a
chemically specific substrate and that provides the protein with biological activity. Pro-
teins of very different amino acid sequences may fold into a structure that produces the
same active site.
Architecture describes the relative orientations of secondary structures in a three-
dimensional structure without regard to whether or not they share a similar loop struc-
ture. In contrast, a fold is a type of architecture that also has a conserved loop structure.
Architecture is a classification term used by the CATH database (http://www.biochem.
ucl.ac.uk/bsm/cath/).
Blocks is a term used to describe a conserved amino acid sequence pattern in a family
of proteins. The pattern includes a series of possible matches at each position in the rep-
resented sequences, but there are not any inserted or deleted positions in the pattern or
in the sequences. By way of contrast, sequence profiles are a type of scoring matrix that
represents a similar set of patterns that includes insertions and deletions. Profile HMMs
are hidden Markov models of such gapped patterns (see Chapters 4 and 7). There are
2,290 HMM profile models in Pfam release 5.4 described below.
Class is a term used to classify protein domains according to their secondary structural
content and organization. Four classes were originally recognized by Levitt and Choth-
ia (1976), and several others have been added in the SCOP database described below.
Three classes are given in the CATH database: mainly-�, mainly-�, and �–�, with the
�–� class including both alternating �/� and �
� structures. Thus, class 4 of the SCOP
database is included in class 3 of the CATH database.
Core is the portion of a folded protein molecule that comprises the hydrophobic inte-
rior of � helices and � sheets. The compact structure brings together side groups of
amino acids into close enough proximity so that they can interact. When comparing
protein structures, as in the SCOP database, core refers to the region common to most
of the structures that share a common fold or that are in the same superfamily. In struc-
ture prediction, core is sometimes defined as the arrangement of secondary structures
that is likely to be conserved during evolutionary change (Madej et al. 1995). A library
of protein cores designated LPFC is maintained at Stanford University at http://www-
camis.stanford.edu/projects/helix/LPFC/ and is based on multiple sequence alignments
using amino acid scoring matrices based on structural substitutions.
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Domain (sequence context). See Homologous domain.
Domain (structural context; also see Homologous domain entry) refers to a segment of
a polypeptide chain that can fold into a three-dimensional structure irrespective of the
presence of other segments of the chain. The separate domains of a given protein may
interact extensively or may be joined only by a length of polypeptide chain. A protein
with several domains may use these domains for functional interactions with different
molecules. 3Dee, a database of protein domain definitions, is provided at http://bar-
ton.ebi.ac.uk/servers/3Dee.html/. A structural classification of protein domains is
maintained at http://www2.embl-ebi.ac.uk/dali/domain/ (Holm and Sander 1998),
and ddbase, a database of protein domains, may be found at http://www-cryst.bioc.
cam.ac.uk/~ddbase. Another domain database may be found at http://www3.icgeb.
trieste.it/ (Pongor et al. 1993).
Family (sequence context), as defined originally by Dayhoff et al. (1978), is a group of
proteins of similar biochemical function that are more than 50% identical when aligned.
This same cutoff is still used by the Protein Information Resource (PIR). A protein fam-
ily comprises proteins with the same function in different organisms (orthologous
sequences) but may also include proteins in the same organism (paralogous sequences)
derived from gene duplication and rearrangements (Henikoff et al. 1997). If a multiple
sequence alignment of a protein family reveals a common level of similarity throughout
the lengths of the proteins, PIR refers to the family as a homeomorphic family. The
aligned region is referred to as a homeomorphic domain, and this region may comprise
several smaller homology domains that are shared with other families. Families may be
further subdivided into subfamilies or grouped into superfamilies based on respective
higher or lower levels of sequence similarity (Barker et al. 1995; http://www-nbrf.george-
town.edu/). The SCOP database described below (release 1.50) reports 1296 families and
the CATH database (version 1.7 beta), also described below, reports 1846 families.

When the sequences of proteins with the same function are examined in greater
detail, some are found to share high sequence similarity. They are obviously members
of the same family by the above criteria. However, others are found that have very lit-
tle, or even insignificant, sequence similarity with other family members. In such cases,
the family relationship between two distant family members A and C can often be
demonstrated by finding an additional family member B that shares significant similar-
ity with both A and C (Pearson 1996; Park et al. 1997). Thus, B provides a connecting
link between A and C. Another approach is to examine distant alignments for highly
conserved matches (Patthy 1987, 1996).

At a level of identity of �50%, proteins are likely to have the same three-dimension-
al structure, and the identical atoms in the sequence alignment will also superimpose
within approximately 1 Å in the structural model (Holm and Sander 1994). Thus, if the
structure of one member of a family is known, a reliable prediction may be made for a
second member of the family, and the higher the identity level, the more reliable the
prediction. Protein structural modeling can be performed by examining how well the
amino acid substitutions fit into the core of the three-dimensional structure.
Family (structural context), as used in the FSSP database (Holm and Sander 1998) and
the DALI/FSSP Web site (see below), refers to two structures that have a significant level
of structural similarity but not necessarily significant sequence similarity.
Fold is a term with similar meaning to structural motif, but in general refers to a some-
what larger combination of secondary structural units in the same configuration. Thus,
proteins sharing the same fold have the same combination of secondary structures that
are connected by similar loops. An example is the Rossman fold comprising several
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alternating � helices and parallel � strands. In the SCOP, CATH, and FSSP databases
described below, the known protein structures have been classified into hierarchical
levels of structural complexity with the fold as a basic level of classification. From a sur-
vey of the currently known protein structures in the Brookhaven Protein Data Bank
(Holm and Sander 1998), approximately 500 independent folds have been identified.
The number of distinct folds in the SCOP database is 548 (release 1.50) and the num-
ber of the equivalent topological families in the CATH database is 580 (version 1.70
beta release). These databases are described below. Foldon is a related term that has
been used to describe an independently folding unit (Panchenko et al. 1996, 1997).
Homologous domain (sequence context, also see Domain, structural context) refers to
an extended sequence pattern, generally found by sequence alignment methods, that
indicates a common evolutionary origin among the aligned sequences. A homology
domain is generally longer than motifs. The domain may include all of a given protein
sequence or only a portion of the sequence. Some domains are complex and made up
of several smaller homology domains that became joined to form a larger one during
evolution. A domain that covers an entire sequence is called the homeomorphic
domain by PIR (Barker et al. 1996; see http://www-nbrf.georgetown.edu/).
Module is a region of conserved amino acid patterns comprising one or more motifs
and considered to be a fundamental unit of structure or function. The presence of a
module has also been used to classify proteins into families.
Motif (sequence context) refers to a conserved pattern of amino acids that is found in
two or more proteins. In the Prosite catalog, a motif is an amino acid pattern that is
found in a group of proteins that have a similar biochemical activity, and that often is
near the active site of the protein. Examples of sequence motif databases are the Prosite
catalog (http://www.expasy.ch/prosite) and the Stanford Motifs Database
(http://dna.stanford.edu/emotif/).
Motif (structural context) refers to a combination of several secondary structural ele-
ments produced by the folding of adjacent sections of the polypeptide chain into a spe-
cific three-dimensional configuration. An example is the helix-loop-helix motif. Struc-
tural motifs are also referred to as supersecondary structures and folds.
Position-specific scoring matrix (sequence context, also known as weight or scoring
matrix) represents a conserved region in a multiple sequence alignment with no gaps.
Each matrix column represents the variation found in one column of the multiple
sequence alignment.
Position-specific scoring matrix—3D (structural context) represents the amino acid
variation found in an alignment of proteins that fall into the same structural class.
Matrix columns represent the amino acid variation found at one amino acid position
in the aligned structures (Kelley et al. 2000).
Primary structure refers to the linear amino acid sequence of a protein, which chemi-
cally is a polypeptide chain composed of amino acids joined by peptide bonds.
Profile (sequence context) is a scoring matrix that represents a multiple sequence align-
ment of a protein family. The profile is usually obtained from a well-conserved region in
a multiple sequence alignment. The profile is in the form of a matrix with each column
representing a position in the alignment and each row one of the amino acids. Matrix val-
ues give the likelihood of each amino acid at the corresponding position in the alignment.
The profile is moved along the target sequence to locate the best scoring regions by a
dynamic programming algorithm. Gaps are allowed during matching and a gap penalty
is included in this case as a negative score when no amino acid is matched. A sequence
profile may also be represented by a hidden Markov model, referred to as a profile HMM.
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Classes of Protein Structure

From the work of Levitt and Chothia (1976), four principal classes of protein structure
were recognized based on the types and arrangements of secondary structural elements.
These classes are described and illustrated below. In addition, several other classes recog-
nized in the SCOP database discussed below (p. 402) (Murzin et al. 1995) are also includ-
ed. Examples of this classification are taken from Branden and Tooze (1991).

1. Class � comprises a bundle of � helices connected by loops on the surface of the pro-
teins (see Fig. 9.4).

Profile (structural context) is a scoring matrix that represents which amino acids should
fit well and which should fit poorly at sequential positions in a known protein structure.
Profile columns represent sequential positions in the structure, and profile rows repre-
sent the 20 amino acids. As with a sequence profile, the structural profile is moved along
a target sequence to find the highest possible alignment score by a dynamic program-
ming algorithm. Gaps may be included and receive a penalty. The resulting score pro-
vides an indication as to whether or not the target protein might adopt such a structure.
Quaternary structure is the three-dimensional configuration of a protein molecule com-
prising several independent polypeptide chains. A Web site for predicting quaternary
structure is described at http://msd.ebi.ac.uk/Services/Quaternary/quaternary.html. A
database of experimentally identified interacting domains of protein subunits (DIP) is
maintained at http://dip.doe-mbi.ucla.edu; Xenarios et al. 2000; also see Table 9.5).
Secondary structure refers to the interactions that occur between the C�O and NH
groups on amino acids in a polypeptide chain to form � helices, � sheets, turns, loops,
and other forms, and that facilitate the folding into a three-dimensional structure.
Superfamily is a group of protein families of the same or different lengths that are relat-
ed by distant yet detectable sequence similarity. Members of a given superfamily thus
have a common evolutionary origin. Originally, Dayhoff defined the cutoff for super-
family status as being the chance that the sequences are not related of �10	6, on the
basis of an alignment score (Dayhoff et al. 1978). Proteins with few identities in an
alignment of the sequences but with a convincingly common number of structural and
functional features are placed in the same superfamily. At the level of three-dimension-
al structure, superfamily proteins will share common structural features such as a com-
mon fold, but there may also be differences in the number and arrangement of sec-
ondary structures. The PIR resource uses the term homeomorphic superfamilies to
refer to superfamilies that are composed of sequences that can be aligned from end to
end, representing a sharing of single sequence homology domain, a region of similarity
that extends throughout the alignment. This domain may also comprise smaller homol-
ogy domains that are shared with other protein families and superfamilies. Although a
given protein sequence may contain domains found in several superfamilies, thus indi-
cating a complex evolutionary history, sequences will be assigned to only one homeo-
morphic superfamily based on the presence of similarity throughout a multiple
sequence alignment. The superfamily alignment may also include regions that do not
align either within or at the ends of the alignment (Barker et al. 1995, 1996; http://www-
nbrf.georgetown.edu/). In contrast, sequences in the same family align well throughout
the alignment. The SCOP Web site reports 820 superfamilies (release 1.50), and the
CATH Web site (version 1.7 beta) reports 900 superfamilies (sites described below).
Supersecondary structure is a term with similar meaning to a structural motif.
Tertiary structure is the three-dimensional or globular structure formed by the pack-
ing together or folding of secondary structures of a polypeptide chain.
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2. Class � comprises antiparallel � sheets, usually two sheets in close contact forming a
sandwich (see Fig. 9.5). Alternatively, a sheet can twist into a barrel with the first and
last strands touching. Examples are enzymes, transport proteins, antibodies, and virus
coat proteins such as neuraminidase.

3. Class �/� comprises mainly parallel � sheets with intervening � helices, but may also
have mixed � sheets (see Fig. 9.6). In addition to forming a sheet in some proteins in
this class, as illustrated below, in others parallel � strands may form into a barrel struc-
ture that is surrounded by � helices (not shown). This class of proteins includes many
metabolic enzymes.

4. Class � 
 � comprises mainly segregated � helices and antiparallel � sheets (Fig. 9.7).

5. Multidomain (� and �) proteins comprise domains representing more than one of the
above four classes.

6. Membrane and cell-surface proteins and peptides excluding proteins of the immune
system comprise this class (see Fig. 9.8).

Protein Databases

A protein can be analyzed in the laboratory at the levels of sequence and structure. The
amino acid sequence and the atomic coordinates of each atom in the structure are unique
to each protein. The sequence is obtained in the molecular biology laboratory as a DNA
sequence and translated into the amino acid sequence of the encoded protein (see Chapter
8). DNA sequences are deposited in the DNA sequence databases such as GenBank and
EMBL, where they are automatically translated to produce the Genpept and TrEMBL pro-
tein databases, respectively. Sometimes protein fragments are also sequenced, and match-
es with DNA sequence databases are used to identify the encoding gene (Chapter 8). The
encoded proteins are additionally annotated in databases such as SwissProt and PIR as
described in Chapter 2.

A.

Figure 9.4. Structure of � class proteins. (A) Diagram showing �-helical pattern of this class. � helices
are red cylinders, and black lines are loops. (B) Example of the class, hemoglobin, PDB file 3hhb dis-
played using Rasmol, using ribbons display and group color.

B.
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The three-dimensional structure of a protein is usually obtained by making crystals of
the protein and using X-ray diffraction to determine the positions of molecules that are
fixed within the crystal. The technique of nuclear magnetic resonance (NMR) is also used
to obtain protein structures. Once the three-dimensional coordinates of each atom in the
protein molecule have been found, a table of these coordinates is deposited with the
Brookhaven Data Bank as a PDB entry. PDB entries such as shown in Table 9.3 give the
atomic coordinates of the amino acids in proteins, protein fragments, or proteins bound
to substrates or inhibitors. PDB files may be easily retrieved from the PDB Web site
(http://www.rcsb.org/pdb/) and displayed with a molecular viewer such as Rasmol. Struc-
tural information may also be stored in forms other than PDB, but PDB is the most acces-
sible for the molecular biologist. There are three different kinds of databases that provide
an analysis of proteins, one kind for sequences, a second for structures, and a third for
comparing sequences and structures.

As more and more protein structures have been solved by X-ray crystallographic and
NMR methods, these structures have been classified by various means into structural
databases. This classification is based on comparison and alignment of the protein struc-
tures. The types, order, connections, and relative positions of secondary structures are
compared using the known atomic coordinates of atoms in each structure and methods
described below. This type of information can then be combined with sequence informa-
tion to identify other proteins that might have similar structural features.

A.

Figure 9.5. Structure of � class proteins. (A) Diagram showing typical arrangement of the antiparallel � strands (blue arrows)
joined by loops (black lines) in � sheet. (B) Example of protein in this class, T-cell receptor CD8, PDB file 1cd8, image from
http://expasy.hcuge.ch/pub/Graphics/IMAGES/.

B.
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A.

Figure 9.6. Structure of �/� class proteins. (A) Diagram showing one possible configuration of parallel � strands (blue arrows)
in a � sheet and an intervening � helix (red cylinder), joined by loops (black lines). (B) Example of protein in this class, trypto-
phan synthase � subunit obtained from http://expasy.hcuge.ch/pub/Graphics/IMAGES/.

A.

Figure 9.7. Structure of � 
 � class proteins. (A) Diagram showing arrangement of typical motif of antiparallel � strands (blue
arrows) in � sheet and segregated from � helix (red cylinder) and showing loops (black lines). (B) Example of protein in this
class, G-specific endonuclease complex with deoxy-dinucleotide inhibitor, PDB file 1rnb viewed with Rasmol.

B.

B.
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Another type of protein sequence analysis is a sequence alignment of protein sequences
discussed in Chapter 3 or a search for similar sequences in the sequence databases, as
described in Chapter 7. The alignment will reveal any significant similarity and the degree
of amino acid identity between two sequences. Similarity may be present throughout the
sequences or localized to certain regions. Localization of sequence similarity can best be
performed by global and local sequence alignment methods, as discussed in Chapter 3. The
stronger the similarity and identity, the more similar are the three-dimensional folds and
other structural features of the proteins. Another level of sequence analysis is examining a
group of sequences for common amino acid patterns. Methods for finding different types
of patterns, including motifs (short gapped or ungapped patterns), blocks (ungapped pat-
terns), and patterns with gaps (represented by profile scoring matrices and profile HMMs)
are discussed in Chapter 4. These patterns may be obtained from sequences of proteins that
are already known to have the same function, or they may be obtained by statistical or pat-
tern-finding methods of any set of sequences of biological interest. Depending on the
extent and significance of these patterns and additional information about the function of
the proteins, their presence may or may not represent structural similarity or an evolu-
tionary relationship among the proteins. A combined form of sequence and structural
alignments provides an additional level of analysis.

When proteins of unknown structure are similar to a protein of known structure at the
sequence level, multiple sequence alignment and pattern analysis can be used to predict the

A.

Figure 9.8. Structure of membrane proteins. � helices are of a particular length range and have a high content of hydropho-
bic amino acids traversing a membrane, features that make this class readily identifiable by scanning a sequence for these
hydrophobic regions (see below). (A) Diagram showing typical arrangement of membrane-traversing, hydrophobic � helices
(red). Membrane bilayer shown as green lines. (B) Example of protein in this class, integral membrane light-harvesting com-
plex, PDB file 1kzu viewed with Rasmol.

B.
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structures of these proteins. Databases of such related proteins are available. In another
type of analysis, called threading, the sequence of amino acids in a protein of unknown
structure is tested for ability to fit into a known three-dimensional structure. The size and
chemistry of each amino acid R group and proximity to other amino acids are taken into
account. This analysis provides a method for aligning a sequence with a structure. 

METHODS

1. Amino acid sequences of proteins are derived from translation of cDNA sequences or predicted gene
structures in genomic DNA sequences. Partial sequences are also derived by translation of expressed
sequence tag (EST) sequences or genomic DNA sequences in all six reading frames. These predictions
can be improved when genomic and EST sequences can be aligned and when overlapping EST
sequences are identified by gene indexing, as described in Chapters 7 and 8.

2. The sequence is used as a query in a database similarity search against the proteins in the Protein Data
Bank (PDB), all of which have a known three-dimensional structure. A significant alignment of the
query sequence with a PDB sequence is evidence that the query sequence has a similar three-dimen-
sional structure. If a relationship with a PDB protein is not found, then a second database similarity
search against a protein sequence database such as SwissProt can be performed. Matching sequences
including both closely related and more distantly related ones can then be used in a search against
PDB sequences. The PSI-BLAST tool described in Chapter 7 automates and enhances the process of
finding related sequences in the protein database. The goal is to discover one or more database
sequences that are related both to the query and to a PDB sequence, as illustrated in Figure 7.1.

3. If the database similarity search reveals a significant alignment between the query sequence and a PDB
sequence, the alignment between the sequences can be used to position the amino acids of the query
sequence in the same approximate three-dimensional structure. Testing the significance of alignment
scores is discussed in Chapter 3.

Table 9.3. Brookhaven Protein Data Bank (PDB) entry 3hhb for deoxy hemoglobin

Header Oxygen transport
compnd hemoglobin (deoxy) 13-Jul-93 2hhb

ATOM 1 N VAL A 1 5.428 17.064 5.060 1.00 41.29
ATOM 2 CA VAL A 1 6.168 18.292 4.856 1.00 41.33
ATOM 3 C VAL A 1 7.676 18.056 5.068 1.00 31.64
ATOM 4 O VAL A 1 8.120 17.488 6.076 1.00 38.31
ATOM 5 CB VAL A 1 5.644 19.268 5.884 1.00 52.26
ATOM 6 CG1 VAL A 1 6.044 20.696 5.512 1.00 52.75
ATOM 7 CG2 VAL A 1 4.124 19.120 6.000 1.00 58.75
ATOM 8 N LEU A 2 8.444 18.512 4.116 1.00 27.63
ATOM 9 CA LEU A 2 9.896 18.420 4.308 1.00 33.62
ATOM 10 C LEU A 2 10.360 19.592 5.216 1.00 32.51
ATOM 11 O LEU A 2 10.128 20.760 4.900 1.00 31.03
ATOM 12 CB LEU A 2 10.568 18.584 2.932 1.00 34.38
ATOM 13 CG LEU A 2 10.284 17.488 1.924 1.00 32.23
ATOM 14 CD1 LEU A 2 11.032 17.676 0.580 1.00 36.30
ATOM 15 CD2 LEU A 2 10.576 16.136 2.560 1.00 38.42

Shown is the initial part of the entry showing ATOM records that provide cartesian coordinates of all atoms in the first two amino
acids Val and Leu. The last columns give the occupancy and temperature factor for each atom. The occupancy gives the frequency with
which the atom is present in the crystal and is usually 1. The temperature gives a measurement of the uncertainty of the position of the
atom due to the motion of the atom in the crystal. The units of temperature are Angstroms squared. A typical value of a crystal at room
temperature at 2 Å resolution is 20 Å; the higher this value for an atom, the more uncertain the position of that atom. Structural entries
sometimes provide the author’s assignment of a secondary structure to each amino acid.
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4. Proteins have been classified into families on the basis of sequence similarity. The relationships are
depicted in a multiple sequence alignment of the proteins, as described in Chapter 4. Proteins of
known three-dimensional structure have also been classified into fold families on the basis of a com-
mon arrangement of secondary structures. Sequences of proteins in the same fold family are often not
similar, so they cannot be aligned. However, the individual proteins in a particular fold family are
often members of families based on sequence similarity. Hence, these similar sequences are also pre-
dicted to have the same structural fold as the fold family. The goal of this step in the flowchart is to
exploit these structure–sequence relationships. Two questions are addressed: (1) Is the new protein a
member of a protein family based on sequence similarity? (2) Does the matched family have a pre-
dicted structural fold? The first question is usually addressed by analyzing the test sequence for
patterns that represent each family using PSSMs, profile HMMs, and other tools, as described in
Chapter 7. Web sites such as Interpro (Table 9.5) include a large, composite collection of patterns and
will search a new sequence for matches. 3D-PSSM (Table 9.5) includes a powerful set of scoring matri-
ces based on structural alignments for use in three-dimensional structure prediction. These Web sites
usually provide links to related fold families, thus identifying a predicted structural fold for the new
protein. Other Web sites employ a cluster analysis of proteins based on pair-wise alignment scores of
all of the proteins in the SwissProt database. These sites offer an alternative method for finding rela-
tionships between a new sequence and all of the other sequences in SwissProt, and thus for discover-
ing a link to a known protein structure.

5. If the family analysis reveals that the new protein is a member of a family that is predicted to have a
structural fold, multiple sequence alignments of these proteins can be used for structural modeling.

6. This step in the flowchart includes several different types of analyses that are described below in the
chapter. First, the presence of small amino acid motifs in a protein can be an indicator of a biochem-
ical function. The Prosite catalog can be used to search a new protein sequence for motifs. Second,
spacing and arrangement of specific amino acids, e.g., hydrophobic amino acids, provides important
structural clues that can be used for modeling. Third, the tendency of certain amino acid combina-
tions to occur in a given type of secondary structure provides methods for predicting where these
structures are likely to occur in a new sequence. Fourth, the structural fold families described in note
4 above have been represented by PSSMs and by HMMs that capture the tendency to find each amino
acid at a particular position in a structural fold and variations in the fold itself. Other models of three-
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dimensional structure represent the size and chemistry of amino acids or the energetic stability asso-
ciated with amino acid interactions. A new protein sequence can be aligned with these models to
determine whether the sequence matches one of them, a procedure known as threading a sequence
into a structure.

7. The structural analysis in step 6 provides clues as to the presence of active sites, regions of secondary
and three-dimensional structure, and the order of predicted secondary structures. If these predictions
are convincing enough, it may be possible to identify a new protein as a member of a known struc-
tural class.

8. Sequence or structural alignments of the new protein with a protein of known structure provide a
starting three-dimensional model of the protein. By using computer graphics and protein modeling
software, the amino acids can then be positioned to accommodate available space and interactions
with neighboring amino acids.

9. Proteins that fail to show any relationship to proteins of known structure are candidates for structural
analysis. There are approximately 500–600 known fold families, and new structures are frequently
found to have an already known structural fold. Accordingly, protein families with no relatives of
known structure may represent a novel structural fold.

VIEWING PROTEIN STRUCTURES

The first major step in displaying a structure is to identify the correct PDB identification
code for the structural file. Most sites provide a browser program for searching the struc-
tural database for the name of the protein, organism, or other identifying features (see
below). There may be a number of choices from which to choose, including domains,
folds, or protein fragments, or structures of the protein bound to a substrate or inhibitor.
Some databases also include the predicted structure of mutant proteins. The available
choices need to be screened carefully for the correct one.

A number of molecular viewers are freely available and run on most computer platforms
and operating systems, including Microsoft Windows, Macintosh, and UNIX X-Windows.
These programs convert the atomic coordinates into a view of the molecule. They may also
recompute information to remove inconsistencies in the database or to supply missing
information (Hogue and Bryant 1998a,b). Viewers also provide ways to manipulate the
molecule, including rotation, zooming, and creating two images that provide a stereo view.
Rotating a molecule by dragging the mouse across the image can illustrate the three-dimen-
sional structure. Viewers can also be used to show a structural alignment of two or more
structures or a predicted structure. Unless a very high-resolution view is needed, the sim-
plest way to use a viewer is through a network browser. The browser may be readily config-
ured to run a viewer program automatically when the particular file format used by the
viewer is being downloaded from the remote computer. Most sites that provide protein
structural files provide several formats allowing a choice of viewers, and they also provide
Web links to other sites from which the viewer program may be downloaded. The viewer
option usually appears once a particular structural file has been chosen. Shown in Table 9.4
are some representative viewers that are commonly used and their features.

The correct processing of files with molecular structural information through the Web
or through E-mail attachments is made possible by the chemical MIME (multipurpose
internet mail extension) project (http://www.ch.ic.ac.uk/chemime/iupac.html). This pro-
ject acts as a repository for standard types of MIME files. As an example, if the start of the
file includes the label chemical/x-pdb (MIME type chemical and subtype x-pdb), the file is
a text file in the Brookhaven Protein Data Bank file format, and a viewer for a pdb file such
as Rasmol or Chime is needed. Files intended for viewing by Rasmol may also be indicat-
ed by MIME type application/x-rasmol and the pdb file may also be identified by the file-
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name extension pdb. There are also additional chemical MIME formats. For Cn3D, chem-
ical/ncbi-asn1-binary and val are the MIME type and filename extension, respectively.
Cn3D files are sent as a binary file rather than a text file, meaning that some bytes include
characters other than the standard ASCII characters. For MAGE, chemical/x-kinemage
and kin are used. Molecules may also be viewed by means of programs called applets writ-
ten in the JAVA programming language. These programs are sent at the same time as the
molecular coordinates and are run by the browser.

In addition to retrieving the three-dimensional coordinates of a molecule, already
prepared graphic views of molecules may be obtained from many of the Web sites that
provide pdb files. The following FTP site contains a database of stored image files:
http://www.expasy.ch/databases/swiss-3dimage/IMAGES/. These views include two file
formats commonly used on the Web, the JPEG (Joint Photographic Experts Group) for-
mat and GIF (graphics interchange format). These formats produce images of a reasonably
high quality but have varying levels of detail and resolution. A higher resolution and more
detailed rendition of the molecule will have a larger file size and take longer to retrieve over
the Internet. These files may be compressed to a smaller size by graphic format conversion
programs. Programs such as Raster3D (http://www.bmsc.washington.edu/raster3d/) and
Molscript (http://www.avatar.se/molscript/) produce very high-quality images in a num-
ber of different formats. These programs require graphics work stations and a more
sophisticated level of programming experience.

Table 9.4. Programs for viewing protein molecules

Viewer Web location Features

Chime http://www.umass.edu/microbio/chime/ A Web browser plug-in that can be used to display 
and manipulate structures inside a Web page. 
There are many mouse-driven controls. 
Excellent for lecture presentations.

Cn3da http://www.ncbi.nlm.nih.gov/Structure/ Provides viewing of three-dimensional structures  
(Hogue 1997) from Entrez and MMDB.a Cn3D runs on 

Windows, MacOS, and Unix; simultaneously 
displays structural and sequence alignments; 
can show multiple superimposed images from 
NMR studies.

Mage http://kinemage.biochem.duke.edu/website/kinhome.html Standard molecular viewing features with 
(see Richardson and Richardson 1994) animation and kaleidoscope effects.

Rasmolb http://www.umass.edu/microbio/rasmol/ Most commonly used viewer for Windows, 
(Sayle and Milner-White 1995) MacOS, UNIX, and VMS operating systems. 

Performs many functions.
Swiss 3D http://www.expasy.ch/spdbv/mainpage.html Protein models can be built by structural 

viewer, (Guex and Peitsch 1997) alignments; calculates atomic angles and 
Spdbv distances, threading, energy minimation, and 

interacts with the Swiss Model server.

Additional viewers are accessible from the referenced Web sites. Viewer functions usually include wireframe of C� backbone, ribbon
of secondary structures, space-filling displays, color schemes to illustrate features such as residues, structures, temperature, mouse-drag
rotation, several views including stereo, zooming, and exporting to graphic file formats. Assistance with these viewers is provided at the
following Web sites for obtaining molecular coordinates: Molecules R Us at NIH, http://molbio.info.nih.gov/cgi-bin/pdb, and NCBI,
http://www.ncbi.nlm.nih.gov/Structure/. A large list of available graphics viewers may be found at http://www.csb.yale.edu/user-
guides/graphics/csb_hm_graph.html.

a The NCBI structure group has established a new format for databases called ASN.1 (see Chapter 2). The PDB files have been con-
verted into this format to create another database MMDB (Molecular Modelling DataBase) that is highly suitable for structural align-
ments by vector methods described below. Ambiguities in PDB entries have been made explicit in the MMDB database (Hogue and
Bryant 1998a,b; http://www.ncbi.nlm.nih.gov/Structure/).

b Rasmol and other viewers as well have many features in the molecular viewing window in addition to those described above. These
additional features are accessible through a command line window that appears when the program is running.
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PROTEIN STRUCTURE CLASSIFICATION DATABASES

The following databases are accessible on the Web and provide up-to-date structural com-
parisons for the proteins currently in the Brookhaven PDB and access to the sequences of
these proteins. The methods used to classify the protein structures in these databases vary
from manual examination of structures to fully automatic computer algorithms. Hence,
although one can expect to find roughly the same groupings in each database, there will be
some structural relationships that are only identified by one of these methods. Each
database has useful information that may be lacking in the others. The MMDB and SARF
databases (4 and 5 below) are based on a rapid structural alignment method that is designed
to find the most significant alignments in the structural databank. The SCOP, CATH, and
FSSP databases (1, 2, and 3) are based on different comparison methods and are likely to
provide additional complementary information on relationships among protein structures.
These classification schemes have been reviewed previously (Swindells et al. 1998).

1. The SCOP database. The SCOP (structural classification of proteins) database (Murzin et
al. 1995; Brenner et al. 1996), based on expert definition of structural similarities, is locat-
ed at http://scop.mrc-lmb.cam.ac.uk/scop/. Following classification by class, SCOP addi-
tionally classifies protein structures by a number of hierarchical levels to reflect both evo-
lutionary and structural relationships; namely family, superfamily, and fold. Shown in
Figure 9.9 is an example of the lineage for the all � class, globin-like fold, globin-like
superfamily, globin, and phycocyanin families, and finally protein domains such as
hemoglobin 1 which can be viewed by individual entry in PDB using a molecular viewer.

2. The CATH database. The CATH (classification by class, architecture, topology, and
homology) protein structure database resides at University College, London (Orengo et
al. 1997; http://www.biochem.ucl.ac.uk/bsm/cath/). Proteins are classified first into
hierarchical levels by class, similar to the SCOP classification except that �/� and �+�
proteins are considered to be in one class. Instead of a fourth class for �+� proteins, the
fourth class of CATH comprises proteins with few secondary structures. Following
class, proteins are classified by architecture, fold, superfamily, and family. Similar struc-
tures are found by the program SSAP, described on page 419. An example of a CATH
entry is shown in Figure 9.10.

3. The FSSP database. The FSSP (fold classification based on structure-structure alignment
of proteins) is based on a structural alignment of all pair-wise combinations of the pro-
teins in the Brookhaven structural database by the structural alignment program DALI
(Holm and Sander 1996; http://www2.embl-ebi.ac.uk/dali/fssp/fssp.html). PDB has a
number of redundant structures of proteins whose sequences and structures are 25% or
more identical. A subset of representative structures in PDB without these redundant
entries was first produced by aligning all of the PDB structures with DALI. Each protein
in the subset was then subdivided into individual domains. These domains were then
aligned structurally with DALI to identify the common folds. Redundant folds were
again eliminated, and a set of representative folds was chosen. From 8320 PDB entries,
947 representative structures, 1484 domains, and 540 structurally distinct fold types were
identified in 1997 (Holm and Sander 1998). These fold types represent a unique config-
uration of secondary structural elements in the domains. For example, one fold might be
composed of helix-strand-helix-6 strands joined by loops in a particular configuration.

Corresponding to each representative fold type, there is a cluster of folds that are of
the same approximate structure. The domains that have a given cluster of folds are
structurally related, and the cluster is represented by structural alignments of these
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domains. The higher the statistical score for a given domain alignment and corre-
sponding fold (higher Z value), the greater the degree to which the atoms occupy sim-
ilar structural positions. Z values �16 indicate a very good structural alignment, 8–16
a less good alignment, until a level of 2, which indicates the lowest level of alignment
detection, is reached. Thus, fold clusters may be organized in a hierarchical fashion with
folds represented by the most low-scoring alignments at the top of the hierarchy, as
illustrated in Figure 9.11, FSSP, part D.

In addition, the sequences of the 1000 representative structures were used as probes
for a sequence similarity search of the SwissProt protein sequence database. The
database search program MAXHOM, which begins with a sequence similarity search
and then with an expanded profile search, was used, as discussed in Chapter 7. The
resulting homology-derived structures of proteins (HSSP) database (Sander and
Schneider 1991; Dodge et al. 1998; http://www.sander.ebi.ac.uk/hssp/) contains lists of
similar proteins, one list for each representative structure. Given the PDB database
number of a known structure, the program will show the closest representative struc-
tures, and one or more may be chosen. The program will then show any significant
structural alignments between the chosen representative and other representative struc-
tures in FSSP. A structural alignment between the chosen representative and each of the
matching proteins in the HSSP database entry for that representative may be selected.
An example of searching for a structural and sequence similarity using the FSSP and
HSSP databases is shown in Figure 9.11.

4. MMDB (molecular modelling database). Proteins of known structure in the Brookhaven
PDB have been categorized into structurally related groups in MMDB by the VAST
(Vector Alignment Search Tool) structural alignment program (Madej et al. 1995).
VAST aligns three-dimensional structures based on a search for similar arrangements
of secondary structural elements (see Fig. 9.12). This method provides a method for
rapidly identifying PDB structures that are statistically out of the ordinary. MMDB has
been further incorporated into the ENTREZ sequence and reference database at
http://www.ncbi.nlm.nih.gov/Entrez (Hogue et al. 1996). Accordingly, it is possible to
perform a simultaneous search for similar sequences and structures, designated neigh-
bors, at the ENTREZ Web site. Structural neighbors within MMDB are based on
detailed residue-by-residue alignments.

5. The SARF database. The SARF (spatial arrangement of backbone fragments) database at
http://www-lmmb.ncifcrf.gov/�nicka/sarf2.html/ (Alexandrov and Fischer 1996) also
provides a protein database categorized on the basis of structural similarity. Like VAST,
SARF can find structural similarity rapidly based on a search for secondary structural
elements. These structural hierarchies found by this method are in good agreement with
those found in the SCOP, CATH, and FSSP databases with several interesting differ-
ences. The method also found several new groupings of structural similarity. The SARF
Web site provides a similarity-based tree of structures at http://www-lmmb.ncifcrf.gov/
�nicka/ tree.html/ and some excellent representations of overlaid structures.

ALIGNMENT OF PROTEIN STRUCTURES

As more and more protein structures, as well as access to recently developed and rapid meth-
ods for comparing protein structures, have become available on the Web, alignment of pro-
tein structures has become a task achievable by laboratories not trained in the techniques of
structural biology. To perform a sequence alignment, the amino acid sequence of one pro-
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Figure 9.9. A portion of the SCOP structural classification showing the hierarchy of all �-class, globin, and globin-like pro-
teins.
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tein is written above the amino acid sequence of a second protein. Similar or identical amino
acids are placed in the same columns and gaps are placed at positions where there is no
matching character. In performing structural alignments, the three-dimensional structure of
one protein domain is superimposed upon the three-dimensional structure of a second pro-
tein domain, fitting together the atoms as closely as possible so that the average deviation
between them is minimum. Sequence alignments are performed to discover sequence simi-
larity, and structural alignments are done to discover structural similarity (evidence that the
structures share a common fold). New structural relationships are being constantly discov-
ered. Just as a laboratory may discover a remote sequence similarity between two protein
domains reflecting a family or superfamily relationship, so may the same laboratory discov-
er a previously unknown structural relationship between two proteins.

There is one important difference between sequence and structural similarity, however.
Statistically significant sequence similarity is an indicator of an evolutionary relationship
between sequences. In contrast, significant structural similarity is common, even among

Figure 9.10. CATH entry for E. coli RecA protein (PDB 2reb). (A) CATH classification of the protein. (B) Ancillary informa-
tion provided by CATH database including structure, sequence-secondary structure alignment, a structural image, and links to
other databases. Figure continues on next pages.

A.
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Figure 9.10. Continued.

B.
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Figure 9.11. FSSP report for structures in PDB that are similar to PDB entry 1tupA. 1tupA is the struc-
ture of a mutant p53 protein from a cancer cell line complexed with DNA. (A) PDB representative entries
that are structurally similar to 1tupA. Shown is a table of other PDB representatives that show structural
homology with 1tupA. Ticking boxes in the first column chooses entries for viewing alignments or struc-
tures. The columns are the PDB code of the matched representative structure (STRID), a statistical mea-
sure of the strength of the structural similarity (Z score), the root-mean-square-deviation between the
aligned C� atoms in Angstroms (RMSD), and the number of aligned C� atoms in the superimposed
structures (LALI), the length of the second protein in the second, matched structure (LSEQ2), percent
sequence identity over the aligned positions (%IDE), and the name of the aligned protein. Structures that
align with 1tupA with a Z score of at least 2 and representing atomic separation distances that are at least
two standard deviations above background values for unrelated sequences are shown. Clicking the choice
3D superimposition with the mouse provides a PDB-like table of atomic coordinates of each separate
structure. The overlaid structures can then be viewed as separate chains by a molecular viewing program
(not illustrated). Choosing multiple alignment provides a structural alignment of the entries indicating
which amino acids occupy similar relative positions in the structures, as shown in B. Choosing multiple
families provides a multiple sequence alignment of the protein with similar sequences �25% identical in
the protein sequence database, as shown in D.

Figure 9.10. Continued.
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Continues on next page
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Figure 9.11. Continued.
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proteins that do not share any sequence similarity or evolutionary relationship. Thus,
structural similarity may or may not be an indicator of an evolutionary relationship. Fur-
ther light may be shed on this question by a close examination of the similarity. The simi-
larity may be quite simple, such as a common arrangement and spacing of several sec-
ondary structural elements. Alternatively, there may be a highly significant alignment of
many of the proteins through the same sequence of secondary structures and loops, and
many of the atoms in the two proteins may be quite superimposable. Such structural close-
ness may be an indication of a possible evolutionary relationship. The results of a search
for remote sequence similarity by sensitive statistical methods (Gibbs sampling, expecta-
tion maximization methods, and Bayesian alignment methods discussed in Chapter 4)
may be found to provide further support for such a possibility. The ability to make such
comparisons has depended on the development and availability of fast and efficient meth-
ods for performing structural comparisons.

Structural comparison methods share some of the features of methods for comparing
sequences, but with additional considerations. For comparing two sequences, one search-
es for a row of amino acids in one sequence that matches a row in the second, allowing for
substitutions and the insertion of gaps in one sequence to make up for extra characters in
the other. For comparing structures, positions of atoms in two three-dimensional struc-
tures are compared. These methods initially examine the positions of secondary structural
elements, � helices and � strands, within a protein domain to determine whether or not

Figure 9.11. Continued. Continues on next page
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(B) Two representative structures that can be aligned with 1tupA with a high level of significance. Amino acid colors reflect
side-chain chemistry and use the multiple alignment display program of N.P. Brown (Brown et al. 1998), which can be
obtained from the author (see FSSP Web site). The aligned amino acids represent a structural alignment obtained with pro-
gram DALI, not a sequence alignment. The capitalized amino acids match 1tupA structurally; lowercase amino acids do not
match. Note that the percent sequence identity between the p53 sequence of 1tupA and the other two proteins is quite low at
11% for chitinase A (structure 1ctn) and 15% for sialidase-neuraminidase (structure 1eut).

Figure 9.11. Continued.

B.



P R O T E I N  C L A S S I F I C A T I O N  A N D  S T R U C T U R E  P R E D I C T I O N ■ 413

Figure 9.11. Continued. Continues on next page

C.
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Figure 9.11. Continued.

(C) Hierarchical clustering of folds and domains. All of the current folds represented by domain alignments in FSSP have
been organized into a dendogram that indicates the relationships among them. The dendogram for fold 115 is first illustrated,
and a tabular representation is then shown. Domains are identified by the PDB file from which they were derived. If only one
of several domains is represented by the fold, the domain is identified by the PDB file name plus a letter code; e.g, 1uorA is a
domain of the structure 1uor. Domains that are grouped on the right are the most structurally alike and give a high statistical
score for an alignment of the representative fold (a certain combination of secondary structures in space and their connections)
when they are aligned with the DALI program. Although these domains have very little sequence similarity, their very close
structural similarity suggests that they could possibly be homologous and represent a superfamily. Domains that are joined in
deeper branches of the dendogram, e.g., 1uorA and 1aq0A, are less structurally alike, and the score for their alignment is lower.
Although domain 1plc has the same fold as the rest of the domains, its atoms align the least well with the other domains. The
structures and alignments represented can be viewed by the links on the Web page. The page is accessible from the main page
of the FSSP database.
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Figure 9.11. Continued.

(D) Structural alignment of 1tupA with other protein sequences in SwissProt that are similar in sequence to p53. The infor-
mation on matching sequences is stored in the HSSP database described in the text. Shown on each row of the alignment are
the PDB structure identification, matched SwissProt sequence, percent sequence identity between the sequence of the structural
entry and the SwissProt sequence, and the multiple sequence alignment of the sequence with the other matching SwissProt
sequences based on a structural alignment. This alignment reveals which amino acid residues in these proteins are predicted to
occupy the same structural position. Sequence notations are indicated on the page. Only a portion of the alignment is shown.

D.
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Figure 9.12. Example of searching for structural neighbors identified by the VAST algorithm. Shown is the result of a search
for neighbors to chain 1 of the E. coli RecA protein structure (PDB identifier 2reb). If the rightmost column box next to any of
the listed structural neighbors and the view/save structures box are sequentially checked, then an overlay view of the structures
is provided by ENTREZ for viewing by Cn3d or Mage. In the output table of structural neighbors, PDB is a four-character PDB-
identifier of the structural neighbor, C is the PDB chain name, D is the MMDB domain identifier, RMSD is the root mean
square deviation in Angstroms between the superimposed atoms, NRES is the number of equivalent pairs of C� atoms super-
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imposed between the two structures, %Id is the percent identical residues in the aligned sequence region, and description of
the neighbor is taken from the PDB database entry. The options in the lower part of the page influence the number of match-
es reported in the table, and this number may be varied by mouse-clicking the “display subset” box. The MMDB database is
organized into groups based on sequence similarity, and only a representative member of each group is included. Groups are
based on extensive BLAST searches for sequence similarity followed by clustering by a neighbor-joining procedure (see Chap-
ter 6). Several different levels of clustering based on different ranges of BLAST scores are shown. The lower the score chosen,
the more group members are reported. Note that the format of a structural entry in the MMDB database is different from that
in the PDB database and requires visualization by the Cn3d viewer.
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the number, type, and relative positions of these elements are similar or if the proteins have
a similar architecture. Distances between the C� or C� atoms within these structures are
then examined in detail to determine the degree to which the structures may be superim-
posed. If a few elements can be aligned and are joined by a similar arrangement of loops,
the proteins share a common fold. As the arrangement, joining, and alignment of sec-
ondary structural elements within the proteins increase, the degree of structural similarity
between the proteins becomes more and more convincing and significant.

To specify a three-dimensional structure, positions of molecules are expressed as x, y, and
z cartesian coordinates within a fixed frame of reference, as shown in Figure 9.13. The direc-
tion of the bond angles and the interatomic distances between amino acids along the
polypeptide chain may also be represented as a vector. Secondary structures can also be rep-
resented by a vector that starts at the beginning of the secondary structural element, extends
for the length of the element, and has a direction that reveals the orientation of the element
in the overall structure. Comparison of these structural representations in two proteins pro-
vides a framework for comparing the structures of the proteins. In many structural com-
parison methods, distances between C� or between C� atoms in two protein structures are
used for comparison purposes. A more detailed comparison of the structures can be made
by adding information on side chains such as the amount of outside area of the side chain

x

z

y

Cα
Cβ

β strand vectors
fitted to curvature

α helix vectors

Figure 9.13. Alignment of the three-dimensional structure of proteins by their secondary structures.
Representation of arrangement of secondary structures in three-dimensional space is shown on a two-
dimensional projection. In the structural alignment programs VAST and SARF, the atoms of each sec-
ondary structural element in each protein are replaced by a vector of position, length, and direction
determined by the positions of the C� or C� atoms along the element. Shown are projections of two
� helices and two � strands and their vector representations as gray and green arrows, respectively,
from a common x, y, z cartesian coordinate system. The three-dimensional cartesian coordinates of
the start and end of one �-helical vector are diagrammed as wide dashed lines. Only these two sets of
coordinates are needed to specify the location of the vector, whereas many such sets are required to
locate the C� or C� atoms in the corresponding � helix. An element that is curved is approximated by
two or more sequential vectors, as depicted for the two � strands, which are bent due to the twist of
their composite � sheet. The joining of the helices by a short loop is also recognized by the algorithm.
The vector representations of two proteins are then compared. If the type and arrangement of the ele-
ments are similar in two proteins within a reasonable margin of error and level of significance, the
three-dimensional structures of the proteins are predicted to be similar.
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that is buried under other molecules so that the chain is not accessible to water molecules.
Distances and bond angles to other atoms in the structure may also be compared. Several of
the parameters used for structural comparisons may also be used to classify the environ-
ment of a particular amino acid, e.g., a buried, hydrophobic amino acid in a � strand.

There are two reasons that it is more difficult to align structures than sequences. First, a
similar structure may form by many different foldings of the amino acid C� backbone. As
a result, matched regions may not necessarily be in the same order in the two proteins so
that two matching segments are often separated by unmatched segments. Second, although
the local environments of many molecules in two proteins may be similar, there may also
be some local differences. For example, central positions, but not the ends, of secondary
structures in two proteins may match closely. For this reason, structural alignment meth-
ods often smooth out the comparisons by comparing several molecules at the same time
and choosing an average result.

Structural biologists have been working on the problem of finding similar structural fea-
tures in proteins for a long time, and a variety of methods have been devised for perform-
ing comparisons of protein structures (for review, see Blundell and Johnson 1993; Holm
and Sander 1994, 1996; Alexandrov and Fischer 1996; Gibrat et al. 1996; Orengo and Tay-
lor 1996). A complete discussion of this subject is beyond the scope of this text. Programs
publicly accessible at Web sites, SSAP and DALI, and two programs that utilize a fast search
for common arrangements of secondary structures, VAST and SARF, are described below.

Dynamic Programming

Algorithms like those used for sequence alignment have also been used for aligning struc-
tures. For aligning sequences, the object is to bring as many identical or similar sequence
characters into vertical register in the alignment with a minimum cost of insertions and
deletions. For aligning structures, the local environment of each amino acid expressed in
interatomic distances, bond angles, or R group is given a coded value or vector represen-
tation that reflects the environment of that amino acid. Alternatively, a scoring matrix
much like the amino acid scoring used for sequence alignments may be made. For protein
structures, each sequential column in the scoring matrix gives a score for the fit of any of
the 20 amino acids to a single position in the structure (more on matrices below). An opti-
mal alignment between these sets of values by dynamic programming is then found.

The alignment program SSAP (secondary structure alignment program) uses a method
called double dynamic programming to produce a structural alignment between two pro-
teins (Taylor and Orengo 1989; Orengo et al. 1993; Orengo and Taylor 1996). A local struc-
tural environment is independently defined for each residue in each sequence, and the
method then matches residues by comparing these structural environments. The environ-
ment assigned to each amino acid takes into account the degree of burial in the hydropho-
bic core and type of secondary structure. As in sequence alignment by dynamic program-
ming, a scoring matrix is derived and the highest-scoring regions in this matrix define the
optimal structural alignment of the two proteins. One of the environmental variables that
is used is a representation of the geometry of the protein by drawing a series of vectors
from the C� atoms of an amino acid to the C� atoms of all of the other amino acids in the
protein. If the resulting geometric views in two protein structures are similar, the struc-
tures must also be similar. The double dynamic programming method of aligning struc-
tures using C� vectors is illustrated in Figure 9.14.

Because each sequential pair of amino acids is compared, an alignment will be possible
only if the two protein chains follow the same approximate conformational changes through-
out their lengths. If the proteins follow the same changes along some of their lengths, then
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diverge, then return again, it is difficult to align them through the divergent region by the
above method, as described. The problem is similar to trying to choose a gap penalty for
sequence alignments, but in the structural case, many kinds of rearrangements are possible.
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Another version of SSAP (SSAP1) has been developed for identifying conserved
folds/motifs, and this method circumvents the above alignment problem. This program
uses all of the vector matrix values in the summary matrix and then uses a local alignment
version of the dynamic programming algorithm to locate the most alike regions in the
structures. The algorithm has been greatly speeded up by comparing only pairs of amino
acids with similar torsional angles (� and �) and extent of residue burial/lack of water
accessibility. SSAP is used to cluster proteins in the CATH database in a fully automated
manner (Orengo et al. 1997).

Distance Matrix

The distance method uses a graphic procedure very similar to a dot matrix to identify the
atoms that lie most closely together in the three-dimensional structure. If two proteins have
a similar structure, the graphs of these stuctures will be superimposable. Distances between
C� atoms along the polypeptide chain and between C� atoms within the protein structure
can be compared by a two-dimensional matrix representation of the structure, as shown in
Figure 9.15. Instead of aligning environmental variables of each successive amino acid in

Figure 9.14. The double dynamic programming method for structural alignment. (A) Vectors from the
C� atom of one amino acid to a set of other nearby amino acids in each of two protein segments are
shown as two-dimensional projections. These vectors are given the same coordinate axes. Hence, one
vector may be subtracted from the other to compare the relative positions of the C� atoms in the two pro-
tein segments, shown in A as a vector difference. The smaller the differences, the more alike the struc-
tures. In SSAP, the vectors are subtracted (the resulting difference is 
) and the difference added to an
empirically derived number, 10. The resulting value is then divided into a second empirically derived
number, 500, to give a score S for the vector difference. For example, if the vector difference is 10�, then
S � 500 / (10 
 10) � 25. (B) Two vector matrices that represent differences between the geometric view
from one amino acid position in one protein and a view for one amino acid in the second protein. The
set of vectors of one protein are listed across the top of the matrix and the set for the other are listed down
the right side. The matrix is then filled with scores of vector differences. For example, if the vector from
F to H in protein 1 less the vector from C to G in protein 2 is 31�, then the score placed in the upper right
corner is S � 500/(31 
 10) � 12. The remaining difference scores are calculated in a similar manner.
Although vectors to neighboring amino acids are shown in this example, vectors to immediate neighbor
positions are actually not used to reduce effect of local secondary structure. An optimal alignment, shown
as a red path through the matrix, is then found through the vector matrix by a global form of the dynam-
ic programming algorithm, using a constant deletion penalty of 50. For performing a structural align-
ment by this method, a similar set of vector differences are determined between the next amino acid V in
protein A and the amino acid in protein B, as shown in the lower matrix in B, and an optimal path (blue)
is obtained. This procedure is repeated until vector views between all amino acid positions have been
compared. Two vector matrices are shown, comparing one position in protein A to each of two positions
in protein B. (C) The resulting alignments (shown as red and blue paths) and the scores on the alignment
path are transferred to a summary matrix. If two optimal alignment paths cross the same matrix position,
the scores of those positions in the two alignments are summed. One part of the alignment path (black)
is found in both comparisons, thereby providing corroborative evidence of vector similarity in these
regions. In the example shown, the sum of the upper right positions in the two vector matrices is 12 

16 � 28. When all of the alignments have been placed into the summary matrix, a second dynamic pro-
gramming alignment is performed through this matrix. The final alignment found represents the opti-
mal alignment between the protein structures. The logarithm of the final score is scaled such that a max-
imum value of 100 is possible. An adjusted score of 80 indicates a close structural relationship; one of
60–70 indicates a probable common fold. Other types of environmental variables other than the position
of the C� atoms in this example may also be aligned with this double dynamic programming method, as
described in the text. (Adapted from an example in Orengo and Taylor 1996.)
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two protein structures, the distance matrix method compares geometric relationships
between the structures without regard to alignment. The sequence of the protein is listed
both across the top and down the side of the matrix. Each matrix position represents the dis-
tance between the corresponding C� atoms in the three-dimensional structure. The small-
est distances represent the more closely packed atoms within secondary structures and
regions of tertiary structure. Positions of closest packing are marked with a dot to highlight
them, much as in a dot matrix. Distance matrices are produced for each three-dimensional
structure of interest. Similar groups of secondary structural elements are superimposed as
closely as possible into a common core structure by minimizing the sum of the atomic dis-
tances between the aligned C� atoms. The method is outlined in Figure 9.15.

The program DALI (distance alignment tool) uses this method to align protein struc-
tures (Vriend and Sander 1991). The existing structures have been exhaustively compared
to each other by DALI and the results organized into a database, the FSSP database, which
may be accessed at http://www2.embl-ebi.ac.uk/dali/fssp/fssp.html. A newly found struc-
ture may be compared to the existing database of protein structures using DALI at
http://www2.embl-ebi.ac.uk/dali/. The network version of DALI uses fast comparison
methods to determine whether a new structure is similar to one already present in the FSSP
database.

The similarity score for a structural alignment of two proteins by the distance method
is based on the degree to which all of the matched elements can be superimposed. In the
example shown in Figure 9.16, the score for a matching set of helices is the sum of the sim-
ilarity scores of all of the atom pairs using a particular scheme for scoring each pair. Sup-
pose that two helices a and b have been found to interact in protein A, and that a pair of
helices a� and b� in protein B are superimposable on a and b. A certain pair of C� atoms
that are very close in the model, one in helix a (iA) and a second in helix b (jA), is identi-
fied. This set will correspond to a matched pair iB in helix a� and jB in helix b� of protein
B. If the distance between iA and jA is dijA and the distance between iB and jB is dijB, then
the similarity score for this pair of atoms is derived from the fractional deviation
�dijA 	 dijB� / dij*, where dij* is the average of dijA and dijB. If two atom pairs can be super-
imposed, they are given a threshold similarity score of 0.20; otherwise they are given a sim-
ilarity score of the threshold less the above fractional deviation. A deviation of 0.20 will
correspond to adjacent � strands matching to within 1 Å and to � helices and helix strands
matching to within 2–3 Å. As these scores are summed over all of the atoms in the match-

Alignment in DALI

The assembly step of the original DALI algorithm uses a Monte Carlo simulation that
performs a random search strategy for submatrices that can be aligned using the similar-
ity score defined below as a guide. The algorithm is similar to the genetic and simulated
annealing algorithms (Chapter 4) in using a probabilistic method to improve previously
found alignments. There is no existing algorithm for direct alignment of two structures;
such an algorithm would have to find the closest alignment of two sets of points in three-
dimensional space, a very difficult problem computationally. Hence, the need for an
approximate solution. Other methods for aligning structures that are described below
also use simulations to find alignments. The Internet version of the DALI program uti-
lizes more rapid search methods than those described above to compare new structures
to existing structures in the FSSP database, but the overall analysis is very similar.
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ing helices, the contributions of more distant atoms are down-weighted by an exponential
factor to allow for bending and other distortions. The result of using this scoring system is
that the similarity score for matching the two helix pairs in proteins A and B will increase
in proportion to the number of superimposable atoms in the two helices. As additional
matching elements are added to the structural alignment of the two proteins, the similari-
ty scores for matching each individual pair of secondary structures are added to give a
higher similarity score that reflects the full alignment of the structures.

The DALI method provides one convenient method, in addition to the others described
herein, to compare a new structure to existing structures in the Brookhaven structural
database, and is accessible from a Web site.

Fast Structural Similarity Search Based on Secondary Structure Analysis

One class of structural alignment methods performs a comparison of the types and
arrangements of � helices and � strands in one protein structure with the � helices and �
strands in a second structure, as well as the ways in which these elements are connected (for
review, see Gibrat et al. 1996). If the elements in two structures are similarly arranged, the
corresponding three-dimensional structures are also similar. Because there are relatively
few secondary structural elements in proteins and the relative positions of these elements
may be quite adequately described by vectors giving their position, direction, and length,
vector methods provide a fast and reliable way to align structures. It is a much simpler
computational problem to compare vector representations of secondary structures than to
compare the positions of all of the C� or C� atoms in those structures. If an element of a
given type and orientation within a given tolerance level is found in the same relative posi-
tion in both structures, they possess a basic level of structural similarity. Elements that do
not match within the tolerance level are not considered to be structurally similar. VAST
and SARF are examples of programs that are available on the Web that use this methodol-
ogy (Hogue et al. 1996; Alexandrov and Fischer 1996; see http://www.ncbi.nlm.nih.gov/
Entrez and http://www-lmmb.mcifcrf.gov/�nicka/sarf2.html/). Vector methods do not
use the structure authors’ assigned secondary structures in the PDB entry, but rather use
automatic methods to assign secondary structure based on the molecular coordinates of
atoms on the structure. Different methods are used for defining the number and extent of
secondary structural elements and for the thresholds that make up an acceptable match
(Bryant and Lawrence 1993; Madej et al. 1995; Gibrat et al. 1996; Alexandrov and Fischer
1996). Until one of these methods is shown to be superior, it is advisable to try all to
increase the chance of a finding a biologically important match.

Once individually aligning sets of secondary structural elements have been identified,
they are clustered into larger alignment groups. For example, if three matching sets of �
helices have been found in two structures, a similarly oriented group of three � helices
must be present in the structures. The same arrangements of a small number of secondary
structural elements are commonly found in protein structures, thus this method often
finds new occurrences of a previously found arrangement. An arrangement with a large
number of secondary elements is less common and therefore more significant. This clus-
tering step generates a large number of possible groups of secondary structural elements
from which the most likely ones must be selected. Some methods use the clusters with the
largest number of secondary structures as the most significant. Other methods perform a
more detailed analysis of the aligned secondary structures. For example, the atomic coor-
dinates of an � helix in one protein structure will be aligned with those of the matched �
helix in the second structure, and the root mean square deviation (rmsd) will be calculat-
ed. The quality of this new alignment provides an indication of which secondary structure



424 ■ C H A P T E R  9

Figure 9.15. Distance matrix of hypothetical three-helix
structure. (A) Matrix positions that represent closest dis-
tances of approximately �12 Å between the C� atoms in
the known three-dimensional structures of the protein are
marked by filling them with dots. Positions marked with
black dots drawn just above the main downward-pointing
diagonal (dashed line) from upper left to lower right rep-
resent amino acid sequential positions aa1-aa2, aa2-aa3,
etc., that are close to each other because they are in the �
helix. Marked regions of shortest C�–C� distances along
this diagonal thus indicate positions of the � helices.
Other marked diagonal regions (red and blue dots) indi-
cate tertiary structural interactions, including those
between adjacent secondary structural elements. Helices a
and b are close to each other and have opposite chemical
polarities so that aa10-aa11-aa12 . . . are close to aa40-
aa39-aa38 . . . . on the red surface of the helices. An
upward-running diagonal (red dots) from lower left to
upper right reveals this spatial relationship. Helices b and
c are also close to each other but have the same polarity so
that aa30-aa31-aa32 . . . are close to aa50-aa51-aa52 . . . ,
producing a downward-directed diagonal (blue dots). If
another protein has a matrix pattern similar to that of the
above example, then the two protein structures have the
same three-helical arrangement and the loops joining the
helices are of approximately the same length and confor-
mation. The distance alignment method will find such
three-helix patterns, even when the loop patterns are not
similar. (B) Search for a common structural pattern in
proteins A and B by DALI. A hypothetical example of a
three-helix architecture is again used. In the top row,
DALI first searches the entire distance matrix of protein A
for a set of matching helices, a and b, indicated by an

upward-directed diagonal whose position is the intersection of the locations of the helices in the sequence of protein A (left col-
umn). A similar search is performed for a corresponding pair of helices a� and b� in the distance matrix of protein B. In prac-
tice, the algorithm breaks down each full-sized matrix into a set of overlapping submatrices of size 6 � 6 amino acids. Distance
patterns within the submatrices from each protein are then compared to locate similar structural configurations. Some match-
es will be longer than 6 amino acids and will therefore be found in several neighboring submatrices. A computationally sophis-
ticated assembly step in the algorithm (see below) combines these overlaps into a complete structural alignment. Once found,
individual matches are assembled. If a pair of helices is found in each structure, a beginning structural alignment of the
sequences may be made (right column). A search for a third pair of helices c and c� that interact with helices b and b� in pro-
teins A and B, respectively, is then made, as illustrated in the second row. A hypothetical pair common to A and B is shown. In
this case, the order of regions b� and c� on the sequence of protein B is reversed from that of b and c. The composite matrices
and alignment of all helices a, b, c and a�, b�, c� are shown in the third row. Only the top one-half of the matrix is shown, leav-
ing out the mirror image. Finally, DALI removes the insertions and deletions in the matrices and rearranges the sequence of the
protein B to produce a parallel alignment of the elements in the two sequences (bottom row). By following these steps, an align-
ment of helices a, b, and c and a�, b�, and c� in structures A and B is found by DALI, but the arrangements of sequences that
produce this common architecture are different. Structural features that include � strands in proteins are found in the same
manner. (Diagram derived from Holm and Sander 1993, 1996.)

A.
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Protein A                                    Protein B                                    One-dimensional alignmentB.
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clusters are the most feasible. After starting with an alignment that includes the highest
matching number of elements, the VAST algorithm examines alternative alignments that
might increase the alignment score using the Gibbs sampling algorithm described in Chap-
ter 4.

Like other structural alignment methods, VAST and SARF are available on Web pages
and may be used for comparing new structures to the existing databases or for viewing
structural similarities within the existing databases. An important aspect of searches for
structural similarity by the vector method and other methods is the extent of the alignment
found, or as Gibrat et al. (1996) state, is the alignment “surprising”?

Significance of Alignments of Secondary Structure

As in sequence alignment, it is important to estimate the reliability or statistical signifi-
cance of a structural alignment. The problem is to determine the probability with which a
given cluster of secondary structural elements would be expected between unrelated struc-
tures. The analogous problem with sequences is to determine whether or not an alignment
score between two test sequences would also be found between random or unrelated
sequences.

When comparing the arrangement of secondary elements in protein structures, a very
large number of possible alignments are commonly found (Gibrat et al. 1996). The prob-
ability of a chance alignment of a few elements in two large but structurally unrelated pro-
teins that have many such elements is quite high. Therefore, alignment of only a few ele-
ments in an actual comparison of two test sequences is not particularly significant. The
probability of an alignment between most of the elements in large, unrelated proteins,
however, is extremely low. Hence, such an alignment between structures is highly signifi-
cant. The problem of significance thus boils down to assessing the number of possible ways
of aligning elements in two unrelated proteins.

NH2

H23

H19

C6

C3

Finger

Zn

COOHA.

B.

Figure 9.16. The zinc finger DNA-binding domain. This domain is the most commonly found due to
the particular spacing of histidine and cysteine residues. (A) Structure found by nuclear magnetic res-
onance studies of a 25-residue molecule made up of a � hairpin of structural motif sheets of amino
acids 1–10 followed by an � helix of amino acids 12–24. (B) Hypothetical binding pattern of fingers
to DNA. (Adapted from Branden and Tooze 1991.)
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For calculating the probability of an alignment, the VAST algorithm uses a statistical
theory very similar to that of the BLAST algorithm to calculate this probability. Recall
that BLAST calculates a probability (or expect value) that a sequence alignment score at
least as high as that found between a test sequence and a database sequence would also
be found by alignment of random sequences. Sequence alignment scores are derived by
using amino acid substitution matrices and suitable alignment gap penalties, and the
probabilities that alignments of random sequences could score as high as actual scores
are calculated using the extreme value distribution. The equivalent VAST score is the
number of superimposed secondary structural elements found in comparing two struc-
tures. The greater the number of elements that can be aligned, the more believable and
significant the alignment. The statistical significance of a score is the likelihood that such
a score would be seen by chance alignment of unrelated structures. This likelihood is cal-
culated from the product of two numbers—the probability that such a score would be
found by picking elements randomly from each protein domain and the number of
alternative element pair combinations. Thus, if the chance of picking the number of
matching elements found is 10	8 and the number of combinations is 104, the likelihood
of an alignment of the same number of elements between unrelated structures is 10	8 �
104 � 10	4.

Displaying Protein Structural Alignments

The programs and Web sites that perform a structural alignment or that provide access to
databases of similar structures will transmit coordinates of the matched regions. The
aligned regions may then be viewed with a number of molecular viewing programs, includ-
ing Rasmol, Cn3d, and Spdbv. Cn3d also shows a second window with the matching
sequence alignment, and aligned structures may be highlighted starting from this window.
The program JOY provides a method for annotating sequence alignments with three-
dimensional structural information (http://www-cryst.bioc.cam.ac.uk/~joy; Mizuguchi et
al. 1998b).

STRUCTURAL PREDICTION

Use of Sequence Patterns for Protein Structure Prediction

Although the sequences of 86,000 proteins are available, the structures of only 12,500 of
these proteins are known. The increasing rate of genome sequencing can also be expected
to outpace the rate of solving protein structures. Protein structural comparisons described
above have shown that newly found protein structures often have a similar structural fold
or architecture to an already-known structure. Thus, many of the ways that proteins fold
into a three-dimensional structure may already be known. Structural comparisons have
also revealed that many different amino acid sequences in proteins can adopt the same
structural fold, and these sequences have been organized into databases described above.
Further examination of sequences in structures has also revealed that the same short amino
acid patterns may be found in different structural contexts. Amino acid sequences present
in secondary structures have been entered into databases that are useful for structure pre-
diction. Many proteins in the sequence databases also have conserved sequence patterns
upon which they may be further categorized.

If two proteins share significant sequence similarity, they should also have similar
three-dimensional structures. The similarity may be present throughout the sequence
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lengths or in one or more localized regions having relatively short patterns that may or
may not be interrupted with gaps. When a global sequence alignment is performed, if
more than 45% of the amino acid positions are identical, the amino acids should be quite
superimposable in the three-dimensional structure of the proteins. Thus, if the structure
of one of the aligned proteins is known, the structure of the second protein and the posi-
tions of the identical amino acids in this structure may be reliably predicted. If less than
45% but more than 25% of the amino acids are identical, the structures are likely to be
similar, but with more variation at the lower identity levels at the corresponding three-
dimensional positions.

Protein Classification Schemes

Proteins have been classified on the basis of sequence similarity or the presence of com-
mon amino acid patterns. First, they have been organized into families and superfamilies
on the basis of the level of sequence similarity in sequence alignments. The current method
of organizing proteins by this method at the Protein Information Resource (PIR)
(http://www-nbrf.georgetown.edu) is that each entry in the PIR protein sequence database
is searched against the remaining entries using the FASTA algorithm. Similar sequences are
then aligned with the Genetics Computer Group multiple sequence alignment program
PILEUP. This level of comparison based on sequence alignment was originally made by the
PIR founded by M. Dayhoff. Using present-day classification schemes (Barker et al. 1996),
families are composed of proteins that align along their entire lengths with a level of
sequence identity of usually 50% or better.

More recent analyses of amino acid patterns in protein sequences have revealed that
many proteins are made up of modules, short regions of similar amino acid sequence that
correspond to a particular function or structure. Furthermore, sets of proteins from wide-
ly divergent biological sources may share several such modules and the modules may not
be in the same order. Hence, it has become necessary to redefine the concepts of family and
superfamily. Proteins that comprise the same set of similar homology domains (extended
regions of sequence similarity) in the same order are referred to as homeomorphic protein
families. Protein families, members of which have the same domains in the same order, but
also have dissimilar regions, are designated as a homeomorphic superfamily (Barker et al.
1996). The superfamily classification of a newly identified protein sequence may be ana-
lyzed at several Web sites (Table 9.5).

The second method of classifying proteins is based on the presence of amino acid pat-
terns. Proteins with the same biochemical function have been examined for the presence
of strongly conserved amino acid patterns that represent an active site or other important
feature. The resulting database is known as the Prosite catalog (A. Bairoch and colleagues;
Hofmann et al. 1999) (Table 9.5). Proteins have also been categorized on the basis of the
occurrence of common amino acid patterns—motifs and conserved gapped and ungapped
regions in multiple sequence alignments. These patterns are found by extracting them
from multiple sequence alignments, by pattern-finding algorithms that search unaligned
sequences for common patterns, and by several statistical methods that search through
unaligned sequences. The patterns vary in length, presence of gaps, and degree of substi-
tution. The algorithms that are used include pattern-finding methods, hidden Markov
models, the expectation maximization method, and the Gibbs sampling method. These
methods and the computer programs and Web sites that provide them are described in
Chapter 4. Listed in Table 9.5 are several databases that categorize proteins based on the
occurrence of common patterns. Also shown are databases of amino acid patterns that
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determine cellular localization of proteins or sites of protein modification (signal or tran-
sit peptides). FSSP, a structural family database, is listed in this table because it includes
links to information on sequence families and superfamilies.

A given protein sequence may be classified by using one of the resources in Table 9.5 for
sequence patterns that are characteristic of a group or family of proteins. Because most of
these databases are derived by quite different methods of pattern analysis, statistics, and
database similarity searching, they can be expected to provide complementary informa-
tion. Thus, a given database may include a sequence pattern that is not identified in oth-
ers, and this pattern may provide an important link to structure or function for one group
of proteins. Another database may provide patterns more suitable for classifying a differ-
ent group of proteins. Therefore, a wise choice would be to use as many of these resources
as possible for classifying a new sequence. However, note the availability of Web sites that
have combined the resources of separate protein classification databases into a single data-
base (e.g., INTERPRO; Table 9.5). In one new field of endeavor, protein taxonomy,
genomic databases that list the entire set of proteins produced by a particular organism are
searched for matches. Such searches can provide a wealth of information on protein evo-
lution (Pellegrini et al. 1999).

Clusters

Another, more recently introduced, method for classifying proteins is to use clustering
methods. In these methods, every protein in a sequence database such as SwissProt is com-
pared to every other sequence using a database search method including the BLAST,
FASTA, and Smith-Waterman dynamic programming methods described in Chapter 7.
Thus, each protein in the database receives a sequence similarity score with every other
sequence. A similar method is used to identify families of paralogous proteins encoded by
a single genome (p. 501). Matching sequences are further aligned by a pair-wise alignment
program like LALIGN to recalculate the significance of the alignment score (see Chapter 3
flowchart, p. 58). In a cluster analysis, sequences are represented as vertices on a graph, and
those vertices representing each pair of related sequences are joined by an edge that is
weighted by the degree of similarity between the pair (see Fig. 10.4). In a first step, the clus-
tering algorithm detects the sets of proteins that are joined in the graph by strongly weight-
ed edges. In subsequent steps, relationships between the initial clusters found in the first
step are identified on the basis of weaker, but still significant, connections between them.
These related clusters are then merged in a manner that maximizes the strongest global
relationships (see Web sites for ProtoMap and SYSTERS; Table 9.5). Clustering has been
used to identify groups of proteins that lack a relative with a known structure and hence
are suitable for structural analysis (Portugaly and Linial 2000). Additional information on
clustering methods is provided in Chapter 10.

Proteins Comprise Motifs, Modules, and 
Other Sequence Elements of Structural Significance

The above analysis describes the types and distribution of motifs in proteins from the same
or different organisms. A motif can represent an individual folded structure or active-site
residues. Several different motifs widely separated in the same protein sequence are often
found. These motifs represent conserved regions that lie in the core of the protein struc-
ture. Hence, their presence in two sequences predicts a common structural core (for
review, see Henikoff et al. 1997).



Table 9.5. Databases of patterns and sequences of protein families

Name Web address Description Reference

3D-Ali http://www.embl-heidelberg.de/ aligned protein structures and Pascarella and Argos (1992)
argos/ali/ali_info.html related sequences using only 

secondary structures assigned by 
author of the structures

3D-PSSM http://www.bmm.icnet.uk/3dpssm uses a library of scoring matrices Kelley et al. (2000)
based on structural similarity 
given in the SCOP classification 
scheme (p. 402) for alignment 
with matrices based on sequence 
similarity

BLOCKS http://blocks.fhcrc.org/ ungapped blocks in families Henikoff and Henikoff
defined by the Prosite catalog (1996); Henikoff et al. 

(1998)
COGS (Clusters http://www.ncbi.nlm.nih. clusters of similar proteins in at Tatusov et al. (1997)

of Orthologous gov/COG least three species collected 
Groups database from available genomic 
and search site) sequences

DIP (Database of http://dip.doe-mbi.ucla.edu database of interacting proteins Xenarios et al. (2000)
Interacting Proteins)

eMOTIF http://dna.Stanford.EDU/emotif/ common and rare amino acid Nevill-Manning et al. (1998)
motifs in the BLOCKS and 
HSSP databases

HOMSTRAD http://www-cryst.bioc.cam.ac.uk/ structure-based alignments Mizuguchi et al. (1998a)
�homstrad/ organized at the level of 

homologous familiesa

HSSP http://swift.embl-heidelberg.de/hssp/ sequences similar to proteins of Dodge et al. (1998)
http://www.sander.ebi.ac.uk/hssp/ known structure

INTERPRO integrated http://www.ebi.ac.uk/interpro combination of Pfam, PRINTS, see Web site
resource of protein Prosite, and current 
domains and SwissProt/TrEMBL sequence
functional sitesb

LPFC http://www-camis.stanford.edu/ a library of protein family cores see Web page
projects/helix/LPFC/ based on multiple sequence 

alignment of protein cores using 
amino acid substitution 
matrices based on structure 
(see Chapter 3)

NetOGly 2.0 prediction http://www.cbs.dtu.dk/services/ predicts glycosylation sites in Hansen et al. (1997)
server NetOGlyc/ mammalian proteins by neural 

network analysis
NNPSL http://predict.sanger.ac.uk/nnpsl/ predicts subcellular location of see Web site

proteins by neural network
Pfam http://www.sanger.ac.uk/Pfam profiles derived from alignment of Sonnhammer et al. (1998)

protein families, each one 
composed of similar sequence 
and analyzed by hidden Markov 
models

PIR http://www-nbrf.georgetown.edu/ family and superfamily Barker et al. (1996)
pirwww/pirhome.shtml classification based on sequence 

alignment
PRINTS http://www.biochem.ucl.ac.uk/bsm/ protein fingerprints or sets of Attwood et al. (1999)

dbbrowser/PRINTS/PRINTS.html unweighted sequence motifs 
from aligned sequence families
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A more detailed analysis of motifs has revealed that they are components of a more fun-
damental unit of structure and function, the protein module. Proteins may have several
modules corresponding to different units of function, and these modules may be present
in a different order (Henikoff et al. 1997). These diverse arrangements suggest that a bio-
logically important module has been repeatedly employed in protein evolution by gene
duplication and rearrangement mechanisms that are discussed in Chapter 6 and Chapter
10. The presence of modules also provides a further system of protein classification into
module-based families.

An example of an important motif is the C2H2 (2 cysteines and 2 histidines) zinc finger
DNA-binding motif Xfin of Xenopus laevis illustrated in Figure 9.16. The zinc finger is one
of the most commonly identified motifs, in part due to the characteristic spacing of C and
H residues in the motif sequence. As indicated in Figure 9.17, the zinc atom forms bonds
with these residues to create the finger-like projection. When present in tandem copies, the
finger is thought to lie in an alternating pattern in the major groove of DNA. A simple plot

Table 9.5. Continued.

Name Web address Description Reference

PROCLASS http://www-nbrf.georgetown.edu/ database organized by Prosite Wu (1996); Wu et al. (1996)
gfserver/proclass.html patterns and PIR superfamilies; 

neural network system for 
protein classification into 
superfamily

PRODOM http://protein.toulouse.inra.fr/ groups of sequence segments or Corpet et al. (1998)
prodom.html domains from similar sequences 

found in SwissProt database by 
BLASTP algorithm; aligned by
multiple sequence alignment

Prosite http://www.expasy.ch/prosite groups of proteins of similar Bairoch (1991); Hofmann 
biochemical function on basis Bairoch et al. (1999)
of amino acid patterns

ProtoMap http://protomap.cornell.edu classification of SwissProt and Yona et al. (1999)
TrEMBL proteins into clusters

PSORT http://psort.nibb.ac.jp predicts presence of protein see Web site
localization  signals in proteins

SignalP Web server http://www.cbs.dtu.dk/services/ predicts presence and location of Nielsen et al. (1997)
SignalP/ signal  peptide cleavage sites in 

proteins of different organisms 
by neural network analysis

SMART http://smart.embl-heidelberg.de database of signaling domain Schultz et al. (1998)
sequences with accurate 
alignments

SYSTERS http://www.dkfz-heidelberg.de/tbi/ classification of all sequences in the Krause et al. (2000)
services/cluster/systersform SwissProt database into clusters 

based on sequence similarity
TargetDB http://molbio.nmsu.edu:81/ database of peptides that target see Web site

proteins to cellular locations

A list of Web sites with protein sequence/structure databases is maintained at http://www.imb-jena.de/ImgLibDoc/help/db/. Many
protein family databases are accessible through the European Bioinformatics Institute (http://srs.ebi.ac.uk/). Information on the avail-
able protein family databases is also found on the MetaFam site at http://metafam.ahc.umn.edu/.

a Sequence alignments of each family shown with residues labeled by solvent accessibility, secondary structure, H bonds to main-
chain amide or carbonyl group, disulfide bond, and positive � angle.

b A combination of Pfam 5.0, PRINTS 25.0, Prosite 16, and current SwissProt and TrEMBL data. Additional merges with other pro-
tein pattern databases are planned.
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of the positions of C and H residues on the protein sequence as shown in Figure 9.17 pro-
vides a very simple way to locate zinc fingers in a protein sequence.

Pfam is a Web site that provides a listing of proteins that carry the zinc finger sequence
motif. As shown in Figure 9.18, the zinc finger is one of the most commonly recognized
motifs, and proteins that carry the motif have been classified into a family. Two other fam-
ilies of zinc finger proteins with 4 cysteine or 3 cysteine and 1 histidine residues interact-
ing with the Zn atom, and additional variations in the basic structure of zinc fingers, have
also been identified. Descriptions and alignments of these proteins are provided at the
Pfam Web site, as illustrated in Figure 9.19. Other families in the Pfam classification are
given a description that best reflects the extent and complexity of the conserved sequence
patterns, be it a domain, module, repeat, or motif. In general, all of these patterns repre-
sent a conserved unit of structure or function.

Structural Features of Some Proteins Are 
Readily Identified by Sequence Analysis

The above section indicates that a newly identified protein may be classified on the basis of
the presence of sequence motifs, modules, or other sequence elements that represent struc-
ture or function. The zinc finger motif is one structural motif that may be readily identified
on the basis of the order and spacing of a conserved pattern of cysteine and histidine residues
in the sequence. Other classes of proteins have characteristic amino acid composition and
patterns such that the structure can often be reliably predicted from the amino acid sequence.
Some other examples of structure recognition on the basis of sequence are given below.

Leucine zippers and coiled coils. The leucine zipper motif is typically made up of two
antiparallel � helices held together by interactions between hydrophobic leucine residues
located at every seventh position in each helix, as illustrated in Figure 9.20A. The zipper
holds protein subunits together. The leucines are located at approximately every two turns
of the � helix. It is this repeated occurrence of leucines that makes the motif readily iden-
tifiable. In the transcription factors Gcn4, Fos, Myc, and Jun, the binding of the subunits
forms a scissor-like structure with ends that lie on the major groove of DNA, as shown in
Figure 9.20B. If the amino acids in each helical region are plotted as a spiral of 3.6 amino
acid residues per turn, representing a view looking down the helix from the end starting at
residue 1 on the inside of the spiral, then the result shown in Figure 9.20C is found. The
leucine residues are found on approximately the same side of the helix, slightly out of phase

Figure 9.17. Graph of the Xenopus laevis XFIN protein sequence which is in the Cys-Cys-His-His class of zinc finger DNA-
binding proteins (Branden and Tooze 1991). The graph was produced using the AA Window, Cys 
 His map option of DNA
STRIDER vers. 1.2 on a Macintosh computer. The bottom panel shows amino acids Y, C, F, L, and H, respectively, as bars of
increasing length. The top panel shows H and C as half- and full bars, respectively. The fingers appear in the top panel as dou-
ble half-bars (two Cys residues separated by 2 amino acids) followed by double full bars (two His residues separated by 2 amino
acids). This type of graphic representation is extremely useful for visualizing amino acid patterns in proteins.
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Figure 9.18. The Pfam Web mirror site at Washington University (http://pfam.wustl.edu/browse.shtml). Shown are the 20
most common protein families classified according to the motifs that are present. Note the presence of the Pfam entry for zf-
C2H2, the name assigned to the C2H2 (2 cysteines and 2 histidines) Zn finger DNA-binding motif, accession no. PF00096. Any
family may be examined by clicking the mouse on the first letter of the family name. Fig. 9.19 is an example of the entry for the
PF00096. Continues on next page
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with the rotational symmetry of the helix. The predicted structure is that of a coiled coil,
as shown in Figure 9.20D (Branden and Tooze 1991).

Coiled-coil structures typically comprise two to three � helices coiled around each other
in a left-handed supercoil in a manner that slightly distorts the helical repeat so that it is
3.5 residues per turn instead of the usual 3.6, or an integral number of 7 residues every sec-
ond turn (Lupas 1996). They occur in fibrous proteins such as keratin and fibrinogen, and
are also thought to occur in leucine zippers, as there is a repeat of leucine at every seventh
residue (Branden and Tooze 1991). If the spiral wheel in Figure 9.20C is plotted so that
there are 7 residues every second turn instead of 7.2, then the residues align more uni-
formly on one face of the helix. Consequently, the leucine zipper has been hypothesized to
adopt a coiled-coil structure.

Coiled-coil regions may be predicted by searching for the 7-residue (heptad) periodici-
ty observed in the sequence of these proteins. Naming these respective positions a, b, c, d,
e, f, and g, then a and d are usually hydrophobic amino acids and the remaining amino
acids are hydrophilic because coiled coils are generally fibrous, solvent-exposed structures.
As more and more of these sequential patterns are observed along a sequence, one can be
more convinced that the prediction is reliable. If there are at least 5–10 of these heptads
and the hydrophobicity pattern is strongly conserved, the prediction is a good one. Poor-
er quality patterns come into doubt.

A program COILS2 has been developed for predicting coiled-coil regions with greater
reliability than simple pattern searching for heptad repeats (Lupas et al. 1991; Lupas 1996;
program description at http://www.embl-heidelberg.de/predictprotein/). There are two
Web sites for predicting the occurrence of coiled-coil regions in protein sequences using
the COILS program—http://www.isrec.isb-sib.ch/software/software.html and http://www.
embl-heidelberg.de/predictprotein/predictprotein.html. The program may also be
obtained from these sites for running on a local server. Central to the method is the gen-
eration of a profile scoring matrix, with each column showing the distribution of amino
acids in each of the seven positions, a–g, found in all of the known coiled-coil proteins.

Figure 9.18. Continued.
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Figure 9.19. The Pfam entry for family zf-C2H2 (accession no. PF00096). The mouse was clicked on the entry for zf-C2H2
shown in the above figure. The Pfam database is based on a statistical analysis of sequences with the same motif using hidden
Markov models. The result is a profile of the sequences with matches, mismatches, and gaps. The entry describes how this pro-
file was produced by the HMMER program, and also provides references and a link to a multiple sequence alignment of the
sequences. As discussed in Chapter 3, this hidden Markov model of the sequences can be used to produce the multiple sequence
alignment by choosing the most probable path through the model.
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Thus, column 1 representing residue a and column 4 representing residue 4 will show a
high score for hydrophobic residues, but the other positions will show greater variability.
These matrices may be 7, 14, 21, or 28 residues long for scoring shorter or longer sequence
regions. Separate profile matrices of this kind have been prepared for two-stranded coiled
coils, three-stranded coiled coils, bundles, and coiled-coils with parallel or antiparallel
strands. There are also two scoring matrices in use, MTK derived from the sequences of
myosins, tropomyosins, and keratins (intermediate filaments type I and II), and MTIDK,
a new matrix derived from a much larger number of sequences. These matrices appear to
give better predictions of different sets of structures for an unknown reason. The profile
scoring matrix is moved along the candidate sequence one position at a time, calculating a
score at each position. This score for each window is then given a probability P based on
the distribution of scores found in coiled-coil and globular (not coiled-coil) proteins using
the same matrix and other comparative conditions, where

and Gcc and Gg are probabilities derived from the statistical distribution of scores of all
coiled-coil and globular proteins, respectively, and R is the predicted ratio of coiled-coil to

P � Gcc / (R Gg 
 Gcc) (1)

N

N

C

C

A.

C.

D.

B.

15
8
1

22

Figure 9.20. The leucine zipper motif and the related coiled-coil structure. (A) The basic motif (see
text). (B) DNA-binding motif of transcription factors such as Gcn4. (C) Spiral plot of � helix in Gcn4.
(D) A left-handed coiled-coil structure. (Orange) Helical backbones; (green) leucine residues; (red and
blue) dsDNA strands.
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globular residues in GenBank. These scores will vary with each window size and option
chosen, and the scores may be normalized to give a better impression of their range. A false
positive can occur with sequences that have a biased amino acid distribution; these false
positives can be identified by the program option of weighting the two hydrophobic posi-
tions a and d the same as the five hydrophilic positions b, c, e, f, and g. Normally, these
positions are weighted 2.5 times more heavily during the scoring procedure. False positives
will continue to have a high score whereas true positives will not.

For candidate protein sequences, Lupas recommends using both types of weighting and
both MTK and MTIDK matrices. The program reliably predicts known coiled-coil regions
(Lupas 1996). An example of the program output from the ISREC Web site is shown in
Figure 9.21, using as input the sequence of Gcn4 (identified as GCN4_YEAST in the Swis-
sProt database), which has a leucine zipper region. The protein is scanned for the number
of occurrences of coiled coils in a sliding window of 7, 14, 21, or 28 residues.

Another method for predicting coiled coils is based on an analysis of correlations
between pairs of amino acids (Berger et al. 1995), and the program is accessible at
http://dot.imgen.bcm.tmc.edu:9331/seq-search/struc-predict.html.

Transmembrane-spanning Proteins

The all-� superfamily of membrane proteins (see classification of membrane proteins at
the SCOP structural database at http://scop.mrc-lmb.cam.ac.uk/scop/) is composed of
proteins that traverse membranes back and forth through a series of � helices comprising
amino acids with hydrophobic side chains. The typical length, 20–30 residues, and strong
hydrophobicity of these helices provide a simple method for scanning a candidate
sequence for such features. An example of such a structure is illustrated in Figure 9.22.

Membrane-spanning hydrophobic � helices can be quite accurately located by scan-
ning for hydrophobic regions about 19 residues in length in the amino acid sequence
(Kyte and Doolittle 1982). The occurrence of such regions in a candidate protein of
unknown structure is a good indicator that the region spans a membrane. In Figure 9.23,
such an analysis is shown for subunit M of the above molecule. Membrane-spanning
helices are different from � helices that are located on the surface of a protein structure.
The surface helices tend to have hydrophobic residues located on the core-facing side
(inside) and the hydrophilic residues on the solvent-facing side (outside) of the helix.
These surface-exposed helices can be recognized by this separation of hydrophobic
residues through a helical moment analysis described below. Membrane � helices are
more like � helices that are buried in the structural core of a protein, which also have a
high proportion of amino acids with hydrophobic side groups located throughout their
lengths. In an effort to distinguish different classes of � helices, several methods for
improving the prediction of transmembrane regions have been devised and are available
on Web sites.

One such method is one of the program choices of the PHD (profile-fed neural network
system from Heidelberg) server for protein structure prediction at http://www.embl-hei-
delberg.de/predictprotein/predictprotein.html. The membrane-spanning helix predict
program is named PHDhtm (PHD for helical transmembrane proteins). Briefly, a machine
learning method called a neural network (see below) is trained to recognize the sequence
patterns and sequence variations of a set of �-helical transmembrane proteins of known
three-dimensional structure. A candidate sequence is then scanned for the presence of sim-
ilar sequence variations and a prediction is made as to the occurrence and location of �-
helical domains in the candidate protein. The specific steps were as follows. First, each of
the small number of structurally identified �-helical transmembrane proteins was used to
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search the SwissProt protein sequence database for additional sequences in this superfam-
ily using the BLAST or FASTA algorithms. Second, the sequences found were assembled
first into a multiple sequence alignment and then into a motif by the program MAXHOM.
Sequences less than 30% identical, and therefore least likely to be in the superfamily, were
not included. The most-alike sequences in the alignment were also removed to provide a
representative and statistically reasonable range of amino acid substitutions in each col-
umn of the motif. The neural network was then trained to differentiate between columns
in the motif representing the �-helical domains and the flanking nonhelical domains. The
training method is described in greater detail below. The orientation of the predicted �-
helical domains with respect to the inside (cytoplasmic) or outside of the membrane is also
predicted based on the observed preponderance of positively charged amino acids on the
cytoplasmic side of solved structures (Rost et al. 1995). An illustrative example of a PHD-
htm analysis on protein 1prc_M is shown in Figure 9.24. As shown, the program correct-
ly predicts five transmembrane helices, but positions of the ends of these helices are not

Figure 9.21. Prediction of coiled-coil regions by the COILS2 program. The Gcn4 protein was used as input to a Web page list-
ed in the text. (A) Plot of probability of residue in coiled-coil structure versus residue number obtained from the ISREC serv-
er. (B) Partial list of scores by residue number. Analysis obtained from the Predict Protein server. Note that highest probabili-
ties are obtained with a window of 28 amino acids. The expected order of amino acids in the coiled coil is a, b, c, d, e, f, and g.
This order does not start until residue 244. Amino acids found at position 243 and at lower numbered positions are character-
istically found at other places in the coiled-coil heptad.
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always correctly predicted, as revealed by a lack of correlation between the predicted
regions (H) and the known regions (*).

A second method for prediction of transmembrane � helices is by the TMpred server.
This method scans a candidate sequence for matches to a sequence scoring matrix obtained
by aligning the sequences of all of the transmembrane �-helical regions that are known from
structures. These sequences have been collected into a database (TMbase) of such
sequences. An example of a transmembrane analysis of 1prc_M by this method is shown in
Figure 9.25. As shown, the program correctly predicted five �-helical transmembrane seg-
ments. Two alternative models were predicted, the first more highly favored, but neither
one matched the known ends of these regions. These examples serve to illustrate that these
methods can be expected to identify membrane-spanning �-helical proteins quite reliably

Figure 9.21. Continued.



but not the ends of such regions. A simple hydrophobicity plot may also be used as shown
in Table 9.3. The number and extent of these regions can also be predicted from the peaks
in this plot. This method is unsuitable for scanning genomic sequences for possible mem-
brane-spanning proteins; the automatic methods are much more suitable for this purpose.

Prediction of Protein Secondary Structure from the Amino Acid Sequence

Accurate prediction as to where � helices, � strands, and other secondary structures will
form along the amino acid chain of proteins is one of the greatest challenges in sequence
analysis. At present, it is not possible to predict these events with very high reliability. As
methods have improved, prediction has reached an average accuracy of 64–75% with a
higher accuracy for � helices, depending on the method used. These predictive methods
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Figure 9.22. Three-dimensional structure of the photosynthetic center of Rhodopseudomonas viridis. The three subunits each
cross the membranes of hollow vesicles found in these bacteria at approximately right angles, two of them back and forth mul-
tiple times. The light-harvesting pigments chlorophyll and pheophytin are bound between these helices. These membrane-
spanning regions are 25–29 amino acids long and are composed of � helices. There is an abundance of hydrophobic amino
acids in these helices. Hence, a hydrophobicity plot of the protein chain will show peaks centered on the position of the helices,
as shown in Fig. 9.23. (Image from http://expasy.hcuge.ch/pub/Graphics/IMAGES/)
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Figure 9.23. Hydrophobicity plot of subunit M of the photosynthetic center of Rhodopseudomonas
viridis illustrated in Fig. 9.22. The hydrophobicity plotting program of DNA Strider 1.2 on a Macin-
tosh computer was used with Kyte-Doolittle hydrophobicity values (Table 9.6) and a sliding window
of 19, chosen to detect the approximate length of membrane-spanning � helices of 20–30 residues.
The plot reliably predicts the five hydrophobic membrane-spanning helices of this protein, which are
located in the three-dimensional structure at amino acid positions 52–78, 110–139, 142–167,
197–225, and 259–285. The SwissProt entry for this protein is numbered P06010 and the protein ID
is RCEM_RHOVI. The program TGREASE, which is available in the FASTA suite of programs, will
provide a similar plot on Macintosh or PC computers.

can be made especially useful when combined with other types of analyses discussed in this
chapter. For example, a search of a sequence database or a protein motif database for
matches to a candidate sequence may discover a family or superfamily relationship with a
protein of known structure. If significant matches are found in regions of known sec-
ondary or three-dimensional structure, the candidate protein may share the three-dimen-
sional structural features of the matched protein. Several Web sites provide such an
enhanced analysis of secondary structure. These sites and others that provide secondary
structure analysis of a query protein are given in Table 9.7. The main methods of analyses
used at these sites are described below.

Methods of structure prediction from amino acid sequence begin with an analysis of a
database of known structures. These databases are examined for possible relationships
between sequence and structure. When secondary structure predictions were first being
made in the 1970s and 1980s, only a few dozen structures were available. This situation has
now changed with present databases including approximately 500 independent structural
folds. The combination of more structural and sequence information presents a new chal-
lenge to investigators who wish to develop more powerful predictive methods.

The ability to predict secondary structure also depends on identifying types of secondary
structural elements in known structures and determining the location and extent of these
elements. The main types of secondary structures that are examined for sequence variation
are � helices and � strands. Early efforts focused on more types of structures, including
other types of helices, turns, and coils. To simplify secondary structure prediction, these
additional structures that are not an � helix or � strand were subsequently classified as
coils. Assignment of secondary structure to particular amino acids is sometimes included
in the PDB file by the investigator who has solved the three-dimensional structure. In other
cases, secondary structure must be assigned to amino acids by examination of the struc-
tural coordinates of the atoms in the PDB file. Methods for comparing three-dimensional
structures, described above, frequently assign these features automatically, but not always
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in the same manner. Hence, some variation is possible, and deciding which is the best
method can be difficult. The DSSP database of secondary structures and solvent accessi-
bilities is a useful and widely used resource for this purpose (Kabsch and Sander 1983;
http://www.sander.ebi.ac.uk/dssp/). This database, which is based on recognition of
hydrogen-bonding patterns in known structures, distinguishes eight secondary structural
classes that can be grouped into � helices, � strands, and coils (Rost and Sander 1993). A
more recently described automatic method makes predictions in accord with published
assignments (Frishman and Argos 1995).

The assumption on which all the secondary structure prediction methods are based is that
there should be a correlation between amino acid sequence and secondary structure. The usual
assumption is that a given short stretch of sequence may be more likely to form one kind of
secondary structure than another. Thus, many methods examine a sequence window of 13–17
residues and assume that the central amino acid in the window will adopt a conformation that
is determined by the side groups of all the amino acids in the window. This window size is
within the range of lengths of � helices (5–40 residues) and � strands (5–10 residues).

There is evidence that more distant interactions within the primary amino acid chain
may influence local secondary structure. The same amino acid sequence up to 5 (Kabsch

Figure 9.24. Analysis of a known transmembrane protein by PHDhtm program at the predict pro-
tein server at Heidelberg. The same protein used for the above hydrophobicity analysis in Fig. 9.25
hydro and also the blue protein in Fig. 9.23 (structural name 1prc_M, SwissProt P06010) was sub-
mitted to the server at http://www.embl-heidelberg.de/predictprotein/ppDoPred.html, choosing the
transmembrane prediction option on the expert page and minimizing program output. Additional
program output, including probabilities, assignment of inside and outside domain (topology), and
neural network details are not shown. Note that the protein 1prc_M is listed on the server as one of
the proteins that was used to train the neural network. Hence, using this protein is a biased test of pro-
gram accuracy, which is claimed in more objective tests to identify residues in the transmembrane
helices with 95% reliability and helical transmembrane proteins at 86% accuracy (Rost et al. 1995,
1996; Rost 1996). The predicted helical regions are shown by an H and the known regions in the three-
dimensional structure, obtained from the SwissProt entry for the protein, are shown by an asterisk.
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Figure 9.25. Analysis of known transmembrane protein by TMPRED. The same protein used above
for the PHDhtm analysis (structural name 1prc_M, SwissProt P06010) was submitted to the server at
http://www.ch.embnet.org /software/TMPRED_form.html. Shown are two predicted structural mod-
els; score and topology information are not included. Known locations of the � helices are shown in
last column for comparison.

Table 9.6. Hydrophobicity scales for the amino acids

Residue Value

Ala A 1.8
Arg R �4.5
Asn N �3.5
Asp D �3.5
Cys C 2.5
Gln Q �3.5
Glu E �3.5
Gly G �0.4
His H �3.2
Ile I 4.5
Leu L 3.8
Lys K �3.9
Met M 1.9
Phe F 2.8
Pro P �1.6
Ser S �0.8
Thr T �0.7
Trp W �0.9
Tyr Y �1.3
Val V 4.2

These values are based on adjusted values derived from several sets of experimental measurements (Kyte
and Doolittle 1982). The most hydrophobic amino acids are printed in green, the least hydrophobic amino
acids in red. A number of additional scales are also available (von Heijne 1987). 
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and Sander 1984) and 8 (Sudarsanam 1998) residues in length can be found in different
secondary structures. An 11-residue-long amino acid “chameleon” sequence has been
found to form an � helix when inserted into one part of a primary protein sequence and a
� sheet when inserted into another part of the sequence (Minor and Kim 1996). More dis-
tant interactions may account for the observation that � strands are predicted more poor-
ly by analysis of local regions (Garnier et al. 1996). However, the methods that have been
used to predict the secondary structure of an amino acid residue all perform less well when
amino acids more distant than in the small window of sequence are used.

Table 9.7. Selected programs for performing protein secondary structure prediction 

Program Web address Method Reference

Baylor College of http://dot.imgen.bcm.tmc.edu:9331/ collection of methods and linked see Web site and text
Medicine (BCM) seq-search/struc-predict.html to other servers

DSC http://www.bmm.icnet.uk/dsc/ linear discrimination King et al. (1997)
J-Pred structure http://jura.ebi.ac.uk:8888/ NNSSP, DSC, Predator, Cuff et al. (1998); and see text

prediction server Mulpred,b Zpred,c Jnet,e

and PHD
NNPRED http://www.cmpharm.ucsf.edu/ neural networks enhanced to Kneller et al. (1990)

�nomi/nnpredict.html detect sequence periodicity
NPS@ server, MLR http://pbil.ibcp.fr/NPSA/ combination of prediction Guermeur et al. (1999)

combination for methods using multivariate 
secondary structure linear regression to optimize 
predictiona the predictions

Protein Sequence http://bmerc-www.bu.edu/psa/ discrete space models (hidden Stultz et al. (1993, 1997); 
Analysis (PSA) index.html Markov models) for patterns White et al. (1994)
Systemd of � helices, � strands, tight 

turns, and loops in specific
structural classes

PREDATOR http://www.embl-heidelberg.de/ based on analysis of long- and Frishman and Argos 
argos/predator/predator_info. short-range amino acid (1995, 1996, 1997)
html interactions and alignments

of sequence pairs
Predict Protein http://www.embl-heidelberg.de/ neural networks of multiple Rost and Sander (1994); 

server predictprotein/predictprotein. sequence alignment Rost (1996)
html; see also mirror sites

PSSP http://dot.imgen.bcm.tmc.edu:9331/ nearest neighbor enhanced by Salamov and Solovyev 
seq-search/struc-predict.html non-intersecting local and (1995, 1997)

multiple sequence alignments
Simpa96 http://pbil.ibcp.fr/NPSA/ nearest-neighbor method Levin (1997)
SOPM, SOPMA http://pbil.ibcp.fr/NPSA/ nearest-neighbor method Geourjon and Deleage

based on sequence alignments (1994, 1995)
SSP http://dot.imgen.bcm.tmc.edu:9331/ linear discriminant analysis based see H option for this 

seq-search/struc-predict.html on amino acid composition of program on Web page
local and adjacent regions

UCLA-DOE http://www.doe-mbi.ucla.edu/ collection of methods and Fischer and Eisenberg (1996)
structure people/frsvr/frsvr.html linked to other servers
prediction server
aConsensus option provides a user-defined combination of methods.
bSee Cuff et al. (1998).
cZpred server is also available at http://kestrel.ludwig.ucl.ac.uk/zpred.html. The program predicts secondary structure based on

physicochemical information and GOR prediction scores.
d This server will also predict 3D structural class.
e Jnet uses multiple sequence alignments and a trained neural network to make secondary structure predictions (Cuff and Barton

2000).
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The number of possible amino acid combinations in a sequence window of 17 amino
acids is very large (1720 � 14 � 1024). If many combinations influence one type of sec-
ondary structure, examination of a large number of protein structures is required to dis-
cover the significant patterns and correlations within this window. Earlier methods for
predicting secondary structure assumed that each amino acid within the sequence window
of 13–17 residues influences the local secondary structure independently of other nearby
amino acids; i.e., there is no interaction between amino acids in influencing local sec-
ondary structure. Later methods assumed that interactions between amino acids within the
window could play a role.

Neural network models described below have the ability to detect interactions
between amino acids in a sequence window, including conditional interactions. A hypo-
thetical example of the interactions that might be discovered illustrates the possibilities.
If the central amino acid in the sequence window is Leu and if the second upstream
amino acid toward the amino terminus is Asn, the Leu is in an � helix; however, if the
neighboring amino acid is not Asn, the Leu is in a � strand. In another method of sec-
ondary structure prediction, the nearest-neighbor method, sequence windows in known
structures that are most like the query sequence are identified. This method bypasses the
need to discover complex amino acid patterns associated with secondary structure. Pro-
tein secondary structure has also been modeled by hidden Markov models, also
described as discrete state-space models, which are described below (Stultz et al. 1993;
White et al. 1994).

Accuracy of Secondary Structure Prediction

One method of assessing accuracy of secondary structure prediction is to give the percent-
age of correctly predicted residues in sequences of known structure, called Q3. This mea-
sure, however, is not very effective by itself, because even a random assignment of struc-
ture can achieve a high score by this test (Holley and Karplus 1991). Another measure is to
report the fraction of each type of predicted structure that is correct. A third method is to
calculate a correlation coefficent for each type of predicted secondary structure (Mathews
1975). The coefficient indicating success of predicting residues in the �-helical configura-
tion, C�, is given by

where p� is the number of correct positive predictions, n� is the number of correct nega-
tive predictions, o� is the number of overpredicted positive predictions (false positives),
and u� is the number of underpredicted residues (misses). The closer this coefficient is to
a value of 1, the more successful the method for predicting a helical residue. An overall
level of prediction accuracy does not provide information on the accuracy of the number
of predicted secondary structures, and their lengths and location in the sequence. One sim-
ple index of success is to compare the average of the predicted lengths with the known
average (Rost and Sander 1993).

Another factor to consider in prediction accuracy is that some protein structures are
more readily predictable than others, such that the spectrum of test proteins chosen will
influence the frequency of success. A representative set of proteins that have limited simi-
larity will provide the most objective test. Rost and Sander (1993) have chosen a set of 126
globular and 4 membrane proteins that have less than 25% pair-wise similarity and have
used this set for training and testing neural network models. A newer set of 540 structurally

C� � (p�n� 	 u�o�) / √( [n� 
 u�] [n� 
 o�] [p� 
 u�] [p� 
 o�] ) (2)
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distinct fold types in the FSSP database provides an even larger set of training and test
structures of unique structure and sequence (Holm and Sander 1998). In the often-used
jackknife test, one protein in a set of known structure is left out of a calibration or training
step of the program being tested. The rest of the proteins are used to predict the structure
of the left-out one, and the procedure is cycled through all of the sequences. The overall
frequency of success of predicting the secondary structural features of the left-out sequence
is used as an indicator of success. An even more comprehensive approach to the problem
of accuracy is to examine the predictions for different structural classes of proteins.
Because some classes are much more difficult to predict, the overall success rate with
respect to protein class is an important index of success. Prediction accuracy is discussed
further below.

A valuable addition to secondary structure prediction is giving the degree of reliability
of the prediction at each position. Some prediction methods produce a score for each of
the three types of structures (helix, strand, coil or loop) at each residue position. If one of
these scores is much higher than the other two, the score is considered to be more reliable,
and a high reliability index may be assigned that reflects high confidence in the prediction.
If the scores are more similar, the index is lower. By examining predictions for known
structures, as in a jackknife experiment, the accuracy of these reliability indices may be
determined. What has been found is that a prediction with a high index score is much
more accurate (Yi and Lander 1993; and see PHD server below), thus increasing confi-
dence in the prediction of these residues.

Methods for Secondary Structure Prediction

Three widely used methods of protein secondary structure prediction, (1) the Chou-
Fasman and GOR methods, (2) neural network models, and (3) nearest-neighbor meth-
ods, are discussed below. An additional method that models structural families by hidden
Markov models is then described. These methods can be further enhanced by examining
the distribution of hydrophobic, charged, and polar amino acids in protein sequences.

Chou-Fasman/GOR Method

The Chou-Fasman method (Chou and Fasman 1978) was based on analyzing the frequen-
cy of each of the 20 amino acids in � helices, � sheets, and turns of the then-known rela-
tively small number of protein structures. It was found, for example, that amino acids Ala
(A), Glu (E), Leu (L), and Met (M) are strong predictors of � helices, but that Pro (P) and
Gly (G) are predictors of a break in a helix. A table of predictive values for each type of sec-
ondary structure was made for each of the � helices, � strands, and turns. To produce these
values, the frequency of amino acid i in structure s is divided by the frequency of all
residues in structure s. The resulting three structural parameters (P�, P�, and Pt) vary
roughly from 0.5 to 1.5 for the 20 amino acids.

To predict a secondary structure, the following set of rules is used. The sequence is first
scanned to find a short sequence of amino acids that has a high probability for starting a
nucleation event that could form one type of structure. For � helices, a prediction is made
when four of six amino acids have a high probability �1.03 of being in an � helix. For �
strands, the presence in a sequence of three of five amino acids with a probability of �1.00
of being in a � strand predicts a nucleation event for a � strand. These nucleated regions
are extended along the sequence in each direction until the prediction values for four
amino acids drops below 1. If both �-helical and �-strand regions are predicted, the high-
er probability prediction is used.
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Turns are predicted somewhat differently. Turns are modeled as a tetrapeptide, and two
probabilities are calculated. First, the average of the probabilities for each of the four amino
acids being in a turn is calculated as for � helix and � strand predictions. Second, the prob-
abilities of amino acid combinations being present at each position in the turn tetrapep-
tide (i.e., the probability that a particular amino acid such as Pro is at position 1, 2, 3, or 4
in the tetrapeptide) are determined. These probabilities for the four amino acids in the
candidate sequence are multiplied to calculate the probability that the particular tetrapep-
tide is a turn. A turn is predicted when the first probability value is greater than the prob-
abilities for an � helix and a � strand in the region and when the second probability value
is greater than 7.5 � 10–5. In practice, the Chou-Fasman method is only about 50–60%
accurate in predicting secondary structural domains.

Garnier et al. (1978) developed a somewhat more involved method for protein sec-
ondary structure prediction that is based on a more sophisticated analysis. The method is
called the GOR (Garnier, Osguthorpe, and Robson) method. Whereas the Chou-Fasman
method is based on the assumption that each amino acid individually influences secondary
structure within a window of sequence, the GOR method is based on the assumption that
amino acids flanking the central amino acid residue influence the secondary structure that
the central residue is likely to adopt. In addition, the GOR method uses principles of infor-
mation theory to derive predictions (Garnier et al. 1996).

As in the Chou-Fasman method, known secondary structures are scanned for the
occurrence of amino acids in each type of structure. However, the frequency of each type
of amino acid at the next 8 amino-terminal and carboxy-terminal positions is also deter-
mined, making the total number of positions examined equal to 17, including the central
one. In the original GOR method, three scoring matrices, containing in each column the
probability of finding each amino acid at one of the 17 positions, are prepared. One matrix
corresponds to the central (eighth) amino acid being found in an � helix, the second for
the amino acid being in a � strand, the third a coil, and the fourth, a turn. Later versions
omitted the turn calculation because these were the most variable features and were con-
sequently the most difficult to predict. A candidate sequence is analyzed by each of the
three to four matrices by a sliding window of 17 residues. Each matrix is positioned along
a candidate sequence and the matrix giving the highest score predicts the structural state
of the central amino acid. At least 4 residues in a row have to be predicted as an � helix
and 2 in a row for a � strand for a prediction to be validated.

Matrix values are calculated in somewhat the same manner as amino acid substitution
matrices (described in Chapter 3), in that matrix values are calculated as log odds units
representing units of information. The information available as to the joint occurrence of
secondary structural conformation S and amino acid a is given by (Garnier et al. 1996)

where P(S � a) is the conditional probability of conformation S given residue a, and P(S) is
the probability of conformation S. By Bayes’ rule (see Chapter 3, p. 120), the probability of
conformation S given amino acid a, P(S � a) is given by

where P(S, a) is the joint probability of S and a and P(a) is the probability of a. These prob-
abilities can be estimated from the frequency of each amino acid found in each structure
and the frequency of each amino acid in the structural database. Given these frequencies,

P(S � a) � P(S, a) / P(a) (4)

I (S; a) � log [ P(S � a) / P(S) ] (3)
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where fS,a is the frequency of amino acid a in conformation S and fS is the frequency of all
amino acid residues found to be in conformation S.

The GOR method maximizes the information available in the values of fS,a and avoids
data size and sampling variations by calculating the information difference between the
competing hypotheses that residue a is in structure S, I (S;a), or that a is in a different con-
formation (not S), I (not S;a). This difference I (�S;a) is calculated from Equation 5 with
simple substitutions by

which is derived from the observed amino acid data as

where the frequency of finding amino acid a not in conformation S is 1 	 fS,a and of not
finding any amino acid in conformation S is 1 	 fS. Equation 6 is used to calculate the
information difference for a series of x consecutive positions flanking sequence position m,

from which the following ratio of the joint probability of conformation Sm given a1,..aX to
the joint probability of any other conformation may be calculated

Searching for all possible patterns in the structural database would require an enormous
number of proteins. Hence, three simplifying approaches have been taken. First, it was
assumed in earlier versions of GOR that there is no correlation between amino acids in any
of the 17 positions (both the flanking 8 positions and the central amino acid position), or
that each amino acid position had a separate and independent influence on the structural
conformation of the central amino acid. The steps are then: (1) Values for I (�S; a) in
Equation 7 are calculated for each of the 17 positions; (2) these values are summed to
approximate the value of I (�Sm; a1,..aX) in Equation 8; (3) the probability ratios in Equa-
tion 9 are calculated.

The second assumption used in later versions of GOR was that certain pair-wise com-
binations of an amino acid in the flanking region and central amino acid influence the
conformation of the central amino acid. This model requires a determination of the fre-
quency of amino acid pairs between each of the 16 flanking positions and the central
one, both for when the central residue is in conformation S and when the central residue
is not in conformation S. Finally, in the most recent version of GOR, the assumption is
made that certain pair-wise combinations of amino acids in the flanking region, or of a

P(Sm,a1,..aX)/[1–P(Sm,a1,..aX)] � �P(S)/ [1–P(S)]� e	I(�Sm; a1,..aX) (9)

I ( �Sm; a1,..aX) � log [P(Sm,a1,..aX)/(1 	 P(Sm,a1,..aX)] 
 log [1 	 P(S)/ P(S)] (8)

I ( �S; a) � log [fS,a / (1 	 fS,a )] 
 log [ (1 	 fS )/ fS ] (7)

I (�S; a) � I (S; a) 	 I (not S; a)
� log �P(S,a)/[1 	 P(S,a)]� 
 log �[1 	 P(S)/ P(S)]� (6)

I (S; a) � log ( fS,a / fS ) (5)
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flanking amino acid and the central one, influence the conformation of the central one.
Thus, there are 17 � 16/2 � 136 possible pairs to use for frequency measurements and
to examine for correlation with the conformation of the central residue. With the
advent of a large number of protein structures, it has become possible to assess the fre-
quencies of amino acid combinations and to use this information for secondary struc-
tural predictions. The GOR method predicts 64% of the residue conformations in
known structures and quite drastically (36.5%) underpredicts the number of residues in
� strands.

Use of the Chou-Fasman and GOR methods for predicting the secondary structure of
the � subunit of Salmonella typhimurium tryptophan synthase is illustrated in Figure 9.26.
In this particular case, the positions of the secondary structures predicted by either of these
methods are very similar to those in the solved crystal structure (Branden and Tooze 1991).
However, tests of the accuracy of these methods using sequences of other proteins whose
structures are known have shown that the Chou-Fasman method is only about 50–60%
accurate in predicting the structural domains. The methods are most useful in the hands
of a knowledgeable structural biologist, and have been used most successfully in polypep-
tide design and in analysis of motifs for organelle transport (Branden and Tooze 1991). A
useful approach is to analyze each of a series of aligned amino acid sequences and then to
derive a consensus structural prediction.

Figure 9.26. Example of the secondary structure predictions for the � subunit of S. typhimurium tryptophan synthase by the
Chou-Fasman and GOR methods included in the Genetics Computer Group suite of programs. The predictions are shown on
the lower panels, labeled as CF for the Chou-Fasman method (Chou and Fasman 1978) and GOR (referred to as GOR I) for the
Garnier, Osguthorpe, and Robson method (Garnier et al. 1978). This protein is in the �-� class with an �/� barrel type of struc-
ture comprising eight parallel � strands and eight � helices in an alternating pattern and three additional � helices, and is shown
in Fig. 9.6. The predicted structure is quite acccurate and represents the correct pattern of secondary structure.
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Patterns of Hydrophobic Amino Acids Can Aid Structure Prediction

Prediction of secondary structure can be aided by examining the periodicity of amino acids
with hydrophobic side chains in the protein chain. This type of analysis was discussed above
in the prediction of transmembrane �-helical domains in proteins. Hydrophobicity tables
that give hydrophobicity values for each amino acid are used to locate the most hydropho-
bic regions of the protein (Table 9.6) (see Lüthy and Eisenberg 1991). As for secondary struc-
ture prediction, a sliding window is moved across the sequence and the average hydropho-
bicity value of amino acids within the window is plotted. A hydrophobicity plot of the �
subunit of S. typhimurium tryptophan synthase is included in the first panel of Figure 9.26.

Similar methods for predicting surface peptides including antigenic sites, chain flexibil-
ity, or glycosylation sites are also illustrated in Figure 9.26. These methods use the chemi-
cal properties of amino acid side chains to predict the location of these amino acids on the
surface or buried within the core structure.

The location of hydrophobic amino acids within a predicted secondary structure can also
be used to predict the location of the structure. One type of display of this distribution is the
helical wheel or spiral display of the amino acids in an � helix, as shown in Figure 9.27. This
use of this display was described above as a way to visualize the location of leucine residues on
one face of the helix in a leucine zipper structure. There is also a tendency of hydrophobic
residues located in � helices on the surface of protein structures to face the core of the protein
and for polar and charged amino acids to face the aqueous environment on the outside of the
� helix. This arrangement is also revealed by the helical wheel display shown in Figure 9.27.
Another type of display, the hydrophobic moment display, is shown in Figure 9.28. The con-
tours in this plot show positions in the amino acid sequence where hydrophobic amino acids
tend to segregate to opposite sides of a structure plotted against various angles of rotation from
one residue to the next along the protein chain. For � helices, the angle of rotation is 100
degrees and for � strands, 160 degrees. The analysis in the figure predicts, for example, an �
helix at approximate sequence position 165 that has segregated hydrophobic amino acids on
one helix face. Helix �5 runs from positions 160 to168 in the crystal structure of this protein.

Secondary Structure Prediction by Neural Network Models

The most sophisticated methods that have been devised to make secondary structural pre-
dictions for proteins use artificial intelligence, or so-called neural net algorithms. An ear-
lier method of this type examined patterns that represent secondary structural features like
the Chou-Fasman method. However, this method went farther and tried to locate these
patterns in a particular order that coincides with a known domain structure. Patterns typ-
ical of �/� proteins (Cohen et al. 1983), turns in globular proteins (Cohen et al. 1986), or
helices in helical proteins (Presnell et al. 1992) may be located and used to predict sec-
ondary structure with increased confidence. The program MACMATCH, which combines
these methods with a neural network approach to predict the secondary structure of glob-
ular proteins on a Macintosh computer, has been described (Presnell et al. 1993).

In the neural network approach, computer programs are trained to be able to recognize
amino acid patterns that are located in known secondary structures and to distinguish these
patterns from other patterns not located in these structures. There are many examples of the
use of this method to predict protein structures (see, e.g., Qian and Sejnowski 1988; Mug-
gleton et al. 1992; Stolorz et al.1992; Rost and Sander 1993), which have been reviewed
(Holley and Karplus 1991; Hirst and Sternberg 1992). The early methods are reported to be
up to 63–64% accurate. These methods have been improved to a level of over 70% for glob-
ular proteins by the use of information from multiple sequence alignments (Rost and
Sander 1993, 1994). Two Web sites that perform a neural network analysis for protein sec-
ondary structure prediction are PHD (Rost and Sander 1993; Rost 1996; http://www.embl-
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heidelberg.de/predictprotein/predictprotein.html) and NNPREDICT (Kneller et al. 1990;
http://www.cmpharm.ucsf.edu/�nomi/nnpredict.html). These neural network models are
theoretically able to extract more information from sequences than the information theory
method described above (Qian and Sejnowski 1988). Neural networks have also been used
to model translational initiation sites and promoter sites in E. coli, splice junctions, and spe-
cific structural features in proteins, such as �-helical transmembrane domains. These appli-
cations are discussed elsewhere in this chapter and in Chapter 8.

Neural network models are meant to simulate the operation of the brain. The
complex patterns of synaptic connections among a large number of neurons are
presumed to underlie the functions of the brain. Some groups of neurons are involved in
collecting data as environmental signals, others in processing data, and yet others
in providing a response to the signals. Neural networks are an attempt to build a
similar kind of learning machine where the input is a 13–17-amino-acid length of sequence
and the output is the predicted secondary structure of the central amino acid residue. The
object is to train the neural network to respond correctly to a set of such flanking sequence
fragments when the secondary structural features of the centrally located amino acid are
known. The training is designed to achieve recognition of amino acid patterns associated
with secondary structure. If the neural network has sufficient capacity for learning, these
patterns may potentially include complex interactions among the flanking amino acids in
determining secondary structures. However, two studies with neural networks described
below have so far not found evidence for such interactions.

Figure 9.27. Helical wheel plot for the protein melittin. The plot shown was obtained using the
Genetics Computer Group HELICALWHEEL program. The diagram shows the relative positions of
amino acids in an end-on view of an � helix with the angle of rotation of 100� between adjacent amino
acids in � helices (the angle would be 160� for � strands). The hydrophobic amino acids Leu (L), Ile
(I), and Val (V) are primarily located on one side of the helix, thereby illustrating the amphiphobic
nature of the helix.
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A typical neural network model used for protein secondary structure prediction is illus-
trated in Figure 9.29. A sliding window of 13–17 amino acid residues is moved along a
sequence. The sequence within each window is read and used as input to a neural network
model previously trained to recognize the secondary structure most likely to be associated
with that pattern. The model then predicts the secondary structural configuration of the
central amino acid as � helix, � strand, or other. Rules or another trained network are then
applied that make the prediction of a series of residues reasonable. For example, at least 4
amino acids in a row should be predicted as being in an � helix if the prediction is to make
structural sense.

The model comprises three layers of processing units—the input layer, the output layer,
and the so-called hidden layer between these layers. Signals are sent from the input layer to
the hidden layer and from the hidden layer to the output layer through junctions between
the units. This configuration is referred to as a feed-forward multilayer network. The input
layer of units reads the sequence, one unit per amino acid residue, and transmits informa-
tion on the amino acid at that location. A small window of sequence is read at a time and
information is sent as signals through junctions to a number of sequential units in the hid-
den layer by all of the input units within the window, as shown by the lines joining units
in Figure 9.29. These signals are each individually modified by a weighting factor and then

Figure 9.28. Hydrophobic moment plot of the sequence of the � chain of E. coli tryptophan synthase using the Genetics Com-
puter Group MOMENT program. The moment uses the hydrophobicity values shown in Table 9.6 to measure the tendency of
hydrophobic residues to be located on one face of a secondary structural element (Lüthy and Eisenberg 1991). The values are
normalized so that the mean value is 0 and the standard deviation is 1. The moment is calculated for a window of 10 residues,
5 on each side of every amino acid position and for every possible rotational angle between adjacent residues. The angle is 100�
for � helices and 160� for � strands. When one contour is shown, the moment values are 0.35; when two contours are shown,
values are 0.35 (outer) and 0.45 (inner).
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Figure 9.29. A typical neural network model for protein secondary structure prediction (after Rost
and Sander 1993). Functions of the input (red boxes), hidden (blue boxes), and output (green boxes)
layers are described in the text. There is one input unit for each amino acid in the sequence window
of 13 (first column). Each input amino acid unit is made up of 21 input positions, one for each amino
acid and one for a padding space when the window overlaps the end of the sequence. Other positions
may be added to provide additional information. The positions each send information to the hidden
unit layer. In a simple input coding system, only one of the 20 components in a given input unit has
a value of 1. Shown is an example where the component for Y is turned on while the rest of the com-
ponents are 0 (second column). When padding for the end of sequence is required, only the padding
space is set to 1. When a sequence profile is used as input (not shown), each position is filled with the
frequency of the amino acid in the corresponding column of the sequence profile or with a coded form
of this frequency, and the numbers of insertions and deletions are added in two extra positions.
Another position is used to indicate the amount of information due to the presence of conserved
amino acids in the column. Signals from each position in each input unit are weighted as they pro-
ceed to units of the hidden layer. A signal from a component of one input unit will receive a different
weight for each connection to a hidden unit. Each hidden unit sums the signals (sin) received from the
input layer and then transforms the sum using the trigger function sout�1/(1 
 e	ksin) to produce an
output signal that is between and close to either 0 and 1, simulating the firing of a neuron. Strong sig-
nals are transformed by this function to a number approximately equal to 1 and weak or negative val-
ues to 0. As the constant k increases, discrimination between strong and weak signals is increased. The
hidden layer output signals are weighted and sent to three output units, representing prediction of an
� helix, � strand, or coil (loop) for the secondary structural configuration of the central amino acid
in the window. The sum of these signals is transformed to values between 0 and 1. An output signal
close to 1 is a prediction for the amino acid to have the corresponding structural configuration; a weak
signal close to zero is no prediction. The example shown predicts an �-helical configuration for Y.
Predictions for a series of adjacent windows are sorted out by applying rules or by additional neural
networks. The insert illustrates the operation of the back-propagation algorithm that is used to train
the network and is described by an example in the text (p. 455).

Information content of
an alignment is dis-
cussed in Chapter 4,
page 195.
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added together to give a total input signal into each hidden unit. Sometimes a bias is added
to this sum to influence the response of the unit. The resulting signal is then transformed
by the hidden unit into a number that is very close either to a 1 or to a zero (or sometimes
to a 	1). A mathematical function known as a sigmoid trigger function, simulating the fir-
ing or nonfiring states of a neuron, is used for this transformation. Signals from the hid-
den units are then sent to three individual output units, each output unit representing one
type of secondary structure (helix, strand, or other). Each signal is again weighted, the
input signals are summed, and each of the three output units then converts the combined
signal into a number that is approximately a 1 or a 0. An output signal that is close to 1
represents a prediction of the secondary structural feature represented by that output unit
and a signal near to the value 0 means that the structure is not predicted.

When hidden layers are included, a neural network model is capable of detecting higher
levels of interaction among amino acids that influence secondary structure. For example,
particular combinations of amino acids may produce a particular type of secondary struc-
ture. To resolve these patterns, a sufficient number of hidden units is needed (Holley and
Karplus 1991); the number varies from 2 to a range of 10–40. An interesting side effect of
adding more hidden units is that the neural network memorizes the training set but at the
same time is less accurate with test sequences. This effect is revealed by using the trained net-
work to predict the same structures used for training. The number correct increases by over
20% as the number of hidden units increases from 0 to 10. In contrast, accuracy of predic-
tion of test sequences not used for training decreased 3% (Holley and Karplus 1991).

Without hidden layers, the neural network model is known as a perceptron, and has a
more limited capacity to detect such combinations. In two studies, networks with no hid-
den units were as successful in predicting secondary structure as those with hidden units. In
addition, the number of hidden units was increased to as many as 60 in one study (Qian and
Sejnowski 1988) and 20 in another (Holley and Karplus 1991) without significantly chang-
ing the level of success. These observations imply that the influence of local sequence on sec-
ondary structure is the additive influence of individual residues and that there is no higher
level of interaction among these residues. To detect such interactions, however, requires a
large enough training set to provide a significant number of examples, and these conditions
may not have been met. These same studies examined the effect of input window size and
found that a maximum information for secondary structure prediction seems to be located
within a window of 13–17 amino acids, as larger windows do not increase accuracy. How-
ever, small windows were less effective, suggesting that they have insufficient information,
and below a window size of 5, success at predicting � strands was decreased.

Training the neural network model is the process of adjusting the values of the weights
used to modify the signals from the input layer to the hidden layer and from the hidden layer
to the output layer. The object is to have these weights balance the input signals so that the
model output correctly identifies the known secondary structure of the central amino acid in
a sequence window of a protein of known structure. Because there may be thousands of con-
nections between the various units in the network, a systematic method is needed to adjust
these values. Initially, the weights are assigned a constant or random value (typical range
	0.1 to 
0.1). The sliding window is then positioned along one of the training sequences.
The predicted output for a given sequence window is then compared to the known structure
of the central amino acid residue. The model is adjusted to increase the chance of predicting
the correct residue. The adjustment involves changing the weighting of propagated signals by
a method called the back-propagation algorithm. This procedure is repeated for all windows
in all of the training sequences. The better the model, the more predicted structures that will
be correct. Conversely, the worse the model, the more predictions that will be incorrect. The
object then becomes to minimize this incorrect number. The error E is expressed as the
square of the total number of incorrect predictions by the output units.

Use of a perceptron
for analyzing regula-
tory DNA sequences is
illustrated in Figure
8.11 (p. 363).
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When the back-propagation algorithm is applied, the weights are adjusted by a small
amount to decrease errors. A window of a training sequence is used as input to the net-
work, and the predicted and expected (known) structures of the central residue are com-
pared. A set of small corrections is then made to the weights to improve an incorrect pre-
diction, or the weights are left relatively unchanged for a correct prediction. This
procedure is repeated using another training sequence until the number of errors cannot
be reduced further. A large number of training cycles representing a slow training rate is
an important factor for training the network to produce the smallest number of incorrect
predictions. Not all of the training sequences may be used—a random input of training
patterns may be used and sometimes these may be chosen from subsets of sequences that
represent one type of secondary structure to balance the training for each type of structure.
The back-propagation algorithm examines the contribution of each connection in the
network on the subsequent levels and adjusts the weight of this connection, if needed to
improve the predictions. The following example illustrates the operation of the algorithm.

Example: Back-propagation Algorithm Used to 
Train the Neural Network (Rost and Sander 1993)

Consider an output unit Oi as shown in Figure 9.29. Let us assume that this unit predicts
whether or not the central residue in the scanned sequence window is an �-helical sec-
ondary structure. The output signal from this unit is si which, if close to 1, predicts an �-
helical structure or, if close to 0, does not predict an � helix. The network has been pro-
vided with a training sequence and it is known whether or not the central amino acid
actually is found in an � helix. If the structure is an � helix, then the output of Oi should
be close to 1, and if not, then close to zero. di is the expected or desired output of Oi and
di � 1 if a helix is expected and 0 if not. The output of Oi is determined by the sum of the
inputs received from each of the hidden units with which Oi is connected. The hidden
units each emit a signal close to 0 or 1, and each signal is separately weighted as it passes
from the hidden unit to Oi. Focus on one of the hidden units Hj that is connected to Oi

and emits a signal sj that is modified by weight wij. The signal arriving at Oi is thus sj � wij,
as illustrated in the insert in Figure 9.29. The problem at hand is to adjust or not to adjust
wij so that the output of Oi (si) is close to the desired value, di. The value of wij is adjusted
according to a procedure known as gradient descent that is given by the formula

�wij � wij – n �E/�wij 
 m (10)

where the partial derivative of the error E with respect to wij, �E/�wij, is calculated by

�E/�wij � (si – di) si (1 	 si) sj (11)

and where n is the rate of training (typical value 0.03) and m is a smoothing factor that
allows a carryover of a fraction of previous values of wij (typical value 0.2). Suppose, for
example, that sj was sent from Hj to Oi as 0.2 and that di is 1, so that sj is not contribut-
ing correct information. Then �E/�wij � (0.2 	 1) � 0.2 � 0.8 � 0.2 � 	0.0256. wij

will then be increased in Equation 10 by the rate of training times this value adjusted by
m for contributions from any previous value of wij. Adjusting the weights of connec-
tions between the input and hidden layers uses a more detailed formula that takes into
account the effects of both the signal sent from the input unit to the hidden units and
that of the hidden unit on each of the output units.
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The PHDsec program in the PHD system described above in the section on prediction
of transmembrane-spanning proteins (p. 437) is an example of a neural network program
for protein secondary structure prediction (Rost and Sander 1993; Rost 1996). The Web
address of this resource is http://www.emblheidelberg.de/predictprotein/predictprotein.
html. PhDsec uses a procedure similar to that used by PHDhtm. A BLAST search of the
input sequence is conducted to identify similar but not closely identical sequences, and a
multiple alignment of the sequences is transformed into a sequence profile. This profile is
then used as input to a neural network trained to recognize correlations between a window
of 13 amino acids and the secondary structure of the central amino acid in the window.
The neural network model is as the one shown in Figure 9.29. Program output includes a
reliability index of each estimate on a scale of 1 (low reliability) to 9 (high reliability). These
reliabilities (not shown) are obtained as normalized scores derived from the output values
of the three units in the output layer of the network. The highest output value is compared
to the next lowest value and the difference is normalized to give the reliability index. These
indices are a useful way to examine the predictions in closer detail.

Example: Program Output from the PHD Server at 
http://www.embl-heidelberg.de/ /predictprotein/predictprotein.html/

The input sequence was the � subunit of S. typhimurium tryptophan synthase (SwissProt ID TRPA_SALTY,
accession P00929), which was originally included in the training sequences. (A) Secondary structure predic-
tion. (H) � helix; (E) � strand; (L) loop; (.) no prediction. Rel is the reliability of the prediction on a scale of
0–9 (highest). Rel is based on the difference between the maximal and the second largest output signals from
the network. The accuracies (Q3) to be expected for each reliability value have been calculated and are shown
in B. For example, when a Rel score of 9 is given a prediction for a residue, that prediction is known to be 94.2%
accurate. Note that for a Rel of 9 the prediction of helix residues is almost 100% accurate but that prediction
of strand residues is about 70% accurate. prH, prE, and prL are probabilities of helix, strand, and loop (no pre-
diction), respectively, based on accuracy of the predictions shown in B. Subset is a listing of the more reliable
predictions and includes all residues for which the expected accuracy is � 82%.

A. Predicted secondary structure and reliability of prediction.
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Nearest-neighbor Methods of Secondary Structure Prediction

Like neural networks, nearest-neighbor methods are also a type of machine learning
method. They predict the secondary structural conformation of an amino acid in the
query sequence by identifying sequences of known structures that are similar to the
query sequence (Levin et al. 1986; Salzberg and Cost 1992; Zhang et al. 1992; Yi and
Lander 1993; Salamov and Solovyev 1995, 1997; Frishman and Argos 1996). A large
list of short sequence fragments is made by sliding a window of length n (e.g., n �16)
along a set of approximately 100–400 training sequences of known structure but
minimal sequence similarity to each other, and the secondary structure of the central
amino acid in each window is recorded. A window of the same size is then selected from
the query sequence and compared to each of the above sequence fragments, and the
50 best-matching fragments are identified. The frequencies of the known secondary

B. The accuracy of secondary structure predictions for a given reliability index. % res is the % predicted
residues that receive a given reliability index, Qtot is the overall prediction accuracy, H%obs and E%obs are
the observed percentage of helix and strand (known structure), H%prd and E%prd are the predicted percent-
age of helix and strand predictions that are associated with such an index (provided by E-mail from server).
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structure of the middle amino acid in each of these matching fragments (f�, f�, and
fcoils) are then used to predict the secondary structure of the middle amino acid in the
query window. As with other secondary structure prediction programs, the predicted
secondary structure of a series of residues in the query sequence is subjected to a set of
rules or used as input to a neural network to make a final prediction for each amino
acid position.

Although not implemented in the most available programs, a true estimate of
probability of the above set of frequencies may be obtained by identifying sets of
training sequences that give the same value of (f� 
 f� 
 fcoils)

1/2. The frequencies of
the secondary structures predicted by this group then give true estimates for p�, p�,
and pcoils for the targeted amino acid in the query sequence (Yi and Lander 1993). Pre-
dictions based on the highest probabilities have been shown to be the most accurate,
with the top 28% of the predictions being 86% accurate and the top 43% being 81%
accurate. In addition, this method of calculating probability possesses more informa-
tion than single-state predictions. Using this method, therefore, a substantial propor-
tion of protein secondary structures can be predicted with high accuracy (Yi and Lan-
der 1993, 1996).

The several nearest-neighbor programs that have been developed for secondary
structure prediction (see Table 9.7) differ largely in the method used to identify re-
lated sequences in the training set. Originally, an amino acid scoring matrix such
as a BLOSUM scoring matrix was used (Zhang et al. 1992). Distances between
sequences based on a statistical analysis of the training sequences have also been pro-
posed (Salzberg and Cost 1992). Use of a scoring matrix (Bowie et al. 1991, 1996) based
on a categorization of amino acids into local structural environments, discussed below,
in conjunction with a standard amino acid scoring matrix increased the success of
the predictions (Yi and Lander 1993; Salamov and Solovyev 1995, 1997). Yet fur-
ther increases in success have been achieved by aligning the query sequence with the
training sequences to obtain a set of nonintersecting alignments with windows of the
query sequence (as described in Chapter 3, p. 75), and of using a multiple sequence
alignment as input with amino-terminal and carboxy-terminal positions of � helices
and � strands and � turns treated as distinctive types of secondary structure (Salamov
and Solovyev 1997).

The program PREDATOR (Table 9.7) is based on an analysis of amino acid patterns in
structures that form H-bond interactions between adjacent � strands (� bridges) and
between amino acid n and n 
 4 on � helices (Frishman and Argos 1995, 1996). The H-
bond pattern between parallel and antiparallel � strands is different (Fig. 9.3) and two
types of antiparallel patterns have been recognized. By utilizing such information com-
bined with substitutions found in sequence alignments, the prediction success of PREDA-
TOR has been increased to 75% (Frishman and Argos 1997). Examples of the NNSSP
(Salamov and Solovyev 1997) and PREDATOR (Frishman and Argos 1997) program out-
puts are given on page 459.
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Example: NNSSP and PREDATOR Output

Two of the most accurate nearest-neighbor prediction programs are (1) NNSSP (accu-
racy to 73.5%) shown is the program output from http://dot.imgen.bcm.tmc.edu:9331/
seq-search/struc-predict.html, choosing the PSSP/NNSSP option. PredSS is the pre-
dicted secondary structure by NNSSP (a � �; b � �; c � COILS). The output proba-
bilities Prob a and Prob b give a normalized score by converting the values of f�, f�,
and fcoils to a scale of 0–9. (2) PREDATOR (accuracy 75%) applies the FSSP assign-
ments of secondary structure to the training sequences. PREDATOR does not provide
a normalized score. PREDATOR predictions from http://www.embl-heidelberg.de/
argos/predator/predator_info.html are shown below NNSP prediction on each line
(H � �; E � �). The input sequence was the � subunit of S. typhimurium tryptophan
synthase (SwissProt ID TRPA_SALTY, accession P00929), which is in the training
sequences because the three-dimensional structure is known.
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Hidden Markov Model (Discrete-Space Model)

HMMs have been used to model alignments of three-dimensional structure in proteins
(Stultz et al. 1993; Hubbard and Park 1995; Di Francesco et al. 1997, 1999; FORREST Web
server at http://absalpha.dcrt.nih.gov:8008/). In one example of this approach, the models
are trained on patterns of � helices, � strands, tight turns, and loops in specific structural
classes (Stultz et al. 1993, 1997; White et al. 1994), which then may be used to provide the
most probable secondary structure and structural class of a protein. The manner by which
protein three-dimensional domains can be modeled is illustrated in Figure 9.30. An exam-
ple of the class prediction by the Protein Sequence Analysis (PSA) server at Boston Uni-
versity is shown in Figure 9.31.

Prediction of Three-dimensional Protein Structure

Because the number of ways that proteins can fold appears to be limited, there is consid-
erable optimism that ways will be found to predict the fold of any protein, just given its
amino acid sequence. Structural alignment studies have revealed that there are more than
500 common structural folds found in the domains of the more than 12,500 three-dimen-
sional structures that are in the Brookhaven Protein Data Bank. These studies have also
revealed that many different sequences will adopt the same fold. Thus, there are many
combinations of amino acids that can fit together into the same three-dimensional con-
formation, filling the available space and making suitable contacts with neighboring amino
acids to adopt a common three-dimensional structure. There is also a reasonable proba-
bility that a new sequence will possess an already identified fold. The object of fold recog-
nition is to discover which fold is best matched. Considerable headway toward this goal has
been made.

Sequence alignment can be used to identify a family of homologous proteins that have
the same sequence, and presumably a similar three-dimensional structure. As discussed
above, there are many databases that link sequence families to the known three-dimen-
sional structure of a family member. The structure of even a remote family or superfami-
ly member can be predicted through such sequence alignment methods. When the
sequence of a protein of unknown structure has no detectable similarity to other proteins,
other methods of three-dimensional structure prediction may be employed. One such
method is sequence threading.

In threading, the amino acid sequence of a query protein is examined for compatibility
with the structural core of a known protein structure. Recall that the protein core is made
up of � helices, � strands, and other structural elements folded into a compact structure.
The environment of the core is strongly hydrophobic with little room for water molecules,
extra amino acids, or amino acid side chains that are not able to fit into the available space.
Side chains must also make contact with neighboring amino acid side chains in the struc-
ture, and these contacts are needed for folding and stability. Threading methods examine
the sequence of a protein for compatibility of the side groups with a known protein core.
The sequence is “threaded” into a database of protein cores to look for matches. If a rea-
sonable degree of compatibility is found with a given structural core, the protein is pre-
dicted to fold into a similar three-dimensional configuration. Threading methods are
undergoing a considerable degree of evolution at the present time. An excellent description
of algorithms for threading is found in Lathrop et al. (1998). Presently available methods
require considerable expertise with protein structure and with programming. However,
there are some sites where the analysis may be performed on a Web server, as shown in
Table 9.8.
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A. A simple α-helix model

B. Model of α-plex structure
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Structural domains
have also been mod-
eled by position-spe-
cific scoring matrices
(3D-PSSM, see Table
9.5). Hidden Markov
models have also been
used to model multi-
domain proteins in
which domains are
represented by PSSM
(Meta-MEME, p.
190).

Figure 9.30. Hidden Markov model (discrete state-space model) of protein three-dimensional struc-
ture (from Stultz et al 1993; White et al. 1994). (A) Example of model for one of the basic structural
elements, an � helix. Squares indicate junctions in the model used to connect this model to models
for other elements, including other � helices, � strands, � turns, and loops. Circles represent hidden
states in the model. Those circles labeled N (1 and 2) are amino-terminal amino acids, I (3) is an inter-
nal amino acid, and C (4 and 5) are carboxy-terminal amino acids in the � helix. As in hidden Markov
models that represent multiple sequence alignments, each of these states has a distribution of amino
acids as found in aligned structures. For example, the frequency of H in an amino-terminal position
in an � helix is 0.015, whereas in a carboxy-terminal amino acid, it is 0.028 in the proteins modeled
by Stultz et al. (1993). At portions of internal amino acids, additional amino acids may be added to
the � model. Arrows indicate a path to be followed through the states of the model, starting and end-
ing with a numbered junction. Usually, the transition probability from one state to the next is 1, but
at internal positions two alternative transition probabilities are possible, one (P) adds only one inter-
nal amino acid, whereas a second adds an additional internal amino acid with probability 1 	 P.
(B) Model for a particular structural complex includes elements such as the �-helix model described
in A. This particular model is of an �-helix complex named an � plex. These plexes are then combined
to produce a model of a three-dimensional structural domain. The oval � helix is a condensed repre-
sentation of the finite-state �-helix model shown in A with functions at each end. Similar oval repre-
sentations for models of a � turn and a loop are also shown in this example. The arrows between junc-
tions indicate transitions from one type of plex to another, and in several places there are two to three
alternative possibilities in this model. Note that the plex can start with an � helix with transition prob-
ability PH, but can also skip the � helix with probability 1 	 PH. The remaining paths in the model
include the possibilities of an � turn, a loop, or of no further elements. To turn domain models into
a predictive tool, they are trained on a set of known proteins of that type. In this procedure, transi-
tional probabilities between junctions, states, and plexes are adjusted using the sequences and struc-
tures of the training sequences until the model is optimal for distinguishing those domains from other
types of domains. A structural prediction for a new protein sequence is then made by finding the most
probable path of the sequence through a set of domain models and choosing the model that gives the
best alignment with the new sequence. The procedure of calculating the probability of paths through
each structural model and of finding the most probable path is similar to that used for sequence align-
ment models discussed in Chapter 4 (see Fig. 4.16 on p. 186). Only a limited number of domains have
been modeled by this approach.



There are two methods in common use for deciding whether or not a given protein
sequence is compatible with a known structural core, the environmental template (or
structural profile) method and the contact potential method. In the environmental tem-
plate method (Bowie et al. 1991, 1996; see also Ouzounis et al. 1993; Johnson et al. 1996),
the environment of each amino acid in each known structural core is determined, includ-
ing the secondary structure, the area of the side chain that is buried by closeness to other
atoms, types of nearby side chains, and other factors. On the basis of these descriptions at
each site, the position is classified into one of 18 types, 6 representing increasing levels of
residue burial and fraction of surface covered by polar atoms combined with three classes
of secondary structure. Each amino acid is then assessed for its ability to fit into that type
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Figure 9.31. Prediction of structural class by the Protein Sequence Analysis (PSA) System at
http://bmerc-www.bu.edu/psa/index.html. The analysis is based on the training of hidden Markov
models for each structure by the sequences that specify those structures as described in Fig. 9.30 and
in the text. The input sequence was the � subunit of S. typhimurium tryptophan synthase (SwissProt
ID TRPA_SALTY, accession P00929), which was correctly identified as an �-� class protein. Proteins
that are homologous to the input sequence were excluded from the analysis. Hence, although the
structure was available, it was not used to produce the correct model. (A) The posterior probability of
the protein being in a particular structural class as defined by the server is given, class �-� and macro-
class ab8. (B) Probability plot of sequence being in a helix, strand, or turn.  (C) Contour probability
plot of secondary structural features combined with information about amphipathicity (the segrega-
tion of hydrophobic and nonhydrophobic residues to opposite faces of secondary structures). Areas
of high probability appear as dark regions with closely spaced contour lines at probability increments
of 0.1. Identification of structural class greatly facilitates the identification of secondary structural fea-
tures. These figures were returned from the server by E-mail as postscript (ps) files.

Continues on next page

A.
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of site in the structure. For example, if the side group is buried, another amino acid with a
hydrophobic side chain may fit best into the structure at that position. The sequence of the
protein is then aligned with a series of such environmentally defined positions in the struc-
ture to see whether a series of amino acids in the sequence can be aligned with the assigned
structural environments of a given protein core. The procedure is then repeated for each
core in the structural database, and the best matches of the query sequence to the core are
identified. In the residue–residue contact potential method, the number and closeness of
contacts between amino acids in the core are analyzed (Sippl 1990; Jones et al. 1992; Sippl
and Weitckus 1992; Bryant and Lawrence 1993). The query sequence is evaluated for

Figure 9.31. Continued.

B.



amino acid interactions that will correspond to those in the core and that will contribute
to the stability of the protein. The most energetically stable conformations of the query
sequence thereby provide predictions of the most likely three-dimensional structure.

Structural Profile Method

In the structural profile method, predictions as to which amino acids might be able to fit
into a given structural position are in the form of a sequence profile. This method assumes
that if the query protein folds the same way as a target structure, the environments of the
amino acids will be in the same linear order as they are in the target. In the normal scor-
ing matrix, it is assumed that a given amino acid substitution always has the same likeli-
hood of every occurrence of the substitution. However, in protein three-dimensional
structures, a given substitution may have quite different effects depending on where in the
structure and in which structure the substitution occurs. In a loop, where there are not
many chemical and physical constraints, the substitution may usually not have any delete-
rious effects on the overall structure of the protein. In contrast, the same substitution in
protein cores, where there are many restraints, may sometimes be possible without delete-
rious effects, but in other cases may be extremely deleterious. Thus, a sequence profile giv-
ing values for substitutions at each amino acid position is made for each core in the PDB.
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Figure 9.31. Continued.

C.



P R O T E I N  C L A S S I F I C A T I O N  A N D  S T R U C T U R E  P R E D I C T I O N ■ 465

Table 9.8. Threading servers and program sources

Program Web address Method Reference

123D http://www-lmmb.ncifcrf.gov/ contact potentials between Alexandrov et al. (1996)
�nicka/123D.html amino acid side groups

3D-PSSM http://www.bmm.icnet.uk/ sequence-structure using Russell et al. (1997)
�3dpssm position-specific scoring

matrices
Honig lab http://honiglab.cpmc.columbia.edu/ threading methods using see Web site

biophysical properties
Libra I http://www.ddbj.nig.ac.jp/htmls/ target sequence and 3D profile Ota and Nishikawa (1997)

E-mail/libra/LIBRA_I.html are aligned by dynamic
programming

NCBI structure site http://www.ncbi.nlm.nih.gov/ Gibbs sampling algorithm Bryant (1996)
Structure/RESEARCH/threading. used to align sequence
html and structurea

Profit http://lore.came.sbg.ac.at/ fold recognition by the M. Sippl (see Web site)
home.html contact potential method

Threader 2 http://insulin.brunel.ac.uk/ prediction by recognition of Jones et al. (1995)
threader/threader.html the correct fold from a

library of alternatives
TOPITS http://www.embl-heidelberg.de/ detects similar motifs of Rost (1995a,b)

predictprotein/doc/help05.html secondary structure and 
�P5 adv prd topits accessibility between a

sequence of unknown
structure and a known fold

UCLA-DOE http://www.doe-mbi.ucla.edu/ fold-recognition using 3D Fischer and Eisenberg (1996)
structure people/frsvr/frsvr.html profiles and secondary 
prediction server structure prediction methods

Information on the research groups that work on structure prediction may be found at the CASP2 Web sites accessible at http://pre-
dictioncenter.llnl.gov/.

aProgram has to be set up on a UNIX server.

These profiles, one for each core in the database, are then used to score the query sequence
to be modeled for compatibility with that core.

The structural three-dimensional profile is a table of scores with one row for each amino
acid position in the core and a column for each possible amino acid substitution at that
position plus two columns for deletion penalties at that site, as shown in Figure 9.32. Each
position in the core is assigned to one of 18 classes of structural environment. The scores
in each row reflect the suitability of a given amino acid for that particular environment.
The penalty at each core position reflects the acceptability of an insertion or deletion of one
or more amino acids at that position in the structure. If the position is within the core,
these penalties are generally high to reflect incompatibility with the structure, but lower for
positions on the surface of the core and within loop regions. The dynamic programming
algorithm is used to identify an optimal, best-scoring alignment, much as in aligning
sequences by dynamic programming (discussed in Chapter 3). If a target structure is found
to have a significantly high score, the new sequence is predicted to have a fold similar to
that of the target core.

An entire database of sequences may be matched to a given structural profile to find the
most compatible, a procedure called inverse folding. The alignment score for each protein
is determined and then converted to a Z score, the number of standard deviations from the
mean score for all of the sequences. The highest scoring sequences are the most compati-
ble with a given structure (Bowie et al. 1996).
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Figure 9.32. The structural three-dimensional profile. (A) Generation of a three-dimensional profile of
a structural core. (B) Screening sequences for compatibility with 3D profile. The methods of analysis are
described in the text. (A and B: Redrawn, with permission, from Bowie et al. 1996 [copyright Academic
Press].)

The above three-dimensional profile provides a discrete list of scores for matching
one-dimensional sequence to a three-dimensional structure. This profile undergoes
sharp transitions in values as the structural environment changes. Improved perfor-
mance has been achieved by smoothing the values in these transitional regions to give a
more gradual change using a Fourier analysis. Another improvement in the profile rep-
resentation of protein three-dimensional structures, known as the residue pair preference
profile (R3P) method, has been introduced (Wilmanns and Eisenberg 1993, 1995; Bowie
et al. 1996).

R3P takes into account the amino acid neighbors, main-chain conformations, and sec-
ondary structure of each residue in the structure. Recall that to make amino acid scoring
matrices for sequence–sequence comparisons, the frequency of amino acid substitutions in
alignments is counted in sequence alignments. These frequencies are then divided by the
expected frequency of finding the amino acids together in an alignment by chance. The
ratio of the observed to expected counts is an odds score, and this score is usually convert-
ed to a log odds score for convenience in combining likelihood scores by adding their log-
arithms. Similarly, in the R3P method of making a three-dimensional scoring profile, the
frequency of finding a particular pair of interacting amino acids, each with a particular
structural feature, is calculated from the number of occurrences in known structures. For
example, how often does amino acid a in an � helix interact with amino acid b in a �
strand? This observed frequency of interaction in a specific structural configuration is then
divided by the frequency of finding a and b interacting in any configuration, and the result
is converted to a log odds score.

The pair preference log odds score S (aai,si,aaj,sj) for the amino acids aai and aaj having
properties ci and cj, respectively, is given by

where P (aai,ci,aaj,cj) is the frequency of amino acids aai and aaj having properties ci and cj,
respectively, and P (aai,aaj) is the frequency of finding an amino acid pair aai and aaj. The
score for position aai is then given by a weighted sum of all scores for the interacting pairs
with aai.

where wj is a weight representing the compatibility of the environment residue with its own
local environment.

Amino acid interactions of a given amino acid residue in a particular core are then
analyzed. To determine the neighbors of a given amino acid in the structure, a sphere of
radius 12 Å is drawn centered on the C� atom (see Fig. 9.2). If the C� atom of another
residue in the structure falls within this sphere, they may be interacting. A cylinder of
radius 1.6 Å is then drawn between the C� atoms and, if no H bonds or any other

S (aai) � � wj S (aai,ci,aaj,cj)/ � wj (13)

S (aai,ci,aaj,cj) � ln [ P (aai,ci,aaj,cj) / P (aai,aaj)] (12)
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residue falls within this cylinder, the amino acid pair is considered to be interacting.
This procedure is repeated for each amino acid that falls within the sphere, resulting in
a defined list of approximately 8 amino acid pairs that are close enough without barri-
ers to prevent interaction with the given residue. The amino acid type and one of sever-
al structural properties for the residue in question and for each interacting residue are
then obtained. For example, the secondary structure of the two residues (� helix, �
strand, or other) may be taken into account, giving 20 � 3 possible combinations of
amino acid and secondary structure. Structural properties of the interacting residue
may instead include the backbone dihedral angles � and � (see Fig. 9.2) and the num-
ber of neighboring residues.

The structural configurations of the given residue and each interacting neighbor
are determined. From this information, a score for this interaction can be found from
the above analysis. Scores for all of the remaining interacting residues in their par-
ticular configurations can be found and then added to give a log odds score for the
given amino acid site in the core. This score represents the likelihood of finding such
a set of amino acid neighbors in their respective configurations in known protein
structures. A value is then determined for various amino acid substitutions or for
placing an insertion or deletion at that site. A similar set of scores is then obtained
for each position in the protein core to generate a three-dimensional profile matrix
based on the neighboring interactions. Three such profiles have been generated, one
for each type of structural property in the amino acid pairs—backbone angles, sec-
ondary structure, and the number of neighboring residues for the interacting amino
acid. A combined three-dimensional profile using elements of these residue pair pref-
erence profiles and those of the neighborhood three-dimensional profiles has also
been used.

Sequence–structure alignments produced by the R3P method can be improved by an
iterative procedure. In the initial alignment between a sequence and the three-dimen-
sional profile of a core, predictions are made as to which residues will interact in the
modeled three-dimensional structure. This feature provides information for improving
the alignment. Likelihood scores for the predicted interactions can be calculated in the
same way as described above for the amino acid interactions in the core. The scores for
these interactions may then be summed, as before. In this case, these scores are weight-
ed before summing to reduce the influence of those neighboring amino acids that are
not in a compatible environment (Bowie et al. 1996). In evaluations of the R3P method
with known three-dimensional structures, alignments are 50% or more correct on aver-
age for sequences whose three-dimensional structure pairs superimpose with a root
mean square (rms) deviation of 1.97 Å or less (Wilmanns and Eisenberg 1995).
Sequence–structure alignments may be further improved by including in the analysis
the predicted secondary structure of the input sequence, with further improvements in
fold assignment of 25% (Fischer and Eisenberg 1996).

One disadvantage of the structural profile method and the use of environmental vari-
ables is that these properties are statistically associated with the original sequence.
Hence, the method retains a preference for matching the original sequence of the core
protein. On the other hand, the success of present methods of three-dimensional struc-
ture prediction depends on a certain minimal level of similarity. The sequence of envi-
ronmental patterns in the query sequence and the structure must also be in the same
order throughout the sequence for the method to work. However, as discussed above
for the SSAP alignment program, this problem may be circumvented by using local
alignments.
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Contact Potential Method

In this method, each structural core is represented as a two-dimensional contact matrix.
The method is very similar to that used by the distance matrix method of the program
DALI and illustrated in Figure 9.15. A simple matrix is produced with the amino acids in
the structure listed across the rows and down the columns. In each matrix position, the dis-
tance between the corresponding pair of amino acids in the structure is placed. The amino
acids in closest contact are immediately recognizable, and a group produces recognizable
patterns. The object is to superimpose sets of amino acid pairs in the query sequence on to
the distance matrix of the core. As shown in Figure 9.15, part B, sequences that fold into a
similar structure should show similar contacts, although the amino acids that make up
each structural feature do not have to be in the same linear order in both sequences. How-
ever, a large number of contacts must be analyzed to find the correct alignment.

To find the best combinations, the approximate conformational energies of each pre-
dicted pair are summed to predict the conformational stability of the predicted structure.
Contacts have been extensively analyzed, and lookup tables with energies associated with
these contacts have been produced. Hence, the energetic contributions of many possible
combinations of pairs can be tested in a relatively short period of time. Computer exper-
iments have revealed that contact energies can be used to choose the correct core in a
structural database. Supporters of this method claim that the method can detect struc-
tural similarity in proteins that do not share any detectable sequence similarity. Howev-
er, as shown in the next section, in truly blind experiments, the reliability of predictions
drops when there is less than 25% sequence identity. A possible limitation to this analy-
sis is that the energy associated with an isolated amino acid pair is assumed to be similar
to that found in known protein structures. Recent experiments have suggested that the
conformational energy of groups of amino acids larger than two may provide a more reli-
able prediction.

Example: Structure Prediction by Web Servers That Provide a Threading Service

These results were sent by E-mail. (A) Structure prediction by Libra (Table 9.8) and (B)
UCLA-DOE structure prediction server. This server also provides a Web page for each
match giving the results of other types of sequence database searches, secondary struc-
ture analyses, and the TOPITS server results. This analysis is of the � subunit of S.
typhimurium tryptophan synthase (SwissProt ID TRPA_SALTY, accession P00929).
The Web addresses and methods used by these servers are given in Table 9.8.
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EVALUATING THE SUCCESS OF STRUCTURE PREDICTIONS

As the above methods were developed, they were tested for ability to predict a structure
that was already known. The structure to be predicted may be left out of the learning step
so that the method has not been trained in any recognizable way to identify the correct
structure. However, when the result is already known, there is always a possibility that the
method was helped in some unintended way to identify the correct structure. A totally
blind test of prediction accuracy provides a more objective test. A series of contests called
CASP (critical assessment of structure prediction) was conceived in which structural biol-
ogists who were about to publish a structure were asked to submit the corresponding
sequence for structure prediction by the contestants. The predictions were then compared
with the newly determined structures. The newest CASP3 competition is given on a Web
site (http://predictioncenter.llnl.gov/casp3/results/access.cgi). The results of earlier proj-
ects are given at http://predictioncenter.llnl.gov/casp1/ and http://predictioncenter.
llnl.gov/casp2/. The contest involved a large number of research groups using a variety of
methods including threading techniques. In one report of CASP3, the authors suggest that
although there was overall progress from CASP1 to CASP2, there was little additional
progress from CASP2 to CASP3. However, some improvement can be argued in CASP3
since the targets were more difficult (Sippl et al. 1999).

In the CASP2 conference, 32 groups made a total of 369 predictions on 15 different tar-
gets. There were two goals for each group: (1) to predict the correct three-dimensional fold
of the target protein as the most similar known structures and (2) to predict the alignment
of the sequence to the fold accurately. Once the structures of the prediction targets became
available, the structure was aligned by DALI, SSAP, and VAST with all entries in the struc-
tural database to determine the closest matching structures that should have been found
and also the sequence–structure alignment. The predictions were then compared to these
alignments and evaluated for accuracy by specific criteria (Levitt 1997; Marchler-Bauer et
al. 1997). This task was a most difficult one because different groups of investigators made
predictions for different groups of proteins, some proteins much more difficult to predict
than others. The range of sequence identity of target sequences to a known structure var-
ied from 20% to 85%. The most difficult to predict and also the least successfully predict-
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ed were those that have less than 25% identity to any other protein of known structure. The
easiest and most successfully predicted were those with sequence similarity above 25%
(Martin et al. 1997).

The results of the CASP2 contest have been published by the participants in a special
issue of PROTEINS: Structure, Function and Genetics, Suppl. 1, 1997, which provides
details of the threading methods used. A similar volume discusses progress of CASP3
(PROTEINS, Suppl. 3, 1999). Threading methods improved considerably in performance
in the 2-year period between the CASP1 and CASP2 meetings. A large number of groups
using threading methods recognized the easier targets and performed much better than
using simple sequence alignments (Levitt 1997). The advantages of using distant sequence
homology and human knowledge of protein structure to predict three-dimensional struc-
ture was demonstrated by Murzin and Bateman (1997), who made the largest number of
correct predictions. Their method uses the SCOP database, which organizes all known pro-
tein folds according to their structural and evolutionary relationships, for manual predic-
tions. Their approach correctly assigned into an existing SCOP superfamily all six targets
that were attempted, and found a homologous protein with a very similar structure. Local
alignments between the target sequence and the corresponding protein superfamily were
also among the most accurate. Several threading groups that were among the best per-
formers are given in Table 9.8. At the present time, these methods are most suitable for
modeling sequences that are recognizably similar to a known structure. These results con-
firm an earlier analysis that threading algorithms are quite disappointing in performance
(Lemer et al. 1995). Improvements have been achieved by using a set of multiply aligned
sequences instead of a single sequence (Defay and Cohen 1996; Ortiz et al. 1998).

STRUCTURAL MODELING

In the above section, detecting sequence similarity between a query sequence and a
sequence of known structure plays an important role in successful structure prediction.
Database searches as described in Chapter 6 provide alignments of a query sequence with
a database of sequences, and can be used to search a database of protein sequences restrict-
ed to those of known structure. Hence, any alignment provides an indication as to which
amino acids in the query may occupy a particular position in a structure. A search of this
kind may be enhanced by superimposing the query sequence onto the molecular backbone
of the matched sequence to produce a PDB file suitable for analysis by a three-dimension-
al viewer. An example of this type of analysis is provided by the Swiss-model Web site
(Table 9.9). Molecular distances, angle, and energies of the superimposed sequence may
then be analyzed and manipulated by the SPDBV viewer (Table 9.4). Additional Web sites
for molecular modeling are listed in Table 9.9.

Table 9.9. Web sites for predicting structural features of a query sequence

Site Web address Description Reference

Modeller http://guitar.rockefeller.edu/ dynamic programming alignment Sali et al. (1995)
modeller/modeller.html of sequences and structures and

molecular dynamics methods
Swiss-model http://www.expasy.ch/swissmod/ sequence alignment of query with Peitsch (1996)

SWISS-MODEL.html sequences of known structure
Whatif http://www.cmbi.kun.nl/whatif/ flexible molecular graphics Rodriguez et al. (1998)

rendering of models
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SUMMARY AND FUTURE PROSPECTS

This chapter has described a number of methods for predicting protein structure from
amino acid sequence. The best approach is to locate a link by sequence analysis between a
new protein and a protein of known structure. Even a marginal sequence alignment with
a protein of known structure can provide a feasible structural model. Databases that orga-
nize proteins into clusters and families with links to known protein structure are also a
valuable resource for structure prediction. Proteins that represent new structural folds and
domains can be readily identified in these databases, and these proteins can then be tar-
geted for structural analysis by laboratory methods. Meanwhile, the methods for secondary
structure and threading analysis (fitting a sequence to a structure) can provide useful pre-
dictions, although with variable levels of reliability. Increased confidence should come
when several methods give a similar prediction.

The analysis of genomes described in Chapter 10 offers an additional opportunity for
protein analysis. Functions of proteins can be discovered through conserved patterns of
gene regulation and organization on the chromosomes of related organisms. The function
and structure of a protein in one organism can then be predicted based on the function and
structure of a functionally similar protein in a second organism.
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INTRODUCTION

A MAJOR APPLICATION OF BIOINFORMATICS IS analysis of the full genomes of organisms that
have been sequenced starting in the late 1990s, including microbial genomes, the budding
yeast Saccharomyces cerevisiae, the nematode worm Caenorhabditis elegans, the plant Ara-
bidopsis thaliana, the fruit fly Drosophila, and the human genome. Many additional
genome sequencing projects are either being planned or are already under way.

Traditional genetics and molecular biology have been directed toward understanding
the role of a particular gene or protein in an important biological process. A gene is
sequenced to predict its function or to manipulate its activity or expression. In contrast,
the availability of genome sequences provides the sequences of all the genes of an organ-
ism so that important genes influencing metabolism, cellular differentiation and develop-
ment, and disease processes in animals and plants, can be identified and the relevant genes
manipulated.

The challenge is to identify those genes that are predicted to have a particular biological
function and then to design experiments to test that prediction. This analysis depends on
gene prediction using gene models for each organism followed by sequence comparisons
between the predicted proteins with other proteins whose function is known from biolog-
ical studies. To facilitate such comparisons, the genomes of a number of model organisms
about which a great deal of biological information is available have been sequenced. Many
years of genetic and biochemical research of these model organisms—the bacterium
Escherichia coli, S. cerevisiae, C. elegans, A. thaliana, and D. melanogaster—have led to the
accumulation of a large amount of information on gene organization and function. The
mouse Mus musculus is a genetic model for humans because the two species are so closely
related through evolution. A newly identified gene in another organism can be compared
to the existing database of information to find whether it has a similar function. Genes
involved in human disease, for example, are sometimes found to be similar to a fruit fly
gene at the protein sequence level (for an example of how significant this kind of analysis
can be, see Rubin et al. 2000). The genetic effects of mutations in the fruit fly’s gene will
then provide a biochemical, cellular, or developmental model for the human disease. Inter-
estingly, it has not been possible to identify the function of all the genes in model organ-
isms. As a result, a similar gene or family of genes may be found in several organisms,
including a model organism, but the function is not known because the gene functions have
not yet been analyzed. Hence, continued biological analysis of model organisms in those
areas that are not tractable by the tools of bioinformatics has many important applications.

Tracing the phylogenetic history of such uncharacterized genes, characterized genes,
and gene domains and gene linkages in diverse organisms is one of the most interesting
and challenging aspects of genome analysis. In addition, even though a gene that specifies
an important biological function has not been identified, the gene can be traced in indi-
viduals using sequence variations that occur among individuals in a population, called
sequence polymorphisms. In humans, for example, single nucleotide polymorphisms
(SNPs) can be found throughout the genome, including some that are positioned adjacent
to an important disease gene. If a particular G → A polymorphism is right next to a defec-
tive tumor suppressor gene, for example, that polymorphism serves as a genetic marker for
the presence of the defective gene. The applicable genetic principle, genetic linkage, is that
closely linked genes seldom become separated by genetic recombination from one genera-
tion to the next. Another example of such linked polymorphisms is in crop plants. Features
such as plant height and amount of seed produced are influenced by variations in sets of
genes, called quantitative trait loci (QTL). Inheritance of QTLs can be traced from one

The genome is defined
as the sum of the genes
and intergenic se-
quences of the haploid
cell (Bernardi 1995).
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generation to the next using sequence polymorphisms that are linked to the favored genet-
ic variation without having to wait to observe the effects on plant growth.

The availability of genome sequences greatly facilitates the discovery and utilization of
these sequence polymorphisms. It is recognized that some types of genetic variation,
including specific human diseases, are best understood at the genome-wide level. The
duplication of genes, gene segments, and gene clusters provides opportunities for recom-
bination events that can cause changes in gene copy number or loss of gene function (Lup-
ski 1998).

In summary, the availability of genome sequences provides an unprecedented opportu-
nity to explore genetic variability both between organisms and within the individual
organism. We now turn to a comparison of the main features of the genomes that have
been sequenced. One major task is to identify the genes that encode proteins and to iden-
tify the function of as many of these proteins as possible by database similarity searches.

The proteome may be compared to itself to identify paralogs, families of proteins that
have arisen by gene duplication. One proteome may also be compared to another pro-
teome to discover orthologous genes that have kept the same function, genes that have
become fused to make a larger protein (or split into two to make two separate proteins),
new arrangements of protein domains, and amplification of protein families to perform a
new type of biological function (e.g., cell-to-cell communication during development of a
multicellular organism). A representative collection of the large number of Web resource
pages and references is shown in Table 10.1. This table is divided into six parts, A–F, deal-
ing with resources for prokaryotic genomes (A) which have been the subject of intense
sequence analysis, all model organisms (B), human genome and the related mouse genome
(C), genome relationships (D), proteome and gene expression analysis (E), and function-
al characterization of genes (F). Since these sites are constantly being revised, this table will
be periodically updated on the book Web site.

GENOME ANATOMY

Early biologists examining a particular plant, animal, or yeast cell using a microscope
observed a nucleus (in a eukaryotic cell) with a specific number of chromosomes of vari-
able length and morphology that could be seen at certain stages of cell division. The chro-
mosomes comprised linear DNA molecules in a tightly compact form that was wrapped
around protein complexes, called the nucleosome. Nuclei and chromosomes were not
observed in bacteria (a prokaryotic cell), but when bacterial DNA was eventually detected,
the molecule was usually circular and was also in a compacted form. The following sections
outline the structure and composition of prokaryotic and eukaryotic genomes.

Prokaryotic Genomes

The first bacterial genome to be sequenced was that of Hemophilus influenzae, a mild
human pathogen (Fleischmann et al. 1995). This project was carried out at the Institute of
Genomics Research (TIGR, http://www.tigr.org) in part to prove a new genome sequenc-
ing method—the shotgun method. A large number of random overlapping fragments were
sequenced and then a consensus sequence of the entire 1.8 � 166-bp chromosome of
Hemophilus was assembled by computer, excepting several regions that had to be assem-
bled manually. Once available, open reading frames were identified, and these were com-
pared to the existing proteins by a database similarity search (see Chapter 7). Approxi-
mately 58% of the 1743 predicted genes matched genes of another species, the bacterial

The entire set of pro-
teins of an organism,
including those known
from biological studies
and those predicted by
bioinformatics, is the
proteome of the organ-
ism.
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Table 10.1. Web resources and references for genome information and analysis 

A. Prokaryotic genomesa

MAGPIE: Multipurpose Automated Genome http://genomes.rockefeller.edu/magpie
Project Investigation Environment
(Gaasterland and Sensen 1998)

Microbial genome databases http://www.ncbi.nlm.nih.gov:80/PMGifs/Genomes/micr.html
http://www.techfak.uni-bielefeld.de/techfak/persons/chrisb/ResTools/biotools/

biotools10.html
http://www-nbrf.georgetown.edu/pir/genome.html�PROK

Comparative genome analysis in P. Bork http://www.bork.embl-heidelberg.de/Genome/
laboratory (see Web site)

TIGR: The Comprehensive Microbial http://www.tigr.org/tigr-scripts/CMR2/CMRHomePage.spl
Resource Home Page—the omniome

U.S. Dept. of Energy Joint Genome Initiative http://www.jgi.doe.gov/
a Also see the COG and PEDANT sites in part D.

B. Genomic databases of model organisms and other genome databases

Arabidopsis thaliana genome displayer http://www.kazusa.or.jp/kaos
A. thaliana information resource TAIR http://www.arabidopsis.org/
Caenorhabditis elegans (worm) database http://www.wormbase.org/
C. elegans chromosomes ftp://ftp.sanger.ac.uk/pub/databases/C.elegans_sequences/

CHROMOSOMES/
C. elegans genome project http://www.sanger.ac.uk/Projects/C_elegans/
C. elegans proteome database http://www.sanger.ac.uk/Projects/C_elegans/wormpep/

http://www.proteome.com/YPDhome.html
Dictyostelium discoideum genome information http://www.biology.ucsd.edu/others/dsmith/dictydb.html
Drosophila melanogaster Berkeley Drosophila http://www.fruitfly.org/

genome project
D. melanogaster chromosomes http://flybase.bio.indiana.edu/maps/fbgrmap.html
D. melanogaster: Flybase, a genomic database http://flybase.bio.indiana.edu/
E. coli genome project http://www.genetics.wisc.edu/
E. coli genome and proteome database http://genprotec.mbl.edu/

GenProtEC
E. coli index http://web.bham.ac.uk/bcm4ght6/res.html
Genome databases at NCBIa http://www.ncbi.nlm.nih.gov/Genomes/index.html

http://www.ncbi.nlm.nih.gov/Entrez/Genome/main_genomes.html
http://www.ncbi.nlm.nih.gov:80/PMGifs/Genomes/org.html

Genome databases other than NCBIa http://www.techfak.uni-bielefeld.de/techfak/persons/chrisb/ResTools/
biotools/biotools10.html

http://www-nbrf.georgetown.edu/pir/genome.html
Genome list at NIH http://molbio.info.nih.gov/molbio/db.html
Mitochondrial DNA Database MitBASE http://www3.ebi.ac.uk/Research/Mitbase/mitbase.pl
Mouse (Mus musculus) genome informatics http://www.informatics.jax.org/
Plant genome projects supported by the plant http://www.nsf.gov/bio/dbi/pgrsites.htm

genome initiative of the U.S. National
Science Foundation

Organelle genome sequences http://www.ncbi.nlm.nih.gov/PMGifs/Genomes/organelles.html
http://www-nbrf.georgetown.edu/pir/genome.html

Parasite genome databases and genome http://www.ebi.ac.uk/parasites/parasite-genome.html
research resources 

Retroviral genotyping and analysis site http://www.ncbi.nlm.nih.gov/retroviruses/
Rice (Oryza sativa) genome project http://rgp.dna.affrc.go.jp/
Saccharomyces cerevisiae: View of 16 http://genome-www.stanford.edu/Saccharomyces/MAP/

chromosomes GENOMICVIEW/GenomicView.html
S. cerevisiae, YPD Yeast Proteome database,  http://www.proteome.com/YPDhome.html

a commercial database
S. cerevisiae (budding yeast) database SGD http://genome-www.stanford.edu/Saccharomyces/

a The National Center for Biotechnology Information, National Library of Medicine, Bethesda, Maryland

Continued.
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Table 10.1. Continued

C. Human and mouse genome comparisons

Celera Genomics: The company that http://www.celera.com/
assembles genome sequences by
automated fragment assembly 

Comparison of human (Homo sapiens) http://www.bioscience.org/urllists/chromos.htm, http://www.ncbi.nlm.nih.gov/ 
and mouse (M. musculus) chromosomes Homology/

http://infosrv1.ctd.ornl.gov/TechResources/Human_Genome/publicat/
97pr/05g_mous.html

http://srs.ebi.ac.uk/, databanks link, MOUSE2HUMAN
Cooperative Human Linkage Center: http://lpg.nci.nih.gov/html-chlc/ChlcIntegratedMaps.html

mouse-clickable map of chromosomes
Draft Human Genome Browser http://genome.ucsc.edu/goldenPath/hgTracks.html
Human sequence polymorphisms, http://srs.ebi.ac.uk/, databanks link

mutations, and mapping
Human EST project http://genome.wustl.edu/est/esthmpg.html
Human genome resources at NCBI http://www.ncbi.nlm.nih.gov/genome/guide/
Human genome research sites provided by http://www.ornl.gov/hgmis/centers.html

Oak Ridge National Labs
Mouse (M. musculus) chromosomes: http://brise.ujf-grenoble.fr/�mongelar/clickclientsideV2bis.html

mouse-clickable map
On-line inheritance in man: Johns http://www3.ncbi.nlm.nih.gov/Omim/

Hopkins University and NCBI
Whitehead Institute for Biomedical Research http://www.ornl.gov/hgmis/research/centers.html

D. Gene and genome relationships and proteomea analysis

Alfresco: Visualization tool for genome http://www.sanger.ac.uk/Software/Alfresco/
comparison

allgenes.org: A comprehensive gene index http://www.allgenes.org/
(catalog) derived from ESTs and predicted
genes

CGAP: Cancer genome anatomy project http://www.ncbi.nlm.nih.gov/CGAP
COG (cluster of orthologous groups): http://www.ncbi.nlm.nih.gov/COG/

A gene classification system
(Tatusov et al. 1997, 2000)

Comparative DNA analysis across genomes Karlin et al. (1998)
(genome signatures by nucleotide
compositional analysis)b

DOGS: Database of genome sizes http://www.cbs.dtu.dk/databases/DOGS/index.html
E-CELL: A modeling and simulation http://www.e-cell.org

environment for biochemical and genetic
processes (Tomita et al. 1999)

FAST_PAN for automatic searches of online http://www.uvasoftware.org/
EST databases to identify new family
members (paralogs) (Retief et al. 1999)

GeneCensus Genome Comparisons by http://bioinfo.mbb.yale.edu/genome/
encoded protein structures

GeneQuiz: An integrated system for http://jura.ebi.ac.uk:8765/ext-genequiz/
large-scale biological sequence analysis
and data management (Andrade et al.
1999; Hoersch et al. 2000)

Genes and disease: Map location on human http://www.ncbi.nlm.nih.gov/disease/
chromosomes

Genome channel at Oak Ridge National http://compbio.ornl.gov/channel/
Laboratories

GOLD™: Genomes OnLine Database http://wit.integratedgenomics.com/GOLD/
(Kyrpides 1999)

Continued.



Table 10.1. Continued

D. Gene and genome relationships and proteomea analysis (continued)

IMGT ImMunoGeneTics Database http://www.ebi.ac.uk/imgt/index.html
specializing in Immunoglobulins,
T-cell receptors, and Major
Histocompatibility Complex (MHC)
of all vertebrate species (Ruiz et al. 2000)

KEGG: Kyoto Encyclopedia of Genes and http://www.genome.ad.jp/kegg/
Genomes (Kanehisa and Goto 2000)

MIA Molecular Information Agent: A Web http://mia.sdsc.edu/
server that searches biological databases
for information on a macromolecule

Orthologous gene alignments at TIGR http://www.tigr.org/tdb/toga/orth_tables.html
PEDANT: A protein extraction, description, http://pedant.mips.biochem.mpg.de/

and analysis tool
SEQUEST for identification of proteins http://thompson.mbt.washington.edu/sequest/

following mass spectrometry 
(Link et al. 1999)

STRING Search Tool for Recurring http://www.Bork.EMBL-Heidelberg.DE/STRING/
Instances of Neighboring Genes
(see Web page) (Snel et al. 2000b)

Taxonomy browser at the NCBI arranges http://www.ncbi.nlm.nih.gov/Taxonomy/taxonomyhome.html/
genomes taxonomically for sequence
retrieval 

UniGene System gene-oriented clusters http://www.ncbi.nlm.nih.gov/UniGene/
of GenBank sequences useful for gene
identification

U.S. Dept. of Agriculture, Agricultural http://genome.cornell.edu/
Research Service reference site for plant
and animal genomes (also see TAIR in
model genomes); includes international links
a The full complement of proteins produced by an organism, many following gene prediction.
b Whole genomes may be compared at the level of dinucleotide composition, codon usage, strand asymmetry for transcription, and

rare oligonucleotides. For example, the dinucleotide TA is underrepresented in most prokaryotic and eukaryotic genomes but not in
the genomes of several archaea.

E. Metabolism and regulation,a functional genomics

2D gel analysis of proteins: List of http://www.expasy.ch/ch2d/2d-index.html
organisms

AlignAce for promoter analysis of http://atlas.med.harvard.edu/download/
coordinately regulated genes, e.g.,
microarrays by Gibbs sampling
(Roth et al. 1998; Hughes et al. 2000;
McGuire et al. 2000)

ArrayExpress database at European http://www.ebi.ac.uk/arrayexpress/
Bioinformatics Institute for microarray
analysis

BRITE: Database of protein-protein http://www.genome.ad.jp/brite/brite.html
interactions and cross-reference links
(see KEGG)

Ecocyc electronic encyclopedia of genes http://ecocyc.PangeaSystems.com/ecocyc/
and metabolism of E. coli
(Karp et al. 2000)

EpoDBis: A database of genes that relate http://www.cbil.upenn.edu/EpoDB/index.html
to vertebrate red blood cells
(Erythropoiesis) (Stoeckert et al. 1999)

Expression Profiler tools for analysis and http://ep.ebi.ac.uk/
clustering of gene expression and
sequence data

Functional genomics sites http://www.ornl.gov/hgmis/publicat/hgn/hgnarch.html�fg
GeneCensus Genome Comparisons http://bioinfo.mbb.yale.edu/genome/

by encoded protein structures
Continued.



Table 10.1. Continued

E. Metabolism and regulation,a functional genomics (continued)

GENECLUSTER; Tamayo et al. (1999) http://www.genome.wi.mit.edu/MPR/software.html
GeneRAGE for sequence clustering and available from authors

domain detection; Enright and 
Ouzounis (2000)

GeneX: A Collaborative Internet Database http://www.ncgr.org/research/genex/
and Toolset for Gene Expression Data 

MetaCyc metabolic encyclopedia http://ecocyc.PangeaSystems.com/ecocyc/
(see EcoCyc)

Microarray guide: P. Brown lab http://cmgm.stanford.edu/pbrown/
Microarray project at NIH http://www.nhgri.nih.gov/DIR/LCG/15K/HTML/
Microarray software http://rana.lbl.gov/
microarrays.org: A new public source http://www.microarrays.org/

for microarraying information, tools,
and protocols

SMART: For the study of genetically http://smart.embl-heidelberg.de/
mobile protein domains
(Schultz et al. 2000)

SWISS-2DPAGE: Two-dimensional http://www.expasy.ch/ch2d/ 
polyacrylamide gel electrophoresis
database (Hoogland et al. 2000)

TIGR: Annotation and gene indexing http://www.tigr.org/tdb/tgi.shtml
resources, including analysis of the
transcribed sequences represented in
the public EST databases. 

WIT (What is there?): Interactive http://wit.mcs.anl.gov/WIT2/
metabolic reconstruction on the Web
(Overbeek et al. 2000)

Yeast (S. cerevisiae) transcriptome http://bioinfo.mbb.yale.edu/genome/
Yeast genome (S. cerevisiae) on a chip http://cmgm.stanford.edu/pbrown/yeastchip.html

a Identification of regulatory sequences is discussed in Chapter 8, and programs for analysis of eukaryotic promoters are listed in
Table 8.6 and on page 371.

F. Gene nomenclature, functional characterization, and genome database development

A. thaliana nomenclature http://www.arabidopis.org/links/nomenclature.html
Genome Annotation and Information http://www.cbil.upenn.edu/gaia2/gaia

Analysis GAIA (Bailey et al. 1998)
GeneQuiz: An integrated system for http://jura.ebi.ac.uk:8765/ext-genequiz//genequiz.html

large-scale biological sequence analysis
and data management (Andrade et al.
1999; Hoersch et al. 2000)

GFF (Gene-Finding Features):  http://www.sanger.ac.uk/Software/GFF/
Specification for describing genes 
and other features of genomics

GO (gene ontology) controlled vocabulary http://genome-www.stanford.edu/GO/
K2 system for support of distributed http://www.cbil.upenn.edu/

heterogeneous database and information
resource integration

Kleisli Project: A tool for broad-scale http://sdmc.krdl.org.sg/kleisli/
integration of databanks across the
Internet (see Chung and Wong 1999)

MAGPIE: Multipurpose Automated http://www.rockefeller.edu/labheads/gaasterland/gaasterland.html, 
Genome Project Investigation http://genomes.rockefeller.edu/magpie/index.html, 
Environment (Gaasterland and see http://magpie.genome.wisc.edu/tools.html
Sensen 1998)

Mendel Plant Gene Nomenclature Database http://genome-www.stanford.edu/Mendel/
RefSeq and LocusLink: A curated set of http://www.ncbi.nlm.nih.gov/LocusLink/refseq.html

reference sequences with map locations,
a foundation for functional annotation
of the human genome (Pruitt et al. 2000)

TAMBIS: A conceptual model of molecular http://img.cs.man.ac.uk/tambis/
biology and bioinformatics and methods
for querying the model (Baker et al. 1999)
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species E. coli K-12 that had been the subject of many years of genetic and biochemical
research. The identification of these genes allowed the investigators to construct some of
the biochemical pathways of the Hemophilus cell. The function of the other 42% of the
Hemophilus genes could not be identified, although some of them were similar to the 38%
of E. coli genes that were also of unknown function. Other unique sequences that appeared
to be associated with the ability of the organism to behave as a human pathogen were also
found.

The success of sequencing the Hemophilus genome in a relatively short time and with a
modest budget heralded the sequencing of a large number of additional prokaryotic organ-
isms (see Table 10.1A; de Bruijn et al. 1998). To date, the genomes of 31 of these species
have been sequenced. Organisms were selected for sequencing based on at least three cri-
teria: (1) They had been subjected to a good deal of biological analysis, e.g., E. coli and
Bacillus subtilis, and thus were model prokaryotic organisms; (2) they were an important
human pathogen, e.g., Mycobacterium tuberculosis (tuberculosis) and Mycoplasma pneu-
moniae (pneumonia); or (3) they were of phylogenetic interest. Analysis of the ribosomal
RNA molecules of prokaryotes and eukaryotes had led to the prediction of three main
branches in the tree of life represented by Archaea, the Bacteria, and the Eukarya.

For genome sequencing projects, organisms have been sampled from throughout the
tree (see Fig. 6.3, p. 243), including some that are in deeper branches of the tree and that
have growth properties reminiscent of an ancient environment. A summary of the genome
size and composition of a representative list of prokaryotes is given in Table 10.2.

As these genome sequences were collected, they were annotated. Annotation involves
identifying open reading frames in the genome sequence using the predicted protein as
query sequences in a database similarity search and then adding any significant matches to
the genome sequence entry in the sequence database. More sophisticated methods of

Prior to the sequenc-
ing of H. influenzae,
the first free-living
organism to be se-
quenced, a large num-
ber of viruses had been
sequenced. Many of
these organisms also
serve as model systems
for studying replica-
tion and gene expres-
sion. As an example,
the nucleotide se-
quence of bacterio-
phage lambda was
completed by Sanger
et al. (1982). A simple
way to retrieve se-
quences of viral and
other extrachromoso-
mal genetic elements
such as organelles is
through the National
Center for Biotechnol-
ogy Information
(NCBI) taxonomy
browser at http://
www.ncbi.nlm.nih.
gov/Taxonomy/tax-
onomyhome.html.

Table 10.2. Features of representative prokaryotic genomes

Genome size (Mbp) 
(no. protein-

Organism (reference) Phylogenetic group encoding genes) Novel functions

Escherichia coli (Blattner et al. 1997) Bacteria 4.6 (4288) model organism
Methanococcus jannaschii Archaea 1.66 (1682)a grows at high temperature  and 

(Bult et al. 1996) pressure and produces methane
Hemophilus influenzae Bacteria 1.83 (1743) human pathogen

(Fleischmann et al. 1995)
Mycoplasma pneumoniae Bacteria 0.82 (676) human pathogen that grows inside

(Himmelreich et al. 1996) cells; metabolically weak
Bacillus subtilis (Kunst et al. 1997) Bacteria 4.2 (4098) model organism
Aquifex aeolicus (Deckert et al. 1998) Bacteria 1.55 (1512)b ancient species, grows at high

temperature and can grow in
a hydrogen, oxygen, carbon
dioxide atmosphere in the
presence of only mineral salts

Synechocystis sp. (Kaneko et al. 1996a,b) Bacteria 3.57 (3168) ancient organism that produces
oxygen by light-harvesting; 
may have oxygenated atmosphere

The genome in each case is contained on a single circular DNA molecule except where noted. Another bacterial species, Deinococ-
cus radiodurans, has two chromosomes of sizes 2.6 and 0.4 Mbp and two additional elements of size 0.17 Mb and 46 Kbp
(http://www.tigr.org). Other bacterial species have linear chromosomes (for review, see Volff and Altenbuchner 2000).

a M. jannaschii has a small and a large extrachromosomal element.
b A. aeolicus has a single extrachromosomal element.
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searching for protein families described in Chapters 7 and 9 are also used for annotation.
In examining the results of such analysis, it is important to look for the method used, the
statistical significance of the result, and the overall degree of confidence in the alignments.
The analysis should be repeated if necessary. Annotation errors occur when the above cri-
teria are not followed (Kyrpides and Ouzounis 1999). Computational resources listed in
Table 10.1 can facilitate the analysis of bacterial genomes. GeneQuiz is an example of such
a resource. Also shown in Table 10.1A are Web sites that provide a complete annotation of
the prokaryotic genomes that have been sequenced.

Eukaryotic Genomes

In addition to having linear chromosomes within a nucleus, and differing from prokary-
otic genomes in this respect, eukaryotic genomes commonly have tandem repeats of
sequences and include introns in protein-coding genes.

Sequence Repeats

Because of the skewed base composition of regions that have repeats, they may be purified
by virtue of having different buoyant densities and are known as satellite DNA. The
sequences fall into different types, each with a different repeat unit of length 5–200 bp.
Most of this repetitive DNA is found near the centromere. Also found in eukaryotic
genomes are minisatellites made up of repeat units of up to 25 bp and microsatellites com-
posed of repeat units of 4 bp or less. Microsatellite repeats are found at the ends of eukary-
otic chromosomes at the telomeres, which in humans comprise hundreds of copies of a 6-
bp repeat TTAGGG.

In nondividing cells, a mixture of lightly and darkly stained chromosomal regions called
heterochromatin and euchromatin, respectively, are observed. The centromeric and
telomeric regions are located in the heterochromatin, which is in a compact configuration
and is thought not to be transcribed. Genes that are transcribed are located in the less com-
pact euchromatin, to which regulatory proteins have access (for review, see Brown 1999).

Transposable Elements

These elements can comprise a large proportion of the eukaryotic genome as repetitive
sequences. Transposable elements (TEs) are thought to play an important role in the evo-
lution of these genomes (Kidwell and Lisch 1997, 2000). TEs are DNA sequences that can
move from one chromosomal location to another faster than the chromosome can replicate.
Hence, TEs have the potential to increase in number until they comprise a large proportion
of the genome sequence, a feature already observed in many plants and animals. They
remain detectable in the genome until they blend into the background sequence by muta-
tion. The presence of these elements may be demonstrated using programs for detection of
low-complexity regions in sequences (see Chapter 6, p. 308). The percentage of genomes
that are composed of TEs is depicted in Figure 10.1. For example, more than one-third of
the human genome consists of interspersed repetitive sequences derived from TEs.

Eukaryotic TEs fall into two main classes according to sequence similarity and the
mechanism of transposition. Class I elements encode a reverse transcriptase and use RNA-
mediated mechanisms of transcription. There are three main subclasses of these TEs—the
long terminal repeat (LTR) retrotransposons, retroposons, and retrovirus-like elements
with LTRs. The LTR retrotransposons are related by genetic structure to retroviruses. The
retroposons include short (80–300 bp long) interspersed nuclear elements (SINES) and

Prokaryotic organisms
are included in the
Archaea and Bacteria
phylogenetic groups.

Centromeres hold new-
ly replicated daughter
chromosomes together
and serve as a point of
attachment for pulling
the chromosomes apart
during cell division.

Telomeres are neces-
sary for chromosomal
replication.
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long (6–8 kbp long) interspersed nuclear elements (LINES). The types of transposable ele-
ments that are present in high copy numbers in mammalian genomes are illustrated in Fig-
ure 10.2. Ten percent of the human genome comprises one particular family of the SINE
element, designated Alu (1.2 million copies) and 14.6% of one particular LINE designated
LINE1 (593,000 copies)(Smit 1996).

Vertebrate chromosomes have long (�300 kb) regions of distinct GC richness, repeat con-
tent, and gene density, designated isochores in a model of genome organization proposing
that genomes are made up of distinct segments of unique composition (Bernardi 1995).
Human and mouse chromosomal regions that have a low density of genes are AT-rich and
have more Alu or B1/B2 (SINES) than LINE1 elements, whereas the reverse is true for regions
that have a high gene density, and those regions are more GC-rich (Henikoff et al. 1997).

The other class of TEs, class II, is made up of elements that employ a DNA-based mech-
anism of transposition. The human genome contains about 200,000 copies of this class of
elements that probably predate human evolution (Smit 1996). Class II elements also include
the Activation-Dissociation (Ac-Ds) family in maize and the P element in Drosophila.

A third category of TEs has features of both class I and class II TEs. These miniature,
inverted repeat TEs (MITES) are 400 bp in length and were discovered in diverse flowering
plants where they are frequently associated with regulatory regions of genes. Hence, they
could be exerting an influence on regulation of gene expression (Kidwell and Lisch 1997).

The abundance of TEs in the genomes of humans, yeast, maize, and E. coli is illustrated
in Figure 10.3. The following features are apparent: (1) TEs are present in all of the chro-
mosomes, ranging from bacteria to humans, but their abundance varies; (2) TEs can com-

4000

3000

2000

1000

0

35%

>50%

15% 2% 1.8%
3.1%

Transposable elements

Other sequences

Species

G
en

o
m

e 
si

ze
 (M

b
p

)

Z.
mays

S.
cerevisiae

C.
elegans

A.
thaliana

D.
melanogaster

H.
sapiens

Figure 10.1. Percentages of representative genomes that are made up of transposable elements. The
genomes include those of humans, maize, the fruit fly Drosophila, the model plant Arabidopsis, the
nematode C. elegans, and budding yeast S. cerevisiae, respectively. (Adapted, with permission, from
Kidwell and Lisch 2000 [copyright Elsevier Science].)
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Figure 10.2. Transposable elements that produce high-copy-number interdispersed repeats in mam-
malian genomes. Shown are class of element, a representation of the structure, size of element plus, in
some cases, size of terminal repeats. � RNA polymerase II or III promoter;  �� long terminal repeat
(LTR); �, � inverted terminal repeats; RT reverse transcriptase. Parentheses above elements indicate
protein found in autonomous elements. (Redrawn, with permission, from Smit 1996 [copyright Else-
vier Science].)
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Figure 10.3. Comparison of genome composition in four genomes. (A) Human � T-cell receptor
locus on chromosome 7. V28 and V29.1 encode parts of the � T-cell receptor proteins that are joined
during development of the immune system (Rowen et al. 1996). TRY4, the gene for trypsinogen, and
TRY5, a pseudogene related to the trypsinogen family, are not related to the receptor sequence. Why
they are located here is not known. (B) Segment of yeast chromosome III (Oliver et al. 1992). (C, D)
50-kb fragments of the maize and E. coli chromosomes, respectively (SanMiguel et al. 1996; Blattner
et al. 1997). The maize repeats are LTR retrovirus-like elements (Fig. 10.2) that have inserted within
the last 3 million years (SanMiguel et al. 1998). (Redrawn, with permission, from Brown 1999 [BIOS
Scientific].)
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prise a large portion of the genomes of higher eukaryotes, both plants and animals. Thus,
only a small fraction of the genome of these organisms carries gene sequences.

Gene Structure Varies in Eukaryotes

Eukaryotic genes that encode proteins are interrupted by introns of varying length and
number. In S. cerevisiae (budding yeast), only a small fraction of the genes contain introns,
and there are a total of 239 introns in the entire genome. In contrast, in individual human
genes, introns may be present in numbers exceeding 100 and comprise more than 95% of
the gene. Introns can remain at a corresponding position in a eukaryotic gene for long
periods of evolutionary time. The origin of introns in eukaryotic genes is not understood
but has been accounted for by two models. The “introns-early” view proposes that introns
were used to assemble the first genes from sets of ancient conserved exons, whereas the
“introns-late” view proposes that introns broke up previously continuous genes by insert-
ing into them (Gilbert et al. 1997).

The intron structure of genes in a particular eukaryote is used for predicting the loca-
tion of genes of genome sequences. Other features of eukaryotic genes in a particular
organism that are useful for gene prediction include the consensus sequences at
exon–intron and intron–exon splice junctions, base composition, codon usage, and pref-
erence for neighboring codons. Computational methods described in Chapter 8 incorpo-
rate this information into a gene model that may be used to predict the presence of genes
in a genome sequence. Although not always correct, these methods provide a useful anno-
tation of a new genome sequence, and in combination with database similarity searches

Complex intron ar-
rangements are often
found. RNA of organ-
elles can have introns
with introns (Coperti-
no and Hallick 1993),
and nuclear genomes
can encode genes in
which one gene, in-
cluding introns, is
encoded within the
introns of a second gene
(see, e.g., Cawthon et
al. 1990).

Table 10.3. Number of genes predicted to encode proteins in model organisms and humans

Haploid genome size Predicted number
Organism Biological features (Mb) of genes

Arabidopsis thaliana plant with small genome; genes for metabolism, 130 �25,000a

development by hormones and cell-cell interactions
and environmental responses

Caenorhabditis elegans worm (nematode) genes for development by a unique 100 18,424
cell lineage, nervous system, and reproduction

Drosophila melanogaster fruit fly; model for developmental processes by 180 13,601
hormones and cell-cell interactions

Escherichia coli bacterium; genes for growth on external sources of  4.7 4,288
energy, transport of molecules through cell
membrane, metabolic pathways, and replication
as a single cell

Homo sapiens (human) duplicates many gene functions in other model 3 � 103 120,000b

organisms and in addition includes control of
higher brain functions

Saccharomyces cerevisiae budding yeast; genes for existence as a single-celled 13.5 6,241
organism with the basic structure and organization
of the eukaryotic cell

Examples of other model organisms that are to be sequenced include the mouse (Mus musculus), 3,300 Mb, and rice (Oryza sativa),
565 Mb.The mouse genome is a model for the human genome with which it shares a large amount of sequence homology and local
gene order. The rice genome is a model for the cereal crops such as wheat (Triticum aestivum, genome size 1,700 Mb). The cultivated
grasses all share similar genes, and cultivation has resulted in changes in the same genes (Paterson et al. 1995). Plant genomes in gen-
eral vary in genome size due to the presence of repetitive elements including the number of copies of haploid chromosomes. Wheat, for
example, has a hexaploid constitution (for review, see Devos and Gale 2000). The largest plant genomes are members of the Liliaceae
family (�87,000 Mb) (see Bennetzen 2000).

a Based on the annotation of chromosomes 2 and 4 (Kaneko et al. 1999; Lin et al. 1999).
b Based on analysis of 2,000,000 carefully indexed ESTs (Liang et al. 2000). This is higher than previous estimates based on annota-

tion of chromosome 22 (45,000).
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described below, provide an indication of the genetic potential of an organism. Numbers
of predicted genes estimated from the complete genome sequence of four model eukary-
otic organisms are given in Table 10.3. The number of predicted genes in E. coli is also
given for comparison. Due to the compact gene density in E. coli (see Fig. 10.3), there is
about one gene per kb of genome sequence. Yeast is about twofold less compact than E.
coli. Of the remaining genomes, C. elegans and A. thaliana have approximately the same
density of genes (one gene per 6 kb), Drosophila being the least dense (one gene per 14 kb).
One-sixth of the Drosophila sequence is composed of TEs and one-third is heterochro-
matic regions that do not include genes. Hence, in the euchromatic regions, the gene den-
sity in the Drosophila genome is one gene per 9 kb. Despite the fact that the lower number
of predicted genes in Drosophila is smaller than that of the other genomes, the amount of
functional diversity, as evidenced by protein family representation, is similar (Adams et al.
2000). Assessment of genome functional diversity is discussed in the following sections.

Pseudogenes

New gene functions are thought to be gained by duplication of an existing gene creating
two tandem copies. Functional differentiation then occurs between the copies by mutation
and selection. However, because most mutations are deleterious, and because only one
gene copy may be needed for function, there is a strong tendency of one copy to accumu-
late mutations that render the gene nonfunctional. Accordingly, pseudogenes are DNA
sequences that were derived from a functional copy of a gene but which have acquired
mutations that are deleterious to function (Li 1997). In Figure 10.3A, the pseudogene
TRY5 is similar to the nearby functional gene TRY4.

There is also a second type of pseudogene found in eukaryotic genomes called a pro-
cessed pseudogene. Processed pseudogenes are also derived from a functional gene, but
they do not contain introns and lack a promoter; hence, they are not expressed. The origin
of these pseudogenes is probably due to reverse transcription of the mRNA of the func-
tional gene and insertion of the cDNA copy into a new chromosomal location by a LINE1
(Fig. 10.2) reverse transcriptase (Weiner 2000).

SEQUENCE ASSEMBLY AND GENE IDENTIFICATION

As discussed in Chapter 2, sequencing of genomes depends on the assembly of a large
number of DNA reads into a linear, contiguous DNA sequence. The cost and efficiency of
this process has been greatly improved by automatic methods of sequence assembly, first
used for the sequencing of the bacterium H. influenzae (see Prokaryotic genome, p. 481).
This same method of assembly was also used, in part, to complete the sequencing of the
Drosophila (Myers et al. 2000) and human genomes in a timely manner.

As illustrated and explained in the Chapter 10 flowchart (p. 492), each genome sequence
is scanned for protein-encoding genes using gene models trained on known gene sequences
from the same organism. Methods of gene prediction in eukaryotic genomic DNA are dis-
cussed in Chapter 5 (for RNA-encoding genes) and Chapter 8 (for protein-encoding genes).

Identification of the function of protein-encoding genes is discussed in the Chapter 10
flowchart and in Chapter 7. For a new genome, each predicted gene is translated into a pro-
tein sequence; the collection of protein sequences encoded by the genome is the proteome
of the organism. As illustrated in Figure 10.4, left panel, every protein in the proteome is
then used as a query sequence in a database similarity search. Matching database sequences
are realigned with the query sequence to evaluate the extent and significance of the align-
ment, as described in Chapter 2.
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Screening the predicted protein sequences against an expressed sequence tag (EST)
library confirms the prediction and expression of the gene (see Adams et al. 2000). The col-
lective information on proteome function can then be further analyzed by self-comparison
to find duplicated genes (paralogs) and by a proteome-by-proteome comparison to iden-
tify orthologs, genes that have maintained the same function through speciation, and other
sequence and evolutionary relationships that are important for metabolic, regulatory, and
cellular functions. These proteome comparisons are described in the next section.

METHODS
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1. Genome sequences are assembled from DNA sequence fragments of approximate length 500 bp
obtained using DNA sequencing machines as described in Chapter 2. Chromosomes of a target
organism are purified, fragmented, and subcloned in fragments of size hundreds of kbp in bacterial
artifical chromosomes (BACs). The BAC fragments are then further subcloned as smaller fragments
into plasmid vectors for DNA sequencing (although the ends of BACs may also be sequenced as a way
to circumvent problems with sequence repeats; see Myers et al. 2000). Full chromosomal sequences
are then assembled from the overlaps in a highly redundant set of fragments by an automatic com-
putational method (Myers et al. 2000) or from the fragment order on a physical map.

2. Eukaryotic genomes comprise classes of repeated elements, including tandem repeats present in cen-
tromeres and telomeres, dispersed tandem repeats (minisatellites and macrosatellites), and interdis-
persed TEs. TEs can comprise one-half or more of the genome sequence. Analysis of sequence repeats
is discussed in Chapters 3 and 7. Identification of classes of repeated elements is aided by searchable
databases discussed in Chapter 7 (p. 309).

3. Gene identification in prokaryotic organisms is simplified by their lacking introns. Once the sequence
patterns that are characteristic of the genes in a particular prokaryotic organism (e.g, codon usage,
codon neighbor preference) have been found, gene locations in the genome sequence can be pre-
dicted quite accurately. The presence of introns in eukaryotic genomes makes gene prediction more
involved because, in addition to the above features, locations of intron–exon and exon–intron splice
junctions must also be predicted. Methods of gene prediction in prokaryotes and eukaryotes are dis-
cussed in Chapter 8.

4. Gene prediction methods involve training a gene model (e.g., a hidden Markov model or neural net-
work, see Chapter 8) to recognize genes in a particular organism. Due to variations in gene codon
preferences and splice junctions (see note 3, Fig. 10.3), a model must usually be trained for each new
genome.

5. Since gene prediction methods are only partially accurate (for review, see Bork 1999; see Chapter 8),
gene identification is facilitated by high-throughput sequencing of partial cDNA copies of expressed
genes (called expressed sequence tags or EST sequences). Presence of ESTs confirms that a predicted
gene is transcribed. A more thorough sequencing of full-length cDNA clones may be necessary to
confirm the structure of genes chosen for a more detailed analysis.

6. The amino acid sequence of proteins encoded by the predicted genes is used as a query of the protein
sequence databases in a database similarity search. A match of a predicted protein sequence to one or
more database sequences not only serves to identify the gene function, but also validates the gene pre-
diction. Pseudogenes, gene copies that have lost function, may also be found in this analysis. Only
matches with highly significant alignment scores and alignments (see Chapter 3, page 58) should be
included. The genome sequence is annotated with the information on gene content and predicted
structure, gene location, and functional predictions. The predicted set of proteins for the genome is
referred to as the proteome. Accurate annotation is extremely important so that others users of the
information are not misinformed. Procedures for searches starting with genome, EST, and cDNA
sequence are described in Chapter 8. Usually, not all query proteins will match a database sequence.
Hence, it is important to extend the analysis by searching the predicted protein sequence for charac-
teristic domains (conserved amino acid patterns that can be aligned) that serve as a signature of a
protein family or of a biochemical or structural feature (see note 17). A further extension is to iden-
tify members of protein families or domains that represent a structural fold using the computation-
al tools described in Chapter 9. This additional information also needs to be accurately described and
the significance established.

7. Microarray analysis provides a global picture of gene expression for the genome by revealing which
genes are expressed at a particular stage of the cell cycle or developmental cycle of an organism, or
genes that respond to a given environmental signal to the same extent. This type of information pro-
vides an indication as to which genes share a related biological function or may act in the same bio-
chemical pathway and may thereby give clues that will assist in gene identification.

8. Genes that are found to be coregulated either by a microarray analysis or by a protein two-dimen-
sional analysis should share sequence patterns in the promoter region that direct the activity of tran-
scription factors. The types of analyses that are performed are discussed in Chapter 8 (pp. 357–373),
and additional tools for analyzing coregulated genes are listed in Table 10.1E.
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9. As genes are identified in a new genome sequence, some will be found that are known to act
sequentially in a metabolic pathway or to have a known role in gene regulation in other organ-
isms. From this information, the metabolic pathways and metabolic activities of the organism
will become apparent. In some cases, the apparent absence of a gene in a well-represented path-
way may lead to a more detailed search for the gene. Clustering of genes in the pathway on the
genome of a related organism can provide a further hint as to where the gene may be located (see
note 20).

10. Individual proteins produced by the genome can be separated to a large extent by this method
and specific ones identified by various biochemical and immunological tests. Moreover, changes
in levels of proteins in response to an environment signal can be monitored in much the same
way as a microarray analysis is performed. Microarrays only detect untranslated mRNAs, where-
as a two-dimensional gel protein analysis detects translation products, thus revealing an addi-
tional level of regulation. Resources for analysis of regulation by this method are given in Table
10.1D.

11. Protein spots may be excised from a two-dimensional protein gel (see note 10) and subjected to
a combination of amino acid sequencing and cleavage analyses using the techniques of mass spec-
trometry and high-pressure liquid chromatography. Genome regions that encode these
sequences can then be identified and the corresponding gene located. A similar method may be
used to identify the gene that encodes a particular protein that has been purified and character-
ized in the laboratory. The computational methods are described in Chapter 7 (p. 295, FASTA
tools) and Table 10.1D.

12. Functional genomics involves the preparation of mutant or transgenic organisms with a mutant
form of a particular gene usually designed to prevent expression of the gene. The gene function is
revealed by any abnormal properties of the mutant organism. This methodology provides a way to
test a gene function that is predicted by sequence similarity to be the same as that of a gene of
known function in another organism. If the other organism is very different biologically (com-
paring a predicted plant or animal gene to a known yeast gene), then functional genomics can also
shed light on any newly acquired biological role. When two or more members of a gene family are
found (see notes 16 and 17), rather than a single match to a known gene, the biological activity of
these members may be analyzed by functional genomics to look for diversification of function in
the family.

13. Since the entire genome sequence is available, as each gene is identified, the relative position of the
gene will be known.

14. A map showing the location of each identified gene is made. These relative positions of genes can be
compared to similar maps of other organisms to identify rearrangements that have occurred in the
genome. Gene order in two related organisms reflects the order that was present in a common ances-
tor genome. Chromosomal breaks followed by a reassembly of fragments in a different order can
produce new gene maps. These types of evolutionary changes in genomes have been modeled by
computational methods (p. 512). Gene order is revealed not only by the physical order of genes on
the chromosome, but also by genetic analysis. Populations of an organism show sequence variations
that are readily detected by DNA sequencing and other analysis methods. The inheritance of genet-
ic diseases in humans and animals (e.g., cancer and heart disease), and of desirable traits in plants,
can be traced genetically by pedigree analysis or genetic crosses. Sequence variations (polymor-
phisms) that are close to (tightly linked) a trait may be used to trace the trait by virtue of the fact that
the polymorphism and the trait are seldom separated from one generation to the next. These linked
polymorphisms may then be used for mapping and identifying important genes.

15. A comparison is made in which every protein is used as a query in a similarity search against a
database composed of the rest of the proteome, and the significant matches are identified by a low
expect value (E�10�6 was used in a recent analysis by Rubin et al. [2000]). Since many proteins com-
prise different combinations of a common set of domains, proteins that align along most of their
lengths (80% identity is a conservative choice) are chosen to select those that have a conserved
domain structure.

16. A set of related proteins identified in step 15 is subjected to a cluster analysis in order to identify the
most closely related groups of proteins and to avoid domain-matching. This group of proteins is
derived from a gene family of paralogs that have arisen by gene duplication.

A more detailed analy-
sis of the relative
amount of sequence
variability in a chro-
mosomal region within
populations of closely
related species can re-
veal the presence of
genes that are under
selection. These regions
will not have the ex-
pected amount of vari-
ability given their link-
age: They are in a state
of linkage disequilibri-
um. An example is the
BRCA1 (breast cancer
1) gene of humans and
chimpanzees (Huttley
et al. 2000).
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17. Each protein in the predicted proteome is again used as a query of a curated protein sequence
database such as SwissProt in order to locate similar domains and sequences. The domain compo-
sition of each protein is also determined by searching for matches in domain databases such as
Interpro, described in Table 9.5. The analysis reveals how many domains and domain combinations
are present in the proteome, and reveals any unusual representation that might have biological sig-
nificance. The number of expressed genes in each family can also be compared to the number in
other organisms to determine whether or not there has been an expansion of the family in the
genome.

18. Comparative genomics is a comparison of all the proteins in two or more proteomes, the relative
locations of related genes in separate genomes, and any local groupings of genes that may be of func-
tional or regulatory significance.

19. Orthologs are genes that are so highly conserved by sequence in different genomes that the proteins
they encode are strongly predicted to have the same structure and function and to have arisen from
a common ancestor through speciation. To identify orthologs, each protein in the proteome of an
organism is used as a query in a similarity search of a database comprising the proteomes of one or
more different organisms. The best hit in each proteome is likely to be with an ortholog of the query
gene. In comparing two proteomes, a common standard is to require that for each pair of orthologs,
the first of the pair is the best hit when the second is used to query the proteome of the first. To find
orthologs, very low E value scores (E�10�20) for the alignment score and an alignment that includes
60–80% of the query sequence are generally required in order to avoid matches to paralogs. Although
these requirements for classification of orthologs are very stringent, a more relaxed set of conditions
will lead to many more false-positive predictions. In bacteria, the possibility of horizontal transfer of
genes between species also has to be considered (p. 508).

20. In related organisms, both gene content of the genome and gene order on the chromosome are like-
ly to be conserved. As the relationship between the organisms decreases, local groups of genes
remain clustered together, but chromosomal rearrangements move the clusters to other locations.
In microbial genomes, genes specifying a metabolic pathway may be contiguous on the genome
where they are coregulated transcriptionally in an operon by a common promoter. In other organ-
isms, genes that have a related function can also be clustered. Hence, the function of a particular
gene can sometimes be predicted, given the known function of a neighboring, closely linked gene.
Genomes are also compared at the level of gene content, predicted metabolic functions, regulation
as revealed by microarray analysis, and others. These comparisons provide a basis for additional
predictions as to which genes are functionally related. Gene fusion events that combine domains
found in two proteins in one organism into a composite protein with both domains in a second
organism are also found and provide evidence that the proteins physically interact or have a relat-
ed function.

21. Evolutionary modeling can include a number of types of analyses including (1) the prediction of
chromosomal rearrangements that preceded the present arrangement (e.g., a comparison of
mouse and human chromosomes), (2) analysis of duplications at the protein domain, gene, chro-
mosomal, and full genome level, and (3) search for horizontal transfer events between separate
organisms.

22. Due to the magnitude of the task, the earlier stages of genome analysis including gene predic-
tion and database similarity searches are performed automatically with little human intervention.
The genome sequence is then annotated with any information found without involving human
judgment. The types of genome analyses in the flowchart also provide many predictions and give
rise to many preliminary hypotheses regarding gene function and regulation. As more detailed
information is collected by laboratory experiment and by a closer examination of the sequence
data, this information needs to be linked to the genome sequence. In addition, the literature, past
and present, needs to be scanned for information relevant to the genome. A carefully crafted
database that takes into account the entire body of information should then be established. In
addition to information on the specific genome of interest, the database should include cross-
references to other genomes. To facilitate such intergenome comparisons, common gene vocab-
ularies have been proposed. This slow, expensive, and time-consuming phase of genome analysis
is of prime importance if the genome information is to be available in an accurate form for
public use.



496 ■ C H A P T E R  1 0

Genome
sequence

Predicted
genes

Proteome

Proteome
database

SwissProt
PDB sequences

Translated
ESTs

Database of
proteome 1

Database of
proteome 2

Cluster
Database

Database
similarity
search2

Search
of

clusters5

All-against-all
comparison

within
proteome1, 3

Protein
comparison

between
proteomes1, 4

Combined
database of
proteomes
1, 2, 3, ...

EST
database

Proteome Proteome

Translation

Proteome
1

Proteome
1

OR

OR

Proteome
2

Proteome
3

Proteome
1

Proteome
2

Proteome
2

Proteome

A.  Types of proteome analysis

Figure 10.4. Analysis of the proteome encoded by genomes. (A) Types of proteome analyses. (B)
Examples of database hits resulting from domain structure of proteins. (C) Cluster analysis of simi-
lar sequences. (D) Domain identification.

Notes:
1. Due to the large number of comparisons that must be made in these types of analyses (as many

as 20,000 by 20,000 sequences) and due to the volume of program output, the procedure must be
automated on a local machine using Perl scripts or a similar method and a database system. For
BLAST, setting an effective database size appropriate for each search and program is important
for obtaining a correct statistical evaluation of alignment scores. The bioperl project provides
valuable resources for this purpose (http://www.bioperl.org).
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2. Each protein encoded by the genome is used as a query in database similarity searches to identi-
fy similar database proteins, some having a known structure or function. Additional searches of
EST databases can be used to identify additional relatives of the query sequence. These searches
and evaluation of the alignment scores of matching sequences are described in Chapter 7.

3. An all-against-all analysis requires first making a database of the proteome. This database is then
sequentially searched by each individual protein sequence of the proteome using a rapid database
similarity search tool such as BLAST, WU-BLAST, or FASTA. The scoring systems of these pro-
grams vary and are described in Chapter 7. Note also that P values of WU-BLAST (Chervitz et al.
1998) are similar to E values of NCBI BLAST (Rubin et al. 2000) for values of P and E � 0.05.
This analysis generates a matrix of alignment scores, each with an E value and corresponding
alignment for each pair of proteins. Recall that the E value of an alignment score is the probabil-
ity that an alignment score as good as the one found would be observed between two random or
unrelated sequences in a search of a database of the same size. The lower the E value, the more
significant the alignment between a pair of matching sequences. In an all-against-all comparison
within one proteome, significantly matched pairs of sequences may be paralogs that originated
from a gene duplication event in this genome or the genome of an ancestor organism. Unique
proteins can be identified through their not matching any other protein. A conservative cutoff E
value (e.g., 10–6; Rubin et al. 2000) limits the matches to the most significant ones, which are then
clustered into families as described below and in the text.

4. To perform a between-proteome analysis, proteome databases are made for the known and pre-
dicted genes of two or more genomes. Both single (Chervitz et al. 1998) and combined proteome
databases may be made (Rubin et al. 2000). Each protein of one proteome is then selected in turn
as a query of the proteome of another organism or the combined proteome of a group of organ-

Amino acid alignment

(i)

Sequence number Typical range of P/E value7

1 (query)

2

3

4

5

—

<10–20

10–8 – 10–20

10–8 – 10–20

6 (query)

7

8

9

10

—

<10–20

10–8 – 10–20

10–8 – 10–20

<10–20

3 (query)

1,2

5

—

10–8 – 10–20

10–6 – 10–8

1 (query)

EST hits

—

<10–4

B.  Examples of database hits resulting from domain structure of proteins6

(ii)

(iii)

(iv)

10–6 – 10–8



498 ■ C H A P T E R  1 0

isms. As in an all-by-all protein comparison within a proteome, a matrix of alignment scores with
E values is made, and the most closely related sequences in the two organisms are identified. This
analysis can predict orthologs, i.e., proteins that have an identical function attributable to descent
of the respective genes from a common ancestor. The types of criteria used in bioinformatics to
define orthologs include (1) reciprocal database searches with one sequence as query give a best
hit of the other sequence (Tatusov et al. 1997); (2) the alignment of the sequences includes at least
80% of each sequence (Chervitz et al. 1998; Rubin et al. 2000); and (3) the sequences are clustered
when all matching sequences are subjected to a cluster analysis. The likelihood of orthology is also
increased if a set of orthologous pairs are linked together on the respective genomes. The types of
analyses are discussed further in the text.

5. The cluster search option is most useful for prokaryotic organisms. Each protein in the proteome
is used as a query of a database of protein clusters using the program COGNITOR (Table 10.1,
COGs entry). These clusters are composed of orthologous pairs of sequence defined by criterion
1, described in note 4. The database was made by performing an all-by-all genome comparison
across a spectrum of prokaryotic organisms and a portion of the yeast proteome (Tatusov et al.
2000). Orthologous pairs of sequence were then merged with clusters or orthologous pairs
(COGs) for multiple proteomes as described in the text. COGs have been linked to classes of bio-
chemical function (Tatusov et al. 1997). Hence, matching a query sequence to the COG can
potentially identify unique orthologs in another proteome that may have the same function. The
COGs database is designed to provide a preliminary indication of orthologous relationships that
can be tested by more detailed similarity searches, sequence alignments, and phylogenetic analy-
sis of the matching sequences.

6. Due to the modular nature of proteins, several types of matches may be identified in the all-
against-all and between-proteome comparisons. Each colored box represents a hypothetical con-
served domain that is matched in the search. The dotted box (sequence 5) represents a less simi-
lar domain that will not align as well. Highest-scoring matches corresponding to matching of
multiple domains present in the query and in the matched sequence ([i] and [ii], sequence pairs
1 and 2, 6 and 7, etc.). The alignment scores of these pairs should have extremely low E values. A
multidomain query protein will also match database proteins that have a single domain (as in
sequences 1 and 3, 6 and 8). Because only one domain is represented by the alignment, the align-
ment will in general be shorter and have a poorer (higher) E value score than a multidomain
alignment. The analysis will also identify matches of a query with a database protein that has two
or more copies of query sequence domain (sequence 10). Query sequences with a minimal
domain representation (ii) will not score particularly well with any sequence (sequence 3). Dupli-
cate comparisons generated by the method are eliminated. When only an EST library of an organ-
ism is available, the proteome may be compared to this library. However, since these databases
are generally not complete and any alignments are shorter, it is diffcult to compare these results
with the full proteome comparisons. From a biological standpoint, ESTs define expressed genes,
whereas proteomes are predicted genes.

7. WU-BLAST produces P scores and BLAST (NCBI) E scores where E � �ln (1 � P). For values
less than 0.05, E � P. The score ranges depicted in this column are hypothetical examples. The
choice of a �10–20 score is a conservative one for identification of orthologs that should have a
similar domain structure, as do the sequences in this example (see Chervitz et al. 1998; Rubin et
al. 2000). To define these groups, the distribution of hits below different thresholds should be
examined, as in the above references. The higher cutoff score for EST matches is used because the
search of an EST database may only produce short alignments.

8. Shown are two representations of the sequence relationships found in part B. In (i) the sequences,
color coded to represent domain structure, are represented by vertices on graph. In comparing
the graphic (i) and single linkage (ii) clusters, note that in (i) each sequence has multiple edges
representing links to related sequences, whereas in (ii) the sequences are only connected to one
branch on the outermost part of the tree.

9. The sequence alignments found above represent the presence of one or more conserved domains
in each cluster or group of clusters. These clusters are next analyzed for the presence of known
domains by searches of domain databases as described in Chapter 9. This analysis identifies the
number and types of domains that are shared between organisms, or that have been duplicated
in proteomes to produce paralogs.
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COMPARATIVE GENOMICS

Comparative genomics includes a comparison of gene number, gene content, and gene
location in both prokaryotic and eukaryotic groups of organisms. The availability of
complete genome sequences makes possible a comparison of all of the proteins encoded
by one genome, the proteome of that organism, with those of another. Because the
genome sequence provides both the sequence and the map location of each gene, both
the sequence and location can be compared. Sequence comparisons provide information
on gene relationships—the number of genes in two organisms that are so similar that
they must have the same function and evolutionary history—these genes are orthologs
(Fitch 1970). Map locations of orthologous genes may also be compared. If a set of genes
is grouped together at a particular chromosomal location, and if a set of similar genes is
also grouped together in the genome of another organism, these groups share an evolu-
tionary history.

Proteins may also be clustered into families on the basis of either sequence or struc-
tural similarity, as discussed in Chapter 9. Proteins are modular and often comprise sep-
arate domains. The number of protein sequences that are available is sufficient to deter-
mine that domain shuffling occurs in evolution—domains appear or disappear in
particular families, become combined to make new families, or else become separated
into two different proteins that are predicted to interact (Snel et al. 2000a). The com-
parisons of proteomes of different organisms can identify the type of domain changes
and also provide an indication as to what biological role they may have in a particular
organism.

The assortment and reassortment of protein domains takes place in individual
genomes. Proteins with new functions are produced by a gene duplication event in
which two tandem copies of a gene are produced (see Fig. 3.3, p. 55). Through mutation
and natural selection, one of the copies can develop a new function, leaving the other
copy to cover for the original function. However, because most mutations are deleteri-
ous to function, often one of the copies becomes a pseudogene. Not all gene duplications
are thought to have the above effects. Another scenario is that two duplicated genes both
undergo change, but interactions between the proteins stabilize the original function and
support the evolution of new ones (Force et al. 1999).

The processes of domain assortment and gene duplication produce families of pro-
teins in organisms. Following speciation, a newly derived genome will inherit the fami-
lies of ancestor organisms, but will also develop new ones to meet evolutionary chal-
lenges. Comparison of each of the proteins encoded by an organism with every protein,
an all-against-all comparison, reveals which protein families have been amplified and
what rearrangements have occurred as steps in the evolutionary process. When two or
more proteins in the proteome share a high degree of similarity because they share the
same set of domains (illustrated in Fig. 10.4B), they are likely to be paralogs (Fitch 1970),
genes that arose by gene duplication events. Proteins that align over shorter regions
share some domains, but also may not share others. Although gene duplication events
could have created such variation, other rearrangements may have also occurred, blur-
ring the evolutionary history.

The following sections describe methods to compare prokaryotic and eukaryotic
genomes for orthologs and paralogs. It is important to keep in mind the predictive
nature of these types of analyses. Decisions about gene relationships depend on careful
manual inspection of sequence alignments (Huynen et al. 2000).
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Proteome Analysis

All-against-all Self-comparison Reveals Numbers of Gene Families and
Duplicated Genes

A comparison of each protein in the proteome with all other proteins distinguishes
unique proteins from proteins that have arisen from gene duplication, and also reveals the
number of protein families. The domain content of these proteins may also be analyzed.
One type of all-against-all proteome comparison is described in Figure 10.4A, second
panel. In this analysis, each protein is used as a query in a similarity search against the
remaining proteome, and the similar sequences are ranked by the quality and length of
the alignments found. The search is conducted in the manner described in Chapter 7,
with each alignment score receiving a statistical evaluation (P or E value). As shown in
Figure 10.4B, a match between a query sequence and another proteome sequence with the
same domain structure will produce a high-scoring, highly significant alignment. These
proteins are designated paralogs because they have almost certainly originated from a
gene duplication event. Lower-scoring, less significant alignments may have identified
proteins that share domains but not the high degree of sequence similarity that is appar-
ent in the best-scoring alignments. These may also be paralogs, but they may also have a
complicated history of domain shuffling that is difficult to reconstruct.

Cluster analysis. To sort out relationships among all of the proteins that are found
to be related in a series of searches of the types shown in Figure 10.4B, they are subjected
to a clustering analysis shown in Figure 10.4C. Only the relationships revealed by the
hypothetical set of searches illustrated in part B are shown. Some of the proteins may have
other relationships, which are not depicted in order to simplify the example.

Clustering organizes the proteins into groups by some objective criterion. One criteri-
on for a matching protein pair is the statistical significance of their alignment score (the
P or E value from BLAST searches). The lower this value, the better the alignment. There
will be a cutoff P or E value at which the matches in the BLAST search are no longer con-
sidered significant. A value of P or E � 0.01–0.05 is usually the point at which the align-
ment score is no longer considered to be significant in order to focus on a more closely
related group of proteins. A second criterion for clustering proteins is the distance
between each pair of sequences in a multiple sequence alignment. The distance is the
number of amino acid changes between the aligned sequences.

Clustering by making subgraphs. Figure 10.4 indicates two ways of clustering relat-
ed sequences based on the above criteria. Part (i) is a graph in which each sequence is a
vertex and each pair of sequences that is matched with a significant alignment score is
joined by an edge that is weighted according to the statistical significance of the alignment
score. One way to identify the most strongly supported clusters is simply to remove the
most weakly supported edges in the graph, in this case the alignments with the highest P/E
scores (dotted edges). As weaker and weaker links are removed, the remaining combina-
tions of vertices and edges represent most strongly linked sequences. This type of analy-
sis was performed on an initial collection of E. coli genes by Labedan and Riley (1995).
Their analyses revealed that E. coli genes clustered in this manner encode proteins already
known to belong to the same broad functional category, EC number, or to have a similar
physiological function. For another approach to identify orthologs in microbial genes, see
Bansal (1999).

Another method for clustering similar sequences that are likely to be paralogs is
described in Rubin et al. (2000). In this method, edges of E value � 1 � 10–6 are removed.
The remaining graph is then broken down into subgraphs comprising sequences that
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share a significant relationship to each other but not to other sequences. The criterion
chosen is that the group should mutually share at least two-thirds of all of the edges from
this group to all proteins in the proteome. If two proteins A and B share a domain but do
not share another domain in A, and if A shares this other domain with a number of other
sequences, the algorithm would tend not to cluster A with B (Rubin et al. 2000). Thus, the
algorithm favors the selection of proteins with the same domain structure reflecting that
these proteins are the most likely ones to be paralogs.

Clustering by single linkage. A second method for clustering related sequences is
shown in Figure 10.4C, part (ii). This method is based on the distance criterion for
sequence relationships described above. First, a group of related sequences found in the
all-against-all proteome comparison is subjected to a multiple sequence alignment usual-
ly by CLUSTALW (Chapter 4, p. 154). A distance matrix that shows the number of amino
acid changes between each pair of sequences is then made. This matrix is then used to
cluster the sequences by a neighbor-joining algorithm. This procedure and the algorithms
are the same as those used to make a phylogenetic tree by the distance methods, described
in Chapter 8. These methods produce a tree (Fig. 10.4C, part ii, left) or a different repre-
sentation of the tree called a dendrogram (Fig. 10.4C, part ii, right), that minimizes the
number of amino acid changes that would generate the group of sequences. The tree is
also defined as a minimum spanning tree (Duran and Odell 1974). The tree and dendro-
gram cluster the sequences into the most closely related groups. Branches joining the least
related sequences may be removed, thus leaving two sub-trees with a small group of
sequences. As smaller groups are chosen, the most strongly supported clusters are likely
to be made up of paralogs. However, it is not easy to distinguish sequences that are par-
alogs, i.e., share several domains, from those that share domains but that also share other
domains with more distantly related sequences without inspection of the alignments.
GeneRage (Table 10.1E) provides an automatic system for classifying protein data sets by
means of an iterative refinement approach using local alignments, matrix methods, and
single-linkage clustering.

Core proteome. The above types of all-against-all analyses provide an indication as to
the number of protein/gene families in an organism. This number represents the core pro-
teome of the organism from which all biological functions have diversified. A representa-
tive sample is shown in Table 10.4.

In Hemophilus, 1247 of the total number of 1709 proteins do not have paralogs (Rubin
et al. 2000). The core proteomes of the worm and fly are similar in size but with a greater
number of duplicated genes in the worm. It is quite remarkable that the core proteome of
the multicellular organisms (worm and fly) is only twice that of yeast.

Table 10.4. Numbers of gene families and duplicated genes in model organisms (Rubin et al. 2000)

Organism Total number of genes Number of gene familiesa Number of duplicated genesb

Hemophilus influenzae (bacteria) 1709 1425c 284
Saccharomyces cerevisiae (yeast) 6241 4383 1858
Caenorhabditis elegans (worm) 18,424 9453 8971
Drosophila melanogaster (fly) 13, 600 8065 5536

a The number of clustered groups in the all-against-all analysis using the algorithm described in the text. This number represents the
core proteome of the organism.

b Count of number of duplicated genes within the protein family clusters.
c 178 families have paralogs.



G E N O M E  A N A L Y S I S ■ 503

Between-proteome Comparisons Identify Orthologs, 
Gene Families, and Domains

Comparisons between proteomes of organisms are illustrated by the third panel in Figure
10.4A. In this analysis, each protein in the proteome is used as a query in a database simi-
larity search against another proteome or combined set of proteomes. When the proteome
of an organism is not available, an EST database may be searched for matches, but the type
of search is less informative than a full-genome comparison (see below). As in the all-
against-all search for paralogs, the search should identify highly conserved proteins of sim-
ilar domain structure and other similar proteins that show variation in the domain struc-
ture as illustrated in Figure 10.4B. A pair of proteins in two organisms that align along
most of their lengths with a highly significant alignment score are likely to be orthologs,
proteins that share a common ancestry and that have kept the same function following
speciation. These proteins perform the core biological functions shared by all organisms,
including DNA replication, transcription, translation, and intermediary metabolism. They
do not include the proteins unique to the biology of a particular organism.

Other matching sequences in this class could also be orthologs, but could also represent
a match between a sequence in proteome A to a paralog of a true ortholog of the sequence
in proteome B. In one method designed to identify true orthologs, the most closely relat-
ed pairs of sequences in proteomes A and B are identified. Two proteins, X in proteome A
and Y in proteome B, are predicted to be an orthologous pair if reciprocal searches of pro-
teome A with Y and proteome B with X each produce the highest-scoring match with the
other protein. Furthermore, the E value for each alignment should be � 0.01 and the align-
ment should extend over 60% of each protein (Huynen and Bork 1998).

In another method to identify the mostly closely related sequences in different pro-
teomes, Chervitz et al. (1998) kept only matched sequences with a very conservative P
value for the alignment score. The steps for identifying a group of related sequences
between the yeast and worm proteomes were as follows:

1. Choose a yeast protein and perform a database similarity search of the worm proteome
using WU-BLAST, a yeast-versus-worm search.

Grouping Sequences

The problem of deciding which sequences to include in the same group or cluster and
which to separate into different groups or clusters is a recurring one. The conservative
approach is to group only very similar sequences together. However, in making a con-
servative multiple sequence alignment with only very alike sequences, it is not possible
to analyze the evolutionary divergence that may have occurred in a family of proteins.
Furthermore, if a matrix or profile model is made from this alignment, that model will
not be useful for identifying more divergent members of a family. The adventurous
approach is to choose a set of marginally alignable sequences to pursue the difficult task
of making a multiple sequence alignment and then to make profile models that may
recognize divergence but will also give false predictions. The best method to choose is
somewhere between the conservative and adventurous methods. Divergence is neces-
sary, but the sequences chosen should be clearly related based on inspection of each
pair-wise alignment and a statistical analysis. Clustering analyses of the sequences can
also be useful. Questionable sequences can be left out of the analysis at one stage and
added in a second to determine what effect they have on the model.
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2. Group the worm sequences that match the yeast query sequence with a high P value
(10 –10 to 10 –100) and include the yeast query sequence in the group.

3. From the group in proteome B, choose a worm sequence and make a search of the yeast
proteome, using the same P value limit as in step 2.

4. Add any matching yeast sequence to the grouping made in step 2.

5. Repeat steps 3 and 4 for all initially matched worm sequences.

6. Repeat steps 1–5 for every yeast protein.

7. Perform a comparable worm-versus-yeast analysis as outlined in steps 1–6.

8. Coalesce the groups of related sequences and remove any redundancies so that every
sequence is represented only once.

9. Eliminate any matched pairs in which less than 80% of each sequence is in the align-
ment.

The above steps locate groups of highly related sequences in two proteomes based on
high-scoring alignments among the group. These groups are then subjected to the single
linkage cluster analysis described above and illustrated in Figure 10.4C. The analysis cre-
ates a multiple sequence alignment and a tree/dendrogram representation of sequence
relationships very similar to that produced in a phylogenetic analysis. Orthologs appear as
nearest neighbors on the tips of this tree.

The results of the above analysis with the yeast and worm proteomes are shown in Table
10.5. The numbers of sequence groups decrease about fivefold as the stringency of the E
value of the required scores decreases from 10�10 to 10�100, and a similar effect is observed
for the subcategories shown in the table. Given that these sequences also align to the extent
of 80%, they represent highly conserved sets of genes.

Clusters of orthologous groups. As described above, a pair of orthologous genes in two
organisms share so much sequence similarity that they may be assumed to have arisen
from a common ancestor gene. When entire proteomes of the two organisms are available,
orthologs may be identified. Using the protein from one of the organisms to search the
proteome of the other for high-scoring matches should identify the ortholog as the high-
est-scoring match, or best hit. However, in many cases, each of the orthologs belongs to a
family composed of paralogous sequences related to each other by gene duplication events.
Hence, in the above database search, the ortholog will not only match the orthologous
sequence in the second proteome but also these other paralogous sequences. The objective
of the clusters of orthologous groups (COG) approach is to identify all matching proteins
in the organisms, defined as an orthologous group related by both speciation and gene
duplication events. Related orthologous groups in different organisms are then clustered
together to form a COG that will include both orthologs and paralogs. These clusters cor-

Table 10.5. Numbers of closely related yeast and worm sequences 

Cut-off P value � 10�10 � 10�20 � 10�50 � 10�100

Total number of sequence groups 1171 984 552 236
Number of groups with more than 560 442 230 79

two members
Number and percent of all yeast 2697 (40) 1848 (30) 888 (14) 330 (5)

proteins (6217) represented in
groups

Number and percent of all worm 3653 (19) 2497 (13) 1094 (6) 370 (2)
proteins represented in groups

Adapted, with permission, from Chervitz et al. 1998 (copyright AAAS).
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respond to classes of metabolic function. A database produced by analysis of the available
microbial genomes and part of the yeast genome has been made, and a newly identified
microbial protein may be used as a query to search this database (see Table 10.1D). Any
significant matches found will provide an indication as to the metabolic function of the
query protein (Tatusov et al. 1997).

To produce COGs, similarity searches were performed among the proteomes of phy-
logenetically distinct clades of prokaryotes (see Fig. 6.3, p. 243 for a tree). Orthologous
pairs were first defined by the best hits in reciprocal searches. A cluster of three orthologs
in three different species was then represented as a triangle on a diagram. Some triangles
included a common side, representing the presence of the same orthologous pair in a
comparison of four or more organisms. Triangles with this feature were merged into a
cluster similar in appearance to Figure 10.4C(i). Paralogs defined by sets of three match-
ing sequences in the selected organisms were also added to these clusters. Paralogs may
include a best hit or a high-scoring match of one of the sequences by another, but the
reciprocal match can have low similarity that does not have to be significant (Koonin et
al. 1998). Sixty percent of the original set of 720 COGs does not include paralogs, or
includes paralogs from one lineage only, suggesting that there has not been extensive
duplication of this group.

Some of the clusters defined in this manner include proteins having a different domain
structure, as illustrated in Figure 10.4B. In other cases, examination of sequence similarity
between some pairs of paralogs reveals that a particular paralog has disappeared in a par-
ticular lineage. The affected COGs have been modified to reflect more accurately the
domain organization of proteins and loss of paralogs. Finally, some additional COGs not
represented in the data set were produced by single linkage cluster analysis as described in
Figure 10.4C and in the above sections (Tatusov et al. 1997). The proteins encoded by 13
prokaryotic organisms have been analyzed for COG relationships (Koonin et al. 1998). A
COG analysis provides an initial assessment of the genome composition of prokaryotic
organisms and should be followed by a more detailed analysis as described above for the
worm and yeast genomes.

Comparison of proteomes to EST databases of an organism. For many eukaryotic
organisms, the complete genome sequence is not available. What is available for some of
these organisms is a large collection of EST sequences obtained by random sequencing of
cDNA copies of cell mRNA sequences. These sequences are single DNA sequence reads
that contain a small fraction of incorrect base assessments, insertions, and deletions. Many
sequences arise from near the 3� end of the mRNA, although every effort is usually made
to read as far 5� as possible into the upstream portion of the cDNA. Because not all of the
genes may be expressed in the tissues chosen for analysis, the library will often not be com-
plete. EST libraries are useful for preliminary identification of genes by database similarity
searches as described in Chapter 7. A more detailed analysis may then be made by cloning
and sequencing the intact cDNA.

An EST database of an organism can be analyzed for the presence of gene families,
orthologs, and paralogs. A protein from the yeast or fly proteome, for example, can be used
as a query of a human EST database by translating each EST sequence in all six possible
reading frames. The program TBLASTN is frequently used for this purpose. The TFASTX
and TFASTY programs are designed to accommodate the errors inherent in EST sequences
(p. 295). The limitations to whole-proteome searches against EST libraries are that the
short length of the translated EST sequence (the equivalent of 100–150 amino acids) will
only match a portion of the query protein; for example, a domain or part of domain as
illustrated in Figure 10.4B. Hence, it is not possible to impose the requirement of align-
ment with 60–80% of the query sequence that greatly improved the prediction of
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orthologs. Predictions of EST relationships can be improved by identifying overlapping
EST sequences so that a longer alignment can be produced, as discussed in Chapter 7.
Another method is to perform an exhaustive search for a protein family, described next.

Searching for orthologs to a protein family in an EST database. Searches of EST
databases for matches to a query sequence routinely produce large amounts of output that
must be searched manually for significant hits. Retief et al. (1999) have described an auto-
matic method utilizing a computer script, FAST-PAN, that scans EST databases with mul-
tiple queries from a protein family, sorts the alignment scores, and produces charts and
alignments of the matches found. An example of using this method is shown in Figure
10.5. A chart showing the E value, percent identity, fraction of query sequence matched,
and type of query matched (color coded) is shown in Figure 10.5A.

In an example by Retief et al. (1999), the large family of known glutathione transferase
proteins was first subjected to multiple sequence alignment, and a phylogenetic tree was
made by distance methods to identify classes of proteins within the family. These proteins
represented a broad range of phylogenetic context and included classes with sometimes
less than 20% identity. The object was to choose class representatives for a similarity search
of mammalian EST databases for paralogs and to decide which of these sequences were
orthologs.

A computer script is a
set of computer com-
mands that are placed
in a disk file. When the
script is run, the com-
mands are executed in
the order given by the
script. For example, the
script may include col-
lecting EST sequence
by FTP, analyzing
them by TBLASTN or
TFASTY, collecting the
alignment scores, or-
dering them, and mak-
ing charts. The Perl
programming lan-
guage is used for pro-
ducing such scripts.
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Figure 10.5. Prediction of paralogs and orthologs by searches of EST databases by gene panning (Retief et al. 1999). In this
analysis, one class of glutathione transferase family members was used as queries to search mammalian EST databases for high-
ly significant matches using TFASTY3 (Chapter 7). FAST_PAN is a Perl-script program (see Table 10.1D) that automatically
searches EST databases as they are updated and compiles the results of the search. (A) Display of protein class matched (color),
log Expect value (height of bar), length of query sequence matched (height of color bar), and percent identity (position of hor-
izontal line in bar) on one graph as produced by FAST_PAN. Note that the log scales clearly reveal the lowest E value and high-
est identity matches. Shown are matches of two mouse ESTs to a query sequence. (B) Example of phylogenetic analysis to pre-
dict orthologs between species (bracketed). Amino acid sequences of ESTs in the matched regions were aligned, and this
alignment was then used to direct an alignment of the EST codons. A phylogenetic tree was produced by the aligned EST
sequences by the maximum likelihood method using the program DNAML in the PHYLIP package. As discussed by the
authors, this method allows researchers to search rapidly and easily through EST databases to identify matching sequences and
to examine the quality of the alignments found. In this example, a large number of glutathione transferase members were used
as queries, allowing an exhaustive search of the EST database for representative family members. (Redrawn, with permission,
from Retief et al. 1999.)
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A novel feature of these searches was to use a lower-scoring PAM matrix to search for
paralogs of a recently evolved group of sequences. Use of an appropriate PAM matrix that
matches the expected evolutionary separation of a group of sequences provides an
improved higher-scoring alignment, as described in detail in Chapter 3 (p. 82). ESTs with
a high percent identity with the query sequence, a long alignment with the query sequence,
and a very low E value of the alignment score represent groups of paralogous and orthol-
ogous genes. To identify orthologs as the most closely related sequence, ESTs were aligned
using the amino acid alignment as a guide, and a phylogenetic tree was produced by the
maximum likelihood method. This method, described in Chapter 6 (see flowchart for
Chapter 6), is suitable for a divergent but recently evolved group of sequences. The pre-
dicted tree shown in Figure 10.5B predicts those pairs of sequences that are likely to be
orthologous.

Family and Domain Analysis

As shown in the flowchart (p. 492), gene identification of predicted proteins in the genome
is designed to discover the metabolic features of an organism. An important feature of pro-
teins discussed in Chapter 9 is their organization into domains that represent modules of
structure and function. Different proteins are mosaics of domains that occur in different
combinations in a given protein. In a particular organism or group of organisms, one par-
ticular domain can be expanded to perform a particular function. Comparison of the
domain content of an entire proteome with that of another proteome can reveal the bio-
logical roles of diverse domains in different organisms. Extensive comparisons for both
prokaryotic and eukaryotic genomes have been performed (Chervitz et al. 1998; Huynen
and Bork 1998; Rubin et al. 2000). A descriptive list of protein domain databases that may
be used for such an analysis is given in Table 9.5. In a detailed analysis of the fly, worm,
and yeast proteomes, 744 families and domains were common to all three organisms. More
than 2000 fly and worm proteins are multidomain proteins, compared to about one-third
this number in yeast (Rubin et al. 2000). Tekaia et al. (1999) have introduced the concept
of a genome tree. A tree or dendrogram based on the proportion of proteins in one organ-
ism that is shared by another organism is produced by the single linkage clustering method
described in Figure 10.4C.

Ancient Conserved Regions

Phylogenetically diverse groups of organisms have been analyzed for the presence of con-
served proteins and protein domains that have been conserved over long periods of evolu-
tionary time, called ancient conserved regions or ACRs (Green et al. 1993). The method
involves database similarity searches of the SwissProt database with human, worm, yeast,
or E. coli genes and identification of matches with sequences from a different phylum than
the query sequence. An analysis of ACRs that predate the radiation of the major animal
phyla some 580–540 million years ago suggested that 20–40% of coding sequences are
ACRs. For example, a search with 1916 E. coli proteins detected 266 ACRs found in 439
sequences, roughly one-quarter of the SwissProt database. These ACRs may represent
proteins present at the time of the prokaryotic–eukaryotic divergence.

With the later addition of complete genome sequences of phylogenetically diverse
prokaryotic organisms, the number of ACRs may be estimated by the proportion of genes
that match database sequence of known function. For the hyperthermophilic archaea Pyro-
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coccus hirokoshii (Kawarabayasi et al. 1998), this proportion was 20%, perhaps represent-
ing an ancient set of prokaryotic ACRs. COGs described above represent sets of proteins
that are conserved across distant phylogenetic lineages. For 11 prokaryotic genomes, the
proportion of genes represented in COGs is approximately 50% (Koonin et al. 1998), and
other studies suggest that as many as 70% of prokaryotic genomes contain ACRs (Koonin
and Galperin 1997). However, one needs to take into account that horizontal transfer of
genetic material discussed below increases the sharing of genes by different lineages of
prokaryotes.

Horizontal Gene Transfer

The genomes of most organisms are derived by vertical transmission, the inheritance of
chromosomes from parents to offspring from one generation to the next. However, in
rare instances, genomes may also be modified by horizontal (sometimes called lateral)
gene transfer (HT), the acquisition of genetic material from a different organism. The
transferred material then becomes a permanent addition to the recipient genome.
Although these exchanges do not occur very often on a generation-to-generation basis, a
significant number can occur over a period of hundreds of millions of years. An extreme
example is the proposed endosymbiont origin of mitochondria in eukaryotic cells and
chloroplasts in plants. The endosymbiont theory proposes that these organelles were
transferred from free-living bacteria to another organism with which they shared a sym-
biotic relationship (see Chapter 6 in Brown 1999).

Horizontal gene transfer is a significant source of genome variation in bacteria (for
review, see Ochmann et al. 2000), allowing them to exploit new environments. Such
transfer is rendered possible by a variety of natural mechanisms in bacteria for transfer-
ring DNA from one species to another. Detection of HT is made possible by the fact that
each genome of each bacterial species has a unique base composition. Hence, transfer of
a portion of a genome from one organism to another can generally be detected as an
island of sequence of different composition in the recipient. If the amino acid composi-
tion of transferred genes is typical, these islands may be detected by a codon usage analy-
sis as described in Chapter 8. Very ancient transfers may not be detectable because the
base composition and codon usage of the transferred DNA will eventually blend into
those of the recipient organism. The time of transfer of DNA may be estimated by the
degree to which the composition of the HT DNA has blended into that of the recipient
genome. Comparisons of completely sequenced bacterial genomes have revealed that they
are mosaics of ancestral and horizontally transferred sequences. The proportion of the
genome due to HT sequences also varies considerably roughly in proportion to genome
size. A total of 12.8% of the genome of E. coli is due to HT DNA (the highest level found),
whereas it is 0.0% in Mycoplasma genitalium, whose genome is less than one-quarter the
size of that of E. coli. Mycoplasma have lost many of the genes needed to be a free-living
organism and instead depend on nutrients provided by the interior of the host cell.
Hence, these organisms would not be expected to carry any extra unnecessary genetic
baggage. HT DNA contributes in a major way to the disease-producing ability of
pathogenic bacteria, and this DNA frequently has flanking direct repeats characteristic of
transposable elements. Note that when genes are clustered on the chromosome of the
donor organism (described below), the recipient organism may gain an entire metabolic
pathway from another by means of horizontal transfer. Hence, clustering in combination
with horizontal transfers provides an evolutionary mechanism for altering metabolic
pathways in diverse organisms.
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FUNCTIONAL CLASSIFICATION OF GENES

Once sequences have been annotated, a useful next step is to classify the annotated genes
by function. Genes that are significantly similar in an organism, i.e., paralogous sequences,
frequently are found to have a related biological function. This discovery follows the
expected origin of paralogs by gene duplication events, leaving one copy to perform the
original function and producing a second copy to develop a new function not too distant
from the original one under evolutionary selection. An early classification scheme for eight
related groups of E. coli genes included categories for enzymes, transport elements, regula-
tors, membranes, structural elements, protein factors, leader peptides, and carriers. Nine-
ty percent of E. coli genes related by significant sequence similarity fell into these same
broad categories (Labedan and Riley 1995).

The Enzyme Commission numbers formulated by the Enzyme Commission of the
International Union of Biochemistry and Molecular Biology provide a detailed way to clas-
sify enzymes based on the biochemical reactions they catalyze (Webb 1992; Tipton and
Boyce 2000). The designation ECa.b.c.d gives the following information: (a) one of six
main classes of biochemical reactions, (b) the group of substrate molecule or the nature of
chemical bond that is involved in the reaction, (c) designation for acceptor molecules
(cofactors), and (d) specific details of the biochemical reaction. Using this system to com-
pare sequence-related pairs of E. coli genes, Labedan and Riley (1995) found that 70% of
them shared the first two EC designators (a and b) in the annotation of the corresponding
genes, thereby indicating that they catalyze biochemically similar reactions. A third mea-
sure of functional similarity is based on a physiological characterization of E. coli proteins
into 118 possible categories (e.g., DNA synthesis, TCA cycle, etc.) (Riley 1993). Approxi-
mately one-quarter of E. coli genes fall into the same category by this scheme.

An alternative approach to classification of genes that encode enzymes is to examine
relationships among multiple enzymes that perform the same biochemical function in the
same organism. Although catalyzing the same reaction, these enzymes showed variations
in metabolic regulation of their activity. More than one-half of multiple enzymes in E. coli
share significant sequence similarity; i.e., they are paralogs. However, the remainder do not
share any sequence similarity. Either they were acquired by horizontal transfer from anoth-
er bacterial species or the two enzymes were formed by convergent evolution from two dif-
ferent genetic starting points (Riley 1998). Accordingly, sequence similarity is frequently a
good indicator of related biochemical function, but two enzymes that perform the same
biochemical task may not share sequence similarity of evolutionary history.

Other functional classification schemes for genes include a broader category for genes
involved in the same biological process, e.g., a three-group scheme for energy-related,

Gene Annotation

Accurate annotation of genome sequences is an important first step in genome analy-
sis. As described earlier, annotation is based on finding significant alignment to
sequences of known function in database similarity searches. Matches of lesser signifi-
cance provide only a tentative or hypothetical prediction and should be used as a work-
ing hypothesis of function (see Kyrpides and Ouzonis 1999). Computational tools such
as MAGPIE and GENEQUIZ described below are designed to assist with accurate
genome annotations.
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information-related, and communication-related genes has also been used. By this scheme,
plants devote more than one-half of their genome to energy metabolism, whereas animals
devote one-half of their genome to communication-related functions (Ouzounis et al.
1996). Another scheme, described below, is to identify proteins that physically interact in
a structure or biochemical pathway.

A system for functional annotation of the yeast genome has also been produced (Cher-
ry et al. 1997) and used in a comparison of the yeast and worm proteomes (see SGD, Table
10.4B) (Chervitz et al. 1998). D. melanogaster genes were classified using the Gene Ontol-
ogy (GO) classification scheme (Adams et al. 2000), a collaboration among yeast, fly, and
mouse informatics groups to develop a general classification scheme useful for several
genomes (see GO site, Table 10.1F). This classification scheme provides a description of
gene products based on function, biological role, and cellular location.

GENE ORDER (SYNTENY) IS CONSERVED ON CHROMOSOMES OF RELATED
ORGANISMS

Two species that have recently diverged from a common ancestor might be expected to
share a similar set of genes and also similar chromosomes with these genes positioned
along the chromosomes in the same order. Over evolutionary time, the sequence of each
pair of genes will slowly diverge, as the species diverge and other changes such as gene
duplication and gene loss change the gene content. In addition, the order of genes also
changes over evolutionary time as a result of chromosomal rearrangements. These rear-
rangements may be modeled by occasional chromosomal breaks, random with respect to
chromosomal location, and by random rejoining of the fragments by a DNA repair mech-
anism. Rearrangements may be analyzed by comparing the location of orthologs, genes of
highly conserved sequence and function in prokaryotic and eukaryotic proteomes from
different phylogenetic lineages.

Two important observations have been made with regard to gene order: First, order is
highly conserved in closely related species but becomes changed by rearrangements over
evolutionary time. As more and more rearrangements occur, there will no longer be any
correspondence in the order of orthologous genes on the chromosome of one organism
with that of a second organism. Second, groups of genes that have a similar biological func-
tion tend to remain localized in a group or cluster. Examples of these observations and
their significance are described below.

Chromosomal Rearrangements

In Figure 10.6, a genome plot of the positions of orthologs and paralogs on the genomes of
two related bacteria, Mycoplasma pneumoniae and Mycoplasma genitalium, both human
pathogens, is shown (Himmelriech et al. 1997). This plot is very similar to the dot matrix
plot used for sequence alignment (see Chapter 3), except that in this case a dot or symbol
is shown at the intersection of the position of one member of an orthologous pair of
sequences on genome 1 and the position of the other member of the pair on genome 2. The
plot clearly shows that large sections of chromosome are conserved but also that a number
of rearrangements have occurred, making the gene order different from that of the other
genome and from the common ancestor of these two organisms. In contrast, a similar plot
of orthologous genes in the genomes of the bacterial species E. coli and H. influenzae
appears quite random (Tatusov et al. 1996), even though the organisms are only slightly
more distant in evolution than the two Mycoplasma species. However, on close inspection
of gene function and order, similarities can be found. By classifying genes using a nine-

Colinearity of gene
order is referred to as
synteny, and a con-
served group of genes
in the same order in
two genomes as a syn-
tenic group or cluster.
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class functional classification scheme (see above), several genes falling into the same func-
tional category are clustered together on the chromosomes of both of these organisms, and
the clusters are in a similar order (Ouzounis et al. 1996). Comparison of the number of
rearrangements in a given period of evolutionary history may vary significantly from one
organism to the next. In one analysis of prokaryotic organisms of diverse phylogenetic ori-
gin, it has been shown that if gene A has a neighboring gene B, then if an ortholog of A
occurs in another genome, there is an increased probability of an ortholog of B also occur-
ring in the other organism. However, the B ortholog is less likely to be a neighbor of the A
ortholog of the genome of the second species if the two species are more divergent (Huy-
nen and Bork 1998).

The TIGR Web site (Table 10.1D) includes a resource for comparing any two prokary-
otic genomes of the 30� available by means of a genome plot, as shown in Figure 10.6. In
general, the order of orthologs is not well conserved in prokaryotes when the genomes have
diverged sufficiently that the orthologs have �50% identity (Huynen and Bork 1998).
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Figure 10.6. Genome plot of orthologous genes. Alignment of orthologous and paralogous genes in the genomes of Mycoplas-
ma genitalium and Mycoplasma pneumoniae (Table 10.1A, comparative genome analysis in P. Bork laboratory). Horizontal axis
is genome position in M. pneumoniae, vertical axis is genome position of M. genitalium. Positions of orthologs are shown in
red, paralogs in green. Orthologous genes are in the same order in both genomes except for several chromosomal rearrange-
ments. These genes are defined by high E values in database searches in which one of an orthologous pair is used as query of
the proteome of the other species. Proteins should also align along 60% of the length of each (Huynen and Bork 1998). Par-
alogs are proteins that have striking, high-scoring similarity but are not the highest scoring in reciprocal proteome searches.
Note also the occurrence of paralogs within the conserved stretches of orthologs, presumably representing gene duplication in
these regions. In contrast to this conserved order of gene position in the Mycoplasma species, the orthologous genes in two other
equally related species, E. coli and Hemophilus influenzae, show no detectable conservation of order on a similar genome plot.
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A similar conservation of gene order also appears to be present in closely related eukary-
otic genomes. The evidence is based on chromosome painting experiments in which DNA
from a section of a chromosome of one organism is labeled and then hybridized to chro-
mosomes of a second organism. Regions of the second chromosome that are labeled reveal
the presence of a homologous region. Although this method does not have the precision
and sensitivity of sequence analysis methods, these experiments reveal that eukaryotic
chromosomes also undergo rearrangements both within chromosomes and between chro-
mosomes during evolution. An example of the differences between mouse and human
chromosomes is shown in Figure 10.7. A much larger data collection from a variety of
mammalian chromosomes suggests that each chromosome is a mosaic of a similar set of
ancestral fragments (O’Brien et al. 1999). Similar studies with plant genomes have also
indicated that they have a similar overall gene content but that many regional duplications
and rearrangements have occurred during evolution (Bennetzen 1998, 2000; Bennetzen et
al. 1998). The availability of genome sequences of plants and animals offers some exciting
opportunities for determining the chromosomal changes that have occurred during evolu-
tion of the plant and animal kingdoms.

Computational Analysis of Gene Rearrangements

As genome-by-genome comparisons of the chromosomes of related species are made and
the rearrangements are discovered, a further challenge to computational and evolutionary
biologists is to estimate the number and types of rearrangements that have occurred and
also to determine when they occurred. For example, a comparison of the mouse and
human chromosomes reveals many rearrangements (Fig. 10.7). A computational approach
to these questions is outlined in Figure 10.8. In aligning gene and protein sequences, one
assumes a model in which no rearrangements have occurred so that lines can be drawn
between the corresponding positions in the sequences and no lines will cross or intersect,
as shown in Figure 10.8A. For comparing gene orders on chromosomes that have under-
gone rearrangements, lines joining the corresponding genes will intersect, as shown in Fig-
ure 10.8B, and the greater the amount of rearranging, the greater the number of intersects.
In the random shuffling model, one tries to estimate the number of rearrangements that
produces the observed number of intersections and to compare this number to one that
would randomly shuffle the same fragments. The analysis shown in Figure 10.8C attempts
to reconstruct the number and types of rearrangements (inversions, etc.) that have given
rise to the observed variation in gene order between the chromosomes.

Clusters of Genes on Chromosomes Have a Metabolically Related Function

In a given organism or species, genes are found in a given order that is maintained on the
chromosomes from one generation to the next. Genetic analysis has revealed that genes
with a related function are frequently found to be clustered at one chromosomal location.
Clustering of related genes presumably provides an evolutionary advantage to a species,
but the underlying biological reason is not understood. One possibility is that there is
genetic variation (alleles) within each gene in a cluster of a given species and that only cer-
tain allelic combinations of different genes are compatible. Another possibility is some
kind of coordinated translation of the proteins that may aid their folding. In the model
bacterial species E. coli, genes that act sequentially in a biochemical pathway are frequent-
ly found to be adjacent to each other at one chromosomal location. For example, the genes
required for synthesis of the amino acid tryptophan (trp genes) are clustered together on
the chromosome of E. coli, as illustrated in Figure 10.8, where their expression is coordi-



G E N O M E  A N A L Y S I S ■ 513

1 2 3 4 5 6 7 8 9
11
19
11
15
6

3

19

8

4
19

19
16

1

19

11

11

11

15

16
10

7

3

12

2

10

7

7

4

13

8

1

9

8

1

3

3
4

4

10

15

9

11
2

20

18

6

2

1

10
18
5

18

6
16

6
21

19
18
2

16
22

21
3

5

22

8

12

3

13

10
14
8

7

5

6

11

10

9

2
17

14

22

17

7

16
2

5

10 11 12 13 14 15

19 X

X

Y

Y

16 17 18

Mouse chromosomes

1 2 3 4 5 6 7 8 9

10 11 12 13 14 15 16

19 20 21 22 X Y

17 18

Human  chromosomes

12
19

6
10
22
21

Figure 10.7. Similarity between local gene clusters in human and mouse chromosomes. Human
chromosomes can be cut into �100 pieces and reassembled into a reasonable facsimile of the mouse
chromosome. Only larger fragments are represented. Chromosomes of all mammals may share a sim-
ilar relationship (O’Brien et al. 1999).
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Figure 10.8. Computational analysis of genome arrangements. (A) In aligning two sequences, one
sequence is written above the other and the highest number of consecutive matches between the
sequences provides an optimal alignment as described in Chapter 3. The alignment includes matches
(solid lines), mismatches (dotted lines), and insertions/deletions in order to produce an optimal num-
ber of matches. The matches are in a consecutive order in two sequences such that no rearrangements
would be found. (B) Alignments of linear and circular chromosomes that have undergone rearrange-
ments such as those found in mammalian chromosomes and mitochondria. In contrast to sequence
alignment, lines indicating homologous positions in linear chromosomes (left) now cross, producing
points of intersection. The more rearrangements there are, the more intersections will occur. For
alignment of circular chromosomes (right), depending on how the chromosomes are aligned, there are
two ways of showing a moved region. To go from A on the outer genome to A on the inner genome,
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nately regulated by a common promoter. This coordination of expression avoids wasteful
production of one enzyme when others in the same pathway are not available.

With the availability of other prokaryotic genome sequences, important metabolic genes
such as trp can be identified in these species, and the chromosomal location of these genes
can be compared with that of E. coli. Using the predicted tryptophan genes as an example
(Fig. 10.9), the following observations were made: (1) At least some of the trp genes are also
clustered together on the chromosomes of other species of Bacteria and Archaea; (2) the
order of the genes within the cluster is conserved within the first four species listed in Fig-
ure 10.9, all of which are bacteria; (3) the order is much less conserved in the last three
species, all of which are Archaea, and some of the genes have been moved to a more dis-
tant location; (4) there are multiple examples of gene fusions that give rise to a new pro-
tein that performs both biochemical functions of the single-gene, parent proteins. trpC has
been fused independently with two other genes, trpD and trpF. Alternatively, a composite
gene may produce two smaller single-component genes by fission of a parent composite
gene. Fission events have only been observed in thermophiles among prokaryotes (Snel et
al. 2000a). However, biochemical reasons have been presented that fission events may pro-
vide a mechanism for evolution of protein complexes (Marcotte et al. 1999b).

When a series of predicted genes in a known E. coli pathway is in the same order in
another organism as in E. coli, e.g., trpB-trpA and trpE-trpG in the Archaea in Figure 10.9,
then the same biochemical pathway is predicted also. Even if the genome annotation is
based on a weak prediction of the biochemical function of two individual genes, the pre-
diction is stronger if the two genes act in the same pathway and is strongest if the genes are
clustered (Huynen et al. 2000). In the trp example shown in Figure 10.9, the presence of
the genes in such a phylogenetically diverse group of organisms indicates that the pathway
is an ancient one. Clustering of the genes further indicates that they probably originated as
a group in the single chromosomal region of an ancient ancestor organism, assuming there
has not been a driving force for repeated independent clustering events. What is also
revealed in the trp example in Figure 10.9 is that some trp genes are found at a much more
remote chromosomal location. The diverse location of the trp genes in Methanococcus jan-
naschii is an outstanding example. Apparently, rearrangements can break clusters and

The term clusters has
been used in two dif-
ferent ways in the liter-
ature and in this chap-
ter, and the two should
not be confused. One
use is to represent
groups of genes in one
or several organisms
that share a significant
degree of sequence
similarity. An example
is Figure 10.4C. A sec-
ond use of clusters is to
represent a physical
clustering of genes on
the same chromosome.
An example is the
arrangement of the trp
genes in Figure 10.8.

the line joining them can go clockwise or counterclockwise and, as a result, there will be either 0 or 1
intersections with the line joining B. The complexity of alignments of circular chromosomes is
reduced by limiting the joining lines to 180 degrees of relative genome positions. Sankoff and Gold-
stein (1989) devised a shuffling model for estimating the number of rearrangements when the num-
ber of intersections is known. The method is analogous to shuffling an ordered deck of cards and then
predicting how much order remains. Eventually, after n log n shuffles, where n is the number of cards,
the order becomes random. Given an observed remaining order, how many shuffles have occurred?
The number of observed intersections is compared to the number expected for completely shuffled
genomes (Sankoff et al. 1993). (C) Another method for determining numbers of rearrangements is to
assume that they have occurred by a number of transposition or recombination events. The object of
this analysis is to try to identify the rearrangements that occurred and then to undo (or derange) the
alignments accordingly. The goal is to minimize the number of rearrangements, this number then
representing a genetic distance between the sequences. (a) Alignments of genes 1–10 in two genomes
where some genes are in the same order (red lines) and others are inverted (blue lines). Groups of
genes such as the two joined by the blue lines may be combined into a single unit representing a con-
served segment since no recombination event would be required. (b) Alignment that can be account-
ed for by these inversion events. The program DERANGEII is available from the authors and FTP
from ftp.ebi.ac.uk/pub/software/unix/derange2.tar.Z. These methods have been used to analyze rear-
rangements in mitochondrial and bacterial genomes (Sankoff et al. 1992; Blanchette et al. 1996;
Sankoff and Nadeau 1996) and additional algorithms have also been developed (Kececioglu and
Sankoff 1995; Kececioglu and Gusfield 1998). (Adapted from Sankoff et al. 1992, 1993.)
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move genes to other locations, although another possibility is that the dispersed arrange-
ment is a more ancestral state.

Two methods have been described for identifying clusters or coordinately regulated
genes. In one study with three separate groups of three distantly related prokaryotes (Dan-
dekar et al. 1998), approximately 100 genes were found to be conserved as a cluster of two
pairs. (Looking for a pair in three species avoided possible complications from horizontal
transfer.) The direction of transcription was the same for all genes, implying a regulatory
relationship as in an operon. For approximately 75% of the genes, a physical interaction
between the genes had previously been demonstrated and could be predicted for almost all
proteins based on additional sequence comparisons. These conserved proteins have core
biological functions such as transcription, translation, and cell division.

In a second method (Overbeek et al. 1999), a full reciprocal search like that used in Fig-
ure 10.4 for comparing yeast, worm, and fly genomes and for making COGs was per-
formed between the proteomes of two prokaryotes: Each protein of one proteome was
used to search the proteome of the second. Protein pairs that gave a best hit with the other
genome and that had an E value of less than 10�5 were identified, called a bidirectional best

Figure 10.9. Structure of tryptophan operon in different prokaryotic organisms. Numbers indicate
gene number in genome; arrows indicate direction of transcription; double lines indicate a separation
of more than 50 genes due to dispersion of the operon. Shown also are examples of gene fusion so
examples of domain fusions (e.g., trpD and trpG) are fused in E. coli. Note that only the trpA and trpB
genes are genetically linked and separate genes in all of the species. (Reprinted, with permission, from
Dandekar et al. 1998 [copyright Elsevier Science].)
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hit (BBH). Pairs of close bidirectional best hits (PCBBH) that are within 300 bp of each
other on the chromosomes of the respective organisms and that are transcribed from the
same strand, i.e., are in a “typical” operon, were then identified. A score for these pairs was
formulated that is higher when the number of organisms in which the pair is observed is
greater and the phylogenetic distance between the organisms is larger. Forty percent of a
set of higher-scoring pairs corresponded to proteins that are known to act in a common
metabolic pathway, as defined in metabolic function databases (see Table 10.1D). Hence,
a significant proportion of the pairs of PCBBH correspond to genes that have a related
function and lie on the same pathway. This same approach could play an important role
in assigning a function to uncharacterized genes in genomes based on proximity to other
genes of known function.

Composite Genes with a Multiple Set of Domains Predict Physical
Interactions and Functional Relationships between Protein Pairs That
Share the Same Domains

As illustrated in Figure 10.9, single trp genes can be fused into larger composite genes.
Observation of such evolutionary events provided a major step forward in understanding
relationships among the proteins of diverse organisms (Enright et al. 1999; Marcotte et al.
1999b). The occurrence of a fused or composite gene in one organism is called a “Rosetta
Stone sequence” because it provides evidence that the single component genes in a separate
organism encode proteins that physically interact (Marcotte et al. 1999b). For example, if a
composite human gene has two domains A and B, the analysis assumes that A and B phys-
ically interact within the protein. If two separate genes in other organisms (yeast or E. coli)
make two proteins, one with domain A and a second with domain B, then these two pro-
teins are assumed to interact because A and B interact. These sequence relationships may
be found by sequence alignment of the composite AB protein with each of the single-com-
ponent A and B proteins. However, A and B will not align with each other. If A and B do
not interact in composite proteins, the prediction is a false-positive result. However, these
proteins are still predicted to have related functions based on the gene fusion result.

Composite proteins were found by searching SwissProt for statistically significant
matches to domains in the ProDom domain database (see Table 9.5, p. 430). Six percent
of the Rosetta Stone proteins were found to be represented in the DIP database of inter-
acting proteins (see Table 9.5). Rosetta Stone predictions of interacting proteins were com-
pared to predictions by another method for predicting related proteins, the phylogenetic
profile method (Pelligrini et al. 1999; see also “bag of genes” concept in Huynen and Bork
1998). This method is based on the assumption that proteins that function together in a
biochemical pathway should evolve in a correlated fashion. Databases are searched for sig-
nificant matches to two proteins A and B. If A and B have related functions, they should
be found together in a large proportion of genomes, whereas if they do not, they will be
found to have a random association in genomes.

Enright et al. (1999) used reciprocal searches among three complete prokaryotic pro-
teomes, as described above in Figure 10.4, and identified related proteins that have the
expected alignments for composite (AB) and component (A or B) proteins. These proteins
interact functionally, act in the same biochemical pathway, or are coregulated. Predictions
are stronger when component proteins (A and B) have few paralogs, since the interacting
pair can be more readily identified. Conversely, the presence of paralogs of the composite
proteins increases the strength of the prediction because the number of possible interac-
tions is increased (Enright et al. 1999).
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Resources for Genome Analysis

The above types of analyses depend on a labor-intensive annotation of the genome and
functional analysis of the predicted proteins. Computational tools have been made avail-
able to automate some of these steps. Examples are MAGPIE and GeneQuiz, listed in
Table 10.1F.

MAGPIE analyzes the genome using a set of automated processes that are illustrated in
Figure 10.10. Designed for high-throughput genome sequence analysis, MAGPIE auto-
matically annotates genomic sequence data and maintains a daily up-to-date record in
response to user queries about one or more genomes. The system also uses a set of rules
in logic programming to make decisions that may be used to interpret information from
various sources. MAGPIE has been used to locate potential promoters, terminators, start
codons, Shine-Dalgarno sites, DNA motif sites, co-transcription units, and putative oper-
ons in microbial genomes. These sites are shown on a map display of the genome that may
be edited.

GeneQuiz is an integrated system for large-scale biological sequence analysis that uses
a variety of search and analysis methods using current sequence databases. By applying
expert rules to the results of the different methods, GeneQuiz creates a compact summa-
ry of findings. It focuses on deriving a predicted protein function, based on a variety of
available evidence, including the evaluation of the similarity to the closest homolog in a
database.

Source
sequence

Magpie
daemon

Feature
database

Interpretation &
reconstruction

Browsable
reports

Local tools Remote tools

Remove data

Figure 10.10. Automatic analysis of genome sequences with the MAGPIE system. The sequence is
input into an automatic system (a daemon) that sends the sequence to local and remote resources for
analysis (BLAST search, PROSITE search, etc.). The information retrieved is stored in a feature
database, and the data are interpreted by a set of rules and placed in Web-browsable reports. (Redrawn,
with permission, from Gasterland and Sensen 1998 [copyright Kluwer Academic/Plenum].)
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GLOBAL GENE REGULATION

One way to obtain useful information about a genome is to determine which genes are
induced or repressed in response to a phase of the cell cycle, a developmental phase, or a
response to the environment, such as treatment with a hormone. Sets of genes whose
expression rises and falls under the same condition are likely to have a related function.
In addition, a pattern of gene expression may also be an indicator of abnormal cellular
regulation and is a useful tool in cancer diagnosis (see, e.g., Golub et al. 1999; Perou et al.
1999). Because genomes, especially eukaryotic genomes, are so large, a new technology
has been developed for studying the regulation of thousands of genes on a microscope
slide.

Microarray (or microchip) analysis is a new technology in which all of the genes of an
organism are represented by oligonucleotide sequences spread out in an 80 � 80 array on
microscope slides, but can also be synthesized directly on the slide at densities of up to
one million per square centimeter. The oligonucleotides are collectively hybridized to a
labeled cDNA library prepared by reverse-transcribing mRNA from cells. The amount of
label binding to each oligonucleotide spot reflects the amount of mRNA in the cell. The
analysis of the data collected in this type of experiment is depicted and described in Fig-
ure 10.11. Genes that are responding the same way to an environmental signal, in this case
the addition of serum to serum-starved skin cells, are clustered together in a display.
From this analysis, a set of genes that responds in an identical manner may be identified.
Automatic methods for clustering related sets of genes have been devised, and three rep-
resentative methods are shown and described in Figure 10.12. The first of these methods,
hierarchical clustering (Eisen et al. 1998), is commonly used, but the other two methods
are better designed to detect differences in patterns over a set of time points or samples.
The derivation of clustering algorithms for microarray analysis has become an active area
of bioinformatics.

Once a set of genes that are coregulated has been found, the promoter regions of these
genes may be analyzed for conserved patterns that represent sites of interaction with spe-
cific transcription factors. This type of analysis is described in detail in Chapter 8 (Table
8.6, p. 370), and additional resources are given in Table 10.1E.

Microarray analysis is designed to detect global changes in transcription in a genome
but does not provide information about the levels of protein products of the genes, which
may also be subject to translational regulation. Labeled protein samples may also be
extracted from treated cells and separated by two-dimensional gel electrophoresis. The
proteins are first separated in a column on the basis of size and then across a second
dimension on a slab on the basis of charge. The amount of protein in each spot is then
determined. This method also can resolve thousands of proteins based on size and charge.
There are databases of the patterns found in different organisms; these are listed in Table
10.1E. The technology can also be extended to further purification and microsequencing
of the protein spots or of proteins in complexes so that the genes encoding the protein
may be identified by proteome similarity searches.
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Figure 10.11. Example of cluster analysis of microarray data. Rows represent changes in an individ-
ual hybridization signal for a single gene on a cDNA microarray display system. Columns show
changes in the expression of a selected 9800 human cDNA set. These genes change their level of
expression in human skin fibroblasts that have been deprived of serum growth factors and serum then
added back (time 0). The time points vary from 0 to 24 hours, left to right, and the last column is a
control. RNA was removed from cells and the amount was measured by quantitative reverse tran-
scription in the presence of the fluorescent dye Cy5. A reference time 0 sample was labeled in parallel
with the green fluorescent dye Cy3 and mixed with samples taken at a later time. The labeled cDNA
preparations were then hybridized to the cDNA microarray and the Cy5/Cy3 fluorescence ratio of
each spot was measured. Each ratio is expressed as a log odds ratio to the base 2. Thus, a value of �4
at time t indicates 16 times more mRNA at time t than at time 0; 0 means no change and �4 means
16 times less RNA at time t than at time 0. Tables of these raw data are kept (see http://rana.stan-
ford.edu/clustering). The color display in the figure varies from saturated green (log odds � 3.0) to
saturated red (log odds � 3.0) with black as the intermediate color (log odds 0). The dendrogram on
the right of the color display was made by a hierarchical clustering algorithm that is similar to the sin-
gle-linkage cluster analysis described in Fig. 10.4. The object of clustering is to identify genes that
respond the same way to the environmental treatment. Each gene is compared to every other gene and
a gene similarity score (metric) is produced. If Xi is the log odds value for gene X at time i, then for
two genes X and Y and N observations, a similarity score is calculated. (Reprinted, with permission,
from Eisen et al. 1998 [copyright National Academy of Sciences].)
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S(X,Y) is also known as the Pearson correlation coefficent. Xoffset and Yoffset can be the mean of the
observations on X or Y, respectively, in which case 	 is the standard deviation, or else Xoffset and
Yoffset can be set to zero when a reference state is used (as in the present example). After values of
S(X,Y) have been calculated for all gene combinations, the most closely related pairs are identified in
an above-diagonal scoring matrix. A node is created between the highest-scoring pair, and the gene-
expressed profiles of these two genes are averaged and the joined elements are weighted by the num-
ber of elements they contain. The matrix is then updated replacing the two joined elements by the
node. For n genes, the process is repeated n �1 times until a single element remains. In the final den-
drogram, the order of genes within a cluster is determined by simple weighting schemes, e.g., average
dendrogram level (Eisen et al. 1998). The software availability is given in Table 10.1E, microarray
guide. This image is available at http://rana.stanford.edu/clustering/serum.html. On the left side of the
color display are letters A–E which identify clusters of genes that show clearly distinct responses to the
treatment.
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Figure 10.12. Examples of methods of cluster analysis for microarray data. (A) Hierarchical cluster-
ing (Eisen et al. 1998). (B) Self-organizing maps (Tamayo et al. 1999). (C) Support vector machines
(Brown et al. 2000). (A) The hierarchical clustering method is described in detail in Fig. 10.11. Basi-
cally, the method generates a similarity score [S(X,Y)] for all gene combinations, places the scores in
a matrix, joins those genes that have the highest score, and then continues to join progressively less
similar pairs. The disadvantage of this method is that it fails to discriminate between different patterns
of variation. For example, a gene expression pattern for which a high value is found at an intermedi-
ate time point will be clustered with another for which a high value is found at a late time point in the
experiment. These variations have to be separated in a subsequent step (see Fig. 10.11). Methods B
and C below are able to discriminate such differences. (B) In the SOM method, a choice is made of a
number of clusters by which to organize the data. Shown is a 2 � 2 SOM comprising nodes 1–4 that
assumes the presence of four clusters. Only two data points are shown in the example, but more data
can be included by adding more dimensions to the analysis. The object is to move each node to the
center of a cluster of data points. At each iteration, a data point P is selected, and the node closest to
that point is identified. The location of that node is then moved slightly toward the point. Thus, node
1 in the example will gradually migrate to the center of cluster A, node 2 to cluster B, and so on. In
practice, the size of the SOM is gradually increased until clearly different sets of expression patterns
are identified. The computer program that performs the SOM analysis is GENECLUSTER (Table
10.1E). (C) SVMs are a binary classification method to discriminate one set of data points from anoth-
er. They are similar to the types of discriminant analyses described for gene prediction in Chapter 9.
For microarray analysis, sets of genes are identified that represent a target pattern of gene expression.
The SVM is then trained to discriminate between the data points for that pattern and other data points
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that do not show the pattern. Shown in the diagram are two sets of data points (red and blue) in a
three-dimensional plot that illustrate these two classes of data points. As the SVM learns to discrimi-
nate between the data sets, a hyper-plane (pink) is drawn between the sets. The hyper-plane is then
used as a basis for classifying unknown data points. Only three dimensions are shown for illustrative
purposes, but additional ones can be included, adding more dimensions to the analysis. SVMs were
used to categorize genes based on 79 different sets of data points from studies of the yeast cell cycle
and are particularly useful for such complex data sets. Data points are log-transformed and normal-
ized as in method A, where for N observations of a gene i, the log transform Xi of the expression level
Ei and reference level Ri is:

Xi �

so that Xi is positive if the gene is more strongly expressed than in the reference condition, and neg-
ative if expression is reduced. Gene combinations averaged over all experimental conditions are then
examined by a multidimensional analysis (see http://www.cse.ucsc.edu/research/compbio/genex). A
tutorial on SVMs is available through http://www-ai.cs.uni-dortmund.de/SOFTWARE/
SVM_LIGHT/svm_light.eng.html. (Adapted, with permission, from Gaasterland and Bekinanov
2000 [copyright Nature Publishing].)

log (Ei/Ri)
���

�.��
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PREDICTION OF GENE FUNCTION BASED ON A COMPOSITE ANALYSIS

When two proteins share a considerable degree of sequence identity throughout the
sequence alignment, they are likely to share the same function. A considerable fraction of
a genome may encode proteins whose function may not be identified in this manner
because the proteins are not related to another of known function. In the above sections,
other types of evidence for a relationship between two genes are also given that are not
dependent in sequence similarity. These include (1) genes are closely linked on the same
chromosomes and transcribed from the same DNA strand, implying coordinated regula-
tion in an operon-like structure; (2) gene fusions are observed between otherwise separate
genes (suggests the encoded proteins are physically associated in a common complex); and
(3) phylogenetic profiles reveal the genes are both commonly present in many organisms
(implying they have interdependent metabolic functions). Three additional types of data
have been used as evidence for gene relatedness: (1) the encoded proteins each have
homologs in another organism that operate in a common metabolic pathway, (2) experi-
mental data suggest an interaction between the proteins (stored in databases of interacting
proteins; Table 9.5, p. 430), and (3) patterns of mRNA expressions are found to be corre-
lated in microarray data. The results of using the above tests for the identification of a
group of related genes in yeast are shown in Figure 10.13. In an examination of the entire
yeast proteome, proteins that share a relationship with the yeast Sup35 protein based on
one or more of the above tests are shown as points in a two-dimensional cluster where the
distances between the points are proportional to the weight of the evidence for a relation-
ship between the protein pair and the strength of the connection is proportional to the
amount of evidence for a relationship. These types of predictions can be an important basis
for hypotheses that can be tested experimentally.
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Figure 10.13. Genome-wide prediction of protein functions by a combinatorial method (Enright et al. 1999; Marcotte et al.
1999a). This figure shows the network of yeast proteins that are linked to the yeast prion and translation factor Sup35 (double
circle in center of network). Each point represents a yeast protein, and branches between proteins indicate a relationship by one
of several criteria indicated in the legend. Branch lengths are shorter for closely related proteins and thicker when two or more
prediction methods indicate a relationship. Related to Sup35 protein are proteins involved in protein folding and targeting. The
links are based on experimental data, proteins whose homologs are known to operate sequentially in metabolic pathways, pro-
teins that evolved in a correlated fashion as evidenced by presence in fully sequenced genomes (see Snel et al. 1999), proteins
whose homologs are fused into a single protein in another organism, and proteins whose mRNA expression profiles are simi-
lar under a range of cellular and environmental conditions. (Reprinted, with permission, from Marcotte et al. 1999a [copyright
Macmillan].)
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FUNCTIONAL GENOMICS

Genome analysis depends to a large extent on sequence analysis methods that identify gene
function based on similarity between proteins of unknown function and proteins of known
function. Known functions are derived from experimental evidence in molecular biology
and genetic studies with model organisms. Orthologous genes between biologically distinct
species (for example, yeast and fruit flies) can be identified, and the high sequence similar-
ity between them is strong evidence for a related function. However, given the more com-
plex multicellular biology of flies, the fly gene could have an additional function that is not
predictable by the yeast model. In other cases, the occurrence of families of paralogous genes
that share common domains can make a precise guess of function of one of these proteins
more difficult because all match a model protein to some degree. Sequence-based methods
of gene prediction can be augmented by the types of genome comparisons described above
that are designed to identify related genes based on common patterns of expression, evolu-
tionary profiles, chromosomal locations, and other features. However, all of the above
methods can fail to provide a precise determination of gene function. Hence, methods have
been devised for directing mutations into specific genes that inactivate or modify the gene
function, and the effect is then analyzed in the mutant organism.

Two general types of approaches illustrated in Figure 10.14 are used—one in which a
genetic construct is made that interferes with the expression of a particular gene (and
sometimes a set of related genes) and a second in which a large number of random muta-
tions are generated in a population of organisms. The individual with a mutation in a par-
ticular gene is then identified. Once mutants are obtained, the effect of the mutant genes
on phenotype is determined. The gene function may then be predicted on the basis of the
observed alterations. Because such extreme genetic experiments cannot be performed with
humans, the mouse model for the human genome serves the same purpose. Web sites that
compare the mouse and human genomes listed in Table 10.1C provide an important basis
for analyzing the human genome. An orthologous gene is identified in the mouse genome,
the sequence or expression of the gene is disrupted in some fashion, and a transgenic
mouse homozygous for the mutant gene is then produced. Using this technology, one can
systematically go through genes that regulate cell division, for example, and determine the
significance of these genes in normal versus abnormal (tumor) growth.

PUTTING TOGETHER ALL OF THE INFORMATION INTO A GENOME DATABASE 

The ultimate step in genome analysis is to collect the information found on gene and pro-
tein sequences, alignments, gene function and location, protein families and domains, rela-
tionships of genes to those in other organisms, chromosomal rearrangements, and so on,
into a comprehensive database. This database should be logically organized so that all types
of information are readily accessible and easily retrievable by users who have widely diver-
gent knowledge of the organism. This goal is best achieved by using controlled vocabular-
ies that can identify the same genetic or biochemical function in different organisms with-
out ambiguity. Examples of groups that are developing systematic ways of defining terms
and of collecting and organizing data are given in Table 10.1E. Other examples of database
tools used to express biological information are given in Chapter 2 (page 44). The genome
sites of model organisms listed in Table 10.1B, especially SGD and Flybase, provide exam-
ples for further study. In addition to the care needed in organizing genome databases, a

A genome database
may also be interfaced
with other types of
data, such as clinical
data. This type of
organization, termed
data warehousing, can
facilitate the search for
novel relationships
among the data by
data-mining methods.
These methods include
genetic algorithms,
neuronetworks, and
others described else-
where in this text.
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great deal of human input is needed to annotate the genome manually with information
about individual genes and proteins, effects of mutations in these genes, and other types of
genome variations that cannot be readily incorporated into the database by automated
methods. For the human genome, this activity will occupy the time of many scientists for
many years to come.

Identify gene of known function
in model organism, e.g., yeast,
human, Drosophila.

cDNA sequence
protein sequence
of model organism

Perform search for
similar protein sequences
in genomic and EST
sequences.

protein sequence
translation of EST

predicted protein

Sequence mRNA of
similar gene.

cDNA
protein

Search through libraries
of mutants already
available to locate
mutant in gene.

insertion

point mutant

Design a knockout mutant
for a gene using antisense/
dsRNA/RNAi construct or
insertion.

5' 3'

5' 3'

5'3'

Characterize mutants.

Assemble information about genes,
gene functions, and proteins into a
genome database.

Figure 10.14. Reverse-genetics analysis of gene function. Steps for identification of gene function in
an organism are identified. Even though a particular gene may be a highly predicted ortholog of a gene
of known function in another organism, that gene may be acquired by a novel function. For example,
a defect in a plant or animal gene that is a homolog of a yeast gene may have an effect on a develop-
mental process or other biologically unique function of multicellular organisms. Information on
knockout mutants in model organisms is available through the genome Web sites given in Table
10.1C. Directed gene knockout and mutagenesis methods are described in Fire et al. (1998) and
McCallum et al. (2000), respectively.
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Abstract Syntax Notation (ASN.1)
A language that is used to describe structured data types formally. Within bioinformat-
ics, it has been used by the National Center for Biotechnology Information to encode
sequences, maps, taxonomic information, molecular structures, and biographical infor-
mation in such a way that it can be easily accessed and exchanged by computer software.

Accession number
A unique identifier that is assigned to a single database entry for a DNA or protein
sequence.

Affine gap penalty
A gap penalty score that is a linear function of gap length, consisting of a gap opening
penalty and a gap extension penalty multiplied by the length of the gap. Using this
penalty scheme greatly enhances the performance of dynamic programming methods
for sequence alignment. See also Gap penalty.

Algorithm
A systematic procedure for solving a problem in a finite number of steps, typically
involving a repetition of operations. Once specified, an algorithm can be written in a
computer language and run as a program.

Alignment
Refers to the procedure of comparing two or more sequences by looking for a series of
individual characters or character patterns that are in the same order in the sequences.
Of the two types of alignment, local and global, a local alignment is generally the most
useful. See also Local and Global alignments.

Alignment score
An algorithmically computed score based on the number of matches, substitutions,
insertions, and deletions (gaps) within an alignment. Scores for matches and substitu-
tions are derived from a scoring matrix such as the BLOSUM and PAM matrices for
proteins, and affine gap penalties suitable for the matrix are chosen. Alignment scores
are in log odds units, often bit units (log to the base 2). Higher scores denote better
alignments. See also Similarity score, Distance in sequence analysis.

Alphabet
The total number of symbols in a sequence—4 for DNA sequences and 20 for protein
sequences.

Annotation
The prediction of genes in a genome, including the location of protein-encoding genes,
the sequence of the encoded proteins, any significant matches to other proteins of
known function, and the location of RNA-encoding genes. Predictions are based on
gene models; e.g., hidden Markov models of introns and exons in proteins encoding
genes, and models of secondary structure in RNA.

Glossary
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Anonymous FTP
When a FTP service allows anyone to log in, it is said to provide anonymous FTP ser-
vice. A user can log in to an anonymous FTP server by typing anonymous as the user
name and his E-mail address as a password. Most Web browsers now negotiate anony-
mous FTP logon without asking the user for a user name and password. See also FTP.

ASCII
The American Standard Code for Information Interchange (ASCII) encodes unaccent-
ed letters a–z, A–Z, the numbers 0–9, most punctuation marks, space, and a set of con-
trol characters such as carriage return and tab. ASCII specifies 128 characters that are
mapped to the values 0–127. ASCII files are commonly called “plain text,” meaning that
they only encode text without extra markup.

Back-propagation
When training feed-forward neural networks, a back-propagation algorithm can be
used to modify the network weights. After each training input pattern is fed through the
network, the network’s output is compared with the desired output and the amount of
error is calculated. This error is back-propagated through the network by using an error
function to correct the network weights. See also Feed-forward neural network.

Baum-Welch algorithm
An expectation maximization algorithm that is used to train hidden Markov models.

Bayes’ rule
Forms the basis of conditional probability by calculating the likelihood of an event
occurring based on the history of the event and relevant background information. In
terms of two parameters A and B, the theorem is stated in an equation: The condition-
al probability of A, given B, P(A�B), is equal to the probability of A, P(A), times the con-
ditional probability of B, given A, P(B�A), divided by the probability of B, P(B). P(A) is
the historical or prior distribution value of A, P(B�A) is a new prediction for B for a par-
ticular value of A, and P(B) is the sum of the newly predicted values for B. P(A�B) is a
posterior probability, representing a new prediction for A given the prior knowledge of
A and the newly discovered relationships between A and B.

Bayesian analysis
A statistical procedure used to estimate parameters of an underlying distribution based
on an observed distribution. See also Bayes’ rule.

Biochips
Miniaturized arrays of large numbers of molecular substrates, often oligonucleotides, in
a defined pattern. They are also called DNA microarrays and microchips.

Bioinformatics
An interdisciplinary field involving biology, computer science, mathematics, and statis-
tics to analyze biological sequence data, genome content, and arrangement, and to pre-
dict the function and structure of macromolecules.

Bit units
From information theory, a bit denotes the amount of information required to distin-
guish between two equally likely possibilities. The number of bits of information, N,
required to convey a message that has M possibilities is log2 M � N bits.

Block
Conserved ungapped patterns approximately 3–60 amino acids in length in a set of
related proteins.

BLOSUM matrices
An alternative to PAM tables, BLOSUM tables were derived using local multiple align-
ments of more distantly related sequences than were used for the PAM matrix. These
are used to assess the similarity of sequences when performing alignments.
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Boltzmann distribution
Describes the number of molecules that have energies above a certain level, based on the
Boltzmann gas constant and the absolute temperature.

Boltzmann probability function
See Boltzmann distribution.

Bootstrap analysis
A method for testing how well a particular data set fits a model. For example, the valid-
ity of the branch arrangement in a predicted phylogenetic tree can be tested by resam-
pling columns in a multiple sequence alignment to create many new alignments. The
appearance of a particular branch in trees generated from these resampled sequences
can then be measured. Alternatively, a sequence may be left out of an analysis to deter-
mine how much the sequence influences the results of an analysis.

Branch length
In sequence analysis, the number of sequence changes along a particular branch of a
phylogenetic tree.

Chebyshev’s inequality
The probability that a random variable exceeds its mean is less than or equal to the
square of 1 over the number of standard deviations from the mean.

Cluster analysis
A method for grouping together a set of objects that are most similar from a larger
group of related objects. The relationships are based on some criterion of similarity or
difference. For sequences, a similarity or distance score or a statistical evaluation of
those scores is used.

Cobbler
A single sequence that represents the most conserved regions in a multiple sequence
alignment. The BLOCKS server uses the cobbler sequence to perform a database simi-
larity search as a way to reach sequences that are more divergent than would be found
using the single sequences in the alignment for searches.

Coding system (neural networks)
Regarding neural networks, a coding system needs to be designed for representing input
and output. The level of success found when training the model will be partially depen-
dent on the quality of the coding system chosen.

Codon usage
Analysis of the codons used in a particular gene or organism.

COG
Clusters of orthologous groups in a set of groups of related sequences in microorgan-
isms and yeast (S. cerevisiae). These groups are found by whole proteome comparisons
and include orthologs and paralogs. See also Orthologs and Paralogs.

Comparative genomics
A comparison of gene numbers, gene locations, and biological functions of genes in the
genomes of diverse organisms, one objective being to identify groups of genes that play
a unique biological role in a particular organism.

Complexity (of an algorithm)
Describes the number of steps required by the algorithm to solve a problem as a func-
tion of the amount of data; for example, the length of sequences to be aligned.

Conditional probability
The probability of a particular result (or of a particular value of a variable) given one or
more events or conditions (or values of other variables).
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Consensus
A single sequence that represents, at each subsequent position, the variation found
within corresponding columns of a multiple sequence alignment.

Context-free grammars
A recursive set of production rules for generating patterns of strings. These consist of

a set of terminal characters that are used to create strings, a set of nonterminal symbols
that correspond to rules and act as placeholders for patterns that can be generated using
terminal characters, a set of rules for replacing nonterminal symbols with terminal
characters, and a start symbol.

Contig
A set of clones that can be assembled into a linear order.

CORBA
The Common Object Request Broker Architecture (CORBA) is an open industry stan-
dard for working with distributed objects, developed by the Object Management
Group. CORBA allows the interconnection of objects and applications regardless of
computer language, machine architecture, or geographic location of the computers.

Correlation coefficient
A numerical measure, falling between �1 and 1, of the degree of the linear relationship
between two variables. A positive value indicates a direct relationship, a negative value
indicates an inverse relationship, and the distance of the value away from zero indicates
the strength of the relationship. A value near zero indicates no relationship between the
variables.

Covariation (in sequences)
Coincident change at two or more sequence positions in related sequences that may
influence the secondary structures of RNA or protein molecules.

Database
A computerized storehouse of data that provides a standardized way for locating,
adding, removing, and changing data. See also Object-oriented database, Relational
database.

Dendogram
A form of a tree that lists the compared objects (e.g., sequences or genes in a microar-
ray analysis) in a vertical order and joins related ones by levels of branches extending to
one side of the list.

Dirichlet mixtures
Defined as the conjugational prior of a multinomial distribution. One use is for pre-
dicting the expected pattern of amino acid variation found in the match state of a hid-
den Markov model (representing one column of a multiple sequence alignment of pro-
teins), based on prior distributions found in conserved protein domains (blocks).

Distance in sequence analysis
The number of observed changes in an optimal alignment of two sequences, usually not
counting gaps.

Dot matrix
Dot matrix diagrams provide a graphical method for comparing two sequences. One
sequence is written horizontally across the top of the graph and the other along the left-
hand side. Dots are placed within the graph at the intersection of the same letter appear-
ing in both sequences. A series of diagonal lines in the graph indicate regions of align-
ment. The matrix may be filtered to reveal the most-alike regions by scoring a minimal
threshold number of matches within a sequence window.

Dynamic programming
A dynamic programming algorithm solves a problem by combining solutions to sub-
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problems that are computed once and saved in a table or matrix. Dynamic program-
ming is typically used when a problem has many possible solutions and an optimal one
needs to be found. This algorithm is used for producing sequence alignments, given a
scoring system for sequence comparisons.

Entropy
From information theory, a measure of the unpredictable nature of a set of possible ele-
ments. The higher the level of variation within the set, the higher the entropy.

Erdos and Renyi law
In a toss of a “fair” coin, the number of heads in a row that can be expected is the loga-
rithm of the number of tosses to the base 2. The law may be generalized for more than
two possible outcomes by changing the base of the logarithm to the number of out-
comes. This law was used to analyze the number of matches and mismatches that can
be expected between random sequences as a basis for scoring the statistical significance
of a sequence alignment.

Expect value (E)
In a database similarity search, the probability that an alignment score as good as the
one found between a query sequence and a database sequence would be found in as
many comparisons between random sequences as was done to find the matching
sequence. In other types of sequence analysis, E has a similar meaning.

Expectation maximization (sequence analysis)
An algorithm for locating similar sequence patterns in a set of sequences. A guessed
alignment of the sequences is first used to generate an expected scoring matrix repre-
senting the distribution of sequence characters in each column of the alignment, this
pattern is matched to each sequence, and the scoring matrix values are then updated to
maximize the alignment of the matrix to the sequences. The procedure is repeated until
there is no further improvement.

Extreme value distribution
Some measurements are found to follow a distribution that has a long tail which decays
at high values much more slowly than that found in a normal distribution. This slow-
falling type is called the extreme value distribution. The alignment scores between unre-
lated or random sequences are an example. These scores can reach very high values, par-
ticularly when a large number of comparisons are made, as in a database similarity
search. The probability of a particular score may be accurately predicted by the extreme
value distribution, which follows a double negative exponential function after Gumbel.

False negative
A negative data point collected in a data set that was incorrectly reported due to a fail-
ure of the test in avoiding negative results.

False positive
A positive data point collected in a data set that was incorrectly reported due to a fail-
ure of the test. If the test had correctly measured the data point, the data would have
been recorded as negative.

Feed-forward neural network
Organizes nodes into sequence layers in which the nodes in each layer are fully con-
nected with the nodes in the next layer, except for the final output layer. Input is fed
from the input layer through the layers in sequence in a “feed-forward” direction, result-
ing in output at the final layer. See also Neural network.

Filtering (window size)
During pair-wise sequence alignment using the dot matrix method, random matches
can be filtered out by using a sliding window to compare the two sequences. Rather than
comparing a single sequence position at a time, a window of adjacent positions in the
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two sequences is compared and a dot, indicating a match, is generated only if a certain
minimal number of matches occur.

Fourier analysis
Studies the approximations and decomposition of functions using trigonometric poly-
nomials.

Format (file)
Different programs require that information be specified to them in a formal manner,
using particular keywords and ordering. This specification is a file format.

Forward-backward algorithm
Used to train a hidden Markov model by aligning the model with training sequences.
The algorithm then refines the model to reduce the error when fitted to the given data
using a gradient descent approach.

FTP (File Transfer Protocol)
Allows a person to transfer files from one computer to another across a network using
an FTP-capable client program. The FTP client program can only communicate with
machines that run an FTP server. The server, in turn, will make a specific portion of its
file system available for FTP access, providing that the client is able to supply a recog-
nized user name and password to the server.

Functional genomics
Assessment of the function of genes identified by between-genome comparisons. The
function of a newly identified gene is tested by introducing mutations into the gene and
then examining the resultant mutant organism for an altered phenotype.

Gap
Mismatch in the alignment of two sequences caused by either an insertion in one
sequence or a deletion in the other.

Gap penalty
A numeric score used in sequence alignment programs to penalize the presence of gaps
within an alignment. The value of a gap penalty affects how often gaps appear in align-
ments produced by the algorithm. Most alignment programs suggest gap penalties that
are appropriate for particular scoring matrices.

Genetic algorithm
A kind of search algorithm that was inspired by the principles of evolution. A popula-
tion of initial solutions is encoded and the algorithm searches through these by apply-
ing a pre-defined fitness measurement to each solution, selecting those with the highest
fitness for reproduction. New solutions can be generated during this phase by crossover
and mutation operations, defined in the encoded solutions.

Genome
The genetic material of an organism, contained in one haploid set of chromosomes.

Gibbs sampling method
An algorithm for finding conserved patterns within a set of related sequences. A guessed
alignment of all but one sequence is made and used to generate a scoring matrix that
represents the alignment. The matrix is then matched to the left-out sequence, and a
probable location of the corresponding pattern is found. This prediction is then input
into a new alignment and another scoring matrix is produced and tested on a new left-
out sequence. The process is repeated until there is no further improvement in the
matrix.

Global alignment
Attempts to match as many characters as possible, from end to end, in a set of two or
more sequences.
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Graph theory
A branch of mathematics which deals with problems that involve a graph or network
structure. A graph is defined by a set of nodes (or points) and a set of arcs (lines or
edges) joining the nodes. In sequence and genome analysis, graph theory is used for
sequence alignments and clustering alike genes.

Half-bits
Some scoring matrices are in half-bit units. These units are logarithms to the base 2 of
odds scores times 2.

Heuristic
A procedure that progresses along empirical lines by using rules of thumb to reach a
solution. The solution is not guaranteed to be optimal.

Hexadecimal system
The base 16 counting system that uses the digits 0–9 followed by the letters A–F.

Hidden Markov Models (HMM)
In sequence analysis, a HMM is usually a probabilistic model of a multiple sequence
alignment, but can also be a model of periodic patterns in a single sequence, represent-
ing, for example, patterns found in the exons of a gene. In a model of multiple sequence
alignments, each column of symbols in the alignment is represented by a frequency dis-
tribution of the symbols called a state, and insertions and deletions by other states. One
then moves through the model along a particular path from state to state trying to
match a given sequence. The next matching symbol is chosen from each state, record-
ing its probability (frequency) and also the probability of going to that particular state
from a previous one (the transition probability). State and transition probabilities are
then multiplied to obtain a probability of the given sequence. Generally speaking, a
HMM is a statistical model for an ordered sequence of symbols, acting as a stochastic
state machine that generates a symbol each time a transition is made from one state to
the next. Transitions between states are specified by transition probabilities.

Hidden layer
An inner layer within a neural network that receives its input and sends its output to
other layers within the network. One function of the hidden layer is to detect covaria-
tion within the input data, such as patterns of amino acid covariation that are associat-
ed with a particular type of secondary structure in proteins.

Hierarchical clustering
The clustering or grouping of objects based on some single criterion of similarity or dif-
ference. An example is the clustering of genes in a microarray experiment based on the
correlation between their expression patterns. The distance method used in phyloge-
netic analysis is another example.

Hill climbing
A nonoptimal search algorithm that selects the singular best possible solution at a given
state or step. The solution may result in a locally best solution that is not a globally best
solution.

Homolog
A similar component in two organisms (e.g., genes with strongly similar sequences) that
can be attributed to a common ancestor of the two organisms during evolution.

Horizontal transfer
The transfer of genetic material between two distinct species that do not ordinarily
exchange genetic material. The transferred DNA becomes established in the recipient
genome and can be detected by a novel phylogenetic history and codon content com-
pared to the rest of the genome.
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HTML
The Hyper-Text Markup Language (HTML) provides a structural description of a doc-
ument using a specified tag set. HTML currently serves as the Internet lingua franca for
describing hypertext Web page documents.

Hyperplane
A generalization of the two-dimensional plane to N dimensions.

Hypercube
A generalization of the three-dimensional cube to N dimensions.

Indel
An insertion or deletion in a sequence alignment.

Information content (of a scoring matrix)
A representation of the degree of sequence conservation in a column of a scoring matrix
representing an alignment of related sequences. It is also the number of questions that
must be asked to match the column to a position in a test sequence. For bases, the max-
imum possible number is 2, and for proteins, 4.32 (logarithm to the base 2 of the num-
ber of possible sequence characters).

Information theory
A branch of mathematics that measures information in terms of bits, the minimal
amount of structural complexity needed to encode a given piece of information.

Input layer
The initial layer in a feed-forward neural net. This layer encodes input information that
will be fed through the network model.

Interface definition language
Used to define an interface to an object model in a programming language neutral
form, where an interface is an abstraction of a service defined only by the operations
that can be performed on it.

Internet
The network infrastructure, consisting of cables interconnected by routers, that pro-
vides global connectivity for individual computers and private networks of computers.
A second sense of the word “internet” is the collective computer resources available over
this global network.

Interpolated Markov model
A type of Markov model of sequences that examines sequences for patterns of variable
length in order to discriminate best between genes and non-gene sequences.

Iterative
A sequence of operations in a procedure that is performed repeatedly.

K-tuple
Identical short stretches of sequences, also called words.

Likelihood
The hypothetical probability that an event which has already occurred would yield a
specific outcome. Unlike probability, which refers to future events, likelihood refers to
past events.

Linear discriminant analysis
An analysis in which a straight line is located on a graph between two sets of data points
in a location that best separates the data points into two groups.

Local alignment
Attempts to align regions of sequences with the highest density of matches. In doing so,
one or more islands of subalignments are created in the aligned sequences.

Log odds score
The logarithm of an odds score. See also Odds score.
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Machine learning
The training of a computational model of a process or classification scheme to distin-
guish between alternative possibilities.

Markov chain
Describes a process that can be in one of a number of states at any given time. The Markov
chain is defined by probabilities for each transition occurring; that is, probabilities of the
occurrence of state sj given that the current state is si. Substitutions in nucleic acid and
protein sequences are generally assumed to follow a Markov chain in that each site
changes independently of the previous history of the site. With this model, the number
and types of substitutions observed over a relatively short period of evolutionary time can
be extrapolated to longer periods of time. In performing sequence alignments and calcu-
lating the statistical significance of alignment scores, sequences are assumed to be Markov
chains in which the choice of one sequence position is not influenced by another.

Maximum likelihood (phylogeny, alignment)
The most likely outcome (tree or alignment), given a probabilistic model of evolution-
ary change in DNA sequences.

Maximum parsimony
The minimum number of evolutionary steps required to generate the observed varia-
tion in a set of sequences, as found by comparison of the number of steps in all possi-
ble phylogenetic trees.

Method of moments
The mean or expected value of a variable is the first moment of the values of the vari-
able around the mean, defined as that number from which the sum of deviations to all
values is zero. The standard deviation is the second moment of the values about the
mean, and so on.

Minimum spanning tree
Given a set of related objects classified by some similarity or difference score, the mini-
mum spanning tree joins the most-alike objects on adjacent outer branches of a tree
and then sequentially joins less-alike objects by more inward branches. The tree branch
lengths are calculated by the same neighbor-joining algorithm that is used to build phy-
logenetic trees of sequences from a distance matrix. The sum of the resulting branch
lengths between each pair of objects will be approximately that found by the classifica-
tion scheme.

Molecular clock hypothesis
The hypothesis that sequences change at the same rate in the branches of an evolution-
ary tree.

Monte Carlo
A method that samples possible solutions to a complex problem as a way to estimate a
more general solution.

Mutation data matrix
A scoring matrix compiled from the observation of point mutations between aligned
sequences. Also refers to a Dayhoff PAM matrix in which the scores are given as log odds
scores.

Nats (natural logarithm)
A number expressed in units of the natural logarithm.

Needleman-Wunsch algorithm
Uses dynamic programming to find global alignments between sequences.

Neighbor-joining method
Clusters together alike pairs within a group of related objects (e.g., genes with similar
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sequences) to create a tree whose branches reflect the degrees of difference among the
objects.

Neural network
From artificial intelligence algorithms, techniques that involve a set of many simple
units that hold symbolic data, which are interconnected by a network of links associat-
ed with numeric weights. Units operate only on their symbolic data and on the inputs
that they receive through their connections. Most neural networks use a training algo-
rithm (see Back-propagation) to adjust connection weights, allowing the network to
learn associations between various input and output patterns. See also Feed-forward
neural network.

Noise
In sequence analysis, a small amount of randomly generated variation in sequences that
is added to a model of the sequences; e.g., a hidden Markov model or scoring matrix, in
order to avoid the model overfitting the sequences. See also Overfitting.

Normal distribution
The distribution found for many types of data such as body weight, size, and exam
scores. The distribution is a bell-shaped curve that is described by a mean and standard
deviation of the mean. Local sequence alignment scores between unrelated or random
sequences do not follow this distribution but instead the extreme value distribution
which has a much extended tail for higher scores. See also Extreme value distribution.

Object Management Group (OMG)
A not-for-profit corporation that was formed to promote component-based software by
introducing standardized object software. The OMG establishes industry guidelines and
detailed object management specifications in order to provide a common framework
for application development. Within OMG is a Life Sciences Research group, a consor-
tium representing pharmaceutical companies, academic institutions, software vendors,
and hardware vendors who are working together to improve communication and inter-
operability among computational resources in life sciences research.

Object-oriented database
Unlike relational databases (see entry), which use a tabular structure, object-oriented
databases attempt to model the structure of a given data set as closely as possible. In
doing so, object-oriented databases tend to reduce the appearance of duplicated data
and the complexity of query structure often found in relational databases.

Odds score
The ratio of the likelihoods of two events or outcomes. In sequence alignments and
scoring matrices, the odds score for matching two sequence characters is the ratio of the
frequency with which the characters are aligned in related sequences divided by the fre-
quency with which those same two characters align by chance alone, given the frequen-
cy of occurrence of each in the sequences. Odds scores for a set of individually aligned
positions are obtained by multiplying the odds scores for each position. Odds scores are
often converted to logarithms to create log odds scores that can be added to obtain the
log odds score of a sequence alignment.

Optimal alignment
The highest-scoring alignment found by an algorithm capable of producing multiple
solutions. This is the best possible alignment that can be found, given any parameters
supplied by the user to the sequence alignment program.

Orthologs
A pair of genes found in two species are orthologous when the encoded proteins are
60–80% identical in an alignment. The proteins almost certainly have the same three-
dimensional structure, domain structure, and biological function, and the encoding
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genes have originated from a common ancestor gene at an earlier evolutionary time.
Two orthologs I and II in genomes A and B, respectively, may be identified when the
complete genomes of two species are available: (1) in a database similarity search of all
of the proteome of B using I as a query, II is the best hit found, and (2) I is the best hit
when II is used as a query of the proteome of B. The best hit is the database sequence
with the highest expect value (E). Orthology is also predicted by a very close phyloge-
netic relationship between sequences or by a cluster analysis. Compare to Paralogs. See
also Cluster analysis.

Output layer
The final layer of a neural network in which signals from lower levels in the network are
input into output states where they are weighted and summed to give an output signal.
For example, the output signal might be the prediction of one type of protein secondary
structure for the central amino acid in a sequence window.

Overfitting
Can occur when using a learning algorithm to train a model such as a neural net or hid-
den Markov model. Overfitting refers to the model becoming too highly representative
of the training data and thus no longer representative of the overall range of data that
is supposed to be modeled.

Pair-wise sequence alignment
An alignment performed between two sequences.

PAM scoring matrices
Percent Accepted Mutation or PAM matrices describe the probability that one base or
amino acid has changed during the course of evolution. Amino acid PAM matrices are
derived from families of closely related sequences and are used to assess the similarity
of sequences when performing alignments.

Paralogs
Genes that are related through gene duplication events. These events may lead to the
production of a family of related proteins with similar biological functions within a
species. Paralogous gene families within a species are identified by using an individual
protein as a query in a database similarity search of the entire proteome of an organism.
The process is repeated for the entire proteome and the resulting sets of related proteins
are then searched for clusters that are most likely to have a conserved domain structure
and should represent a paralogous gene family.

Parametric sequence alignment
An algorithm that finds a range of possible alignments based on varying the parameters
of the scoring system for matches, mismatches, and gap penalties. An example is the
Bayes block aligner.

Pearson correlation coefficent
A measure of the correlation between two variables that reflects the degree to which the
two variables are related. For example, the coefficient is used as a measure of similarity
of gene expression in a microarray experiment. See also Correlation coefficient.

Percent identity
The percentage of the columns in an alignment of two sequences that includes identi-
cal amino acids. Columns in the alignment that include gaps are not scored in the cal-
culation.

Percent similarity
The percentage of the columns in an alignment of two sequences that includes either
identical amino acids or amino acids that are frequently found substituted for each
other in sequences of related proteins (conservative substitutions). These substitutions
may be found in an amino acid substitution matrix such as the Dayhoff PAM and
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Henikoff BLOSUM matrices. Columns in the alignment that include gaps are not
scored in the calculation.

Perceptron
A neural network in which input and output states are directly connected without inter-
vening hidden layers.

Poisson distribution
Used to predict the occurrence of infrequent events over a long period of time or when
there are a large number of trials. In sequence analysis, it is used to calculate the chance
that one pair of a large number of pairs of unrelated sequences may give a high local
alignment score.

Position-specific scoring matrix (PSSM)
Represents the variation found in the columns of an alignment of a set of related
sequences. Each subsequent matrix column corresponds to the next column in the
alignment and each row corresponds to a particular sequence character (one of four
bases in DNA sequences or 20 amino acids in protein sequences). Matrix values are log
odds scores obtained by dividing the counts of the residue in the alignment, dividing by
the expected number of counts based on sequence composition, and converting the
ratio to a log score. The matrix is moved along sequences to find similar regions by
adding the matching log odds scores and looking for high values. There is no allowance
for gaps. Also called a weight matrix or scoring matrix.

Posterior (Bayesian analysis)
A conditional probability based on prior knowledge and newly evaluated relationships
among variables using Bayes’ rule. See also Bayes’ rule.

Prior (Bayesian analysis)
The expected distribution of a variable based on previous data.

Profile
A matrix representation of a conserved region in a multiple sequence alignment that
allows for gaps in the alignment. The rows include scores for matching sequential
columns of the alignment to a test sequence. The columns include substitution scores
for amino acids and gap penalties.

Profile hidden Markov model
A hidden Markov model of a conserved region in a multiple sequence alignment that
includes gaps and may be used to search new sequences for similarity to the aligned
sequences.

Proteome
The entire collection of proteins that are encoded by the genome of an organism.
Initially the proteome is estimated by gene prediction and annotation methods but
eventually will be revised as more information on the sequence of the expressed genes
is obtained.

Pseudocounts
Small number of counts that is added to the columns of a scoring matrix to increase the
variability either to avoid zero counts or to add more variation than was found in the
sequences used to produce the matrix.

Receiver operator characteristic
The receiver operator characteristic (ROC) curve describes the probability that a test
will correctly declare the condition present against the probability that the test will
declare the condition present when actually absent. This is shown through a graph
of the test’s sensitivity against one minus the test’s specificity for different possible
threshold values.
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Regular expressions
This computational tool provides a method for expressing the variations found in a set
of related sequences including a range of choices at one position, insertions, repeats,
and so on. For example, these expressions are used to characterize variations found in
protein domains in the PROSITE catalog.

Regularization
A set of techniques for reducing data overfitting when training a model. See also
Overfitting.

Relational database
Organizes information into tables where each column represents the fields of informa-
tion that can be stored in a single record. Each row in the table corresponds to a single
record. A single database can have many tables and a query language is used to access
the data. See also Object-oriented database.

Scoring matrix
See Position-specific scoring matrix.

Selectivity (in database similarity searches)
The ability of a search method to locate members of a protein family without making a
false-positive classification of members of other families.

Sensitivity (in database similarity searches)
The ability of a search method to locate as many members of a protein family as possi-
ble, including distant members of limited sequence similarity.

Significance
A significant result is one that has not simply occurred by chance, and therefore is prob-
ably true. Significance levels show how likely a result is due to chance, expressed as a
probability. In sequence analysis, the significance of an alignment score may be calcu-
lated as the chance that such a score would be found between random or unrelated
sequences. See Expect value.

Similarity score (sequence alignment)
The sum of the number of identical matches and conservative (high scoring) substitu-
tions in a sequence alignment divided by the total number of aligned sequence charac-
ters. Gaps are usually ignored.

Simulated annealing
A search algorithm that attempts to solve the problem of finding global extrema. The
algorithm was inspired by the physical cooling process of metals and the freezing
process in liquids where atoms slow down in movement and line up to form a crystal.
The algorithm traverses the energy levels of a function, always accepting energy levels
that are smaller than previous ones, but sometimes accepting energy levels that are
greater, according to the Boltzmann probability distribution.

Single-linkage cluster analysis
An analysis of a group of related objects, e.g., similar proteins in different genomes to
identify both close and more distant relationships, represented on a tree or dendogram.
The method joins the most closely related pairs by the neighbor-joining algorithm by
representing these pairs as outer branches on the tree. More distant objects are then pro-
gressively added to lower tree branches. The method is also used to predict phylogenet-
ic relationships by distance methods. See also Hierarchical clustering, Neighbor-joining
method.

Smith-Waterman algorithm
Uses dynamic programming to find local alignments between sequences. The key fea-
ture is that all negative scores calculated in the dynamic programming matrix are
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changed to zero in order to avoid extending poorly scoring alignments and to assist in
identifying local alignments starting and stopping anywhere with the matrix.

Space or time complexity
An algorithm’s complexity is the maximum amount of computer memory or time
required for the number of algorithmic steps to solve a problem.

Specificity (in database similarity searches)
The ability of a search method to locate members of one protein family, including dis-
tantly related members.

Stochastic context-free grammar
A formal representation of groups of symbols in different parts of a sequence; i.e., not
in the same context. An example is complementary regions in RNA that will form sec-
ondary structures. The stochastic feature introduces variability into such regions.

Stringency
Refers to the minimum number of matches required within a window. See also
Filtering.

Sum of pairs method
Sums the substitution scores of all possible pair-wise combinations of sequence charac-
ters in one column of a multiple sequence alignment.

Synteny
The presence of a set of homologous genes in the same order on two genomes.

Threading
In protein structure prediction, the aligning of the sequence of a protein of unknown
structure with a known three-dimensional structure to determine whether the amino
acid sequence is spatially and chemically compatible with that structure.

Uncertainty
From information theory, a logarithmic measure of the average number of choices that
must be made for identification purposes. See also Information content.

Unified Modeling Language (UML)
A standard sanctioned by the Object Management Group that provides a formal nota-
tion for describing object-oriented design.

Viterbi algorithm
Calculates the optimal path of a sequence through a hidden Markov model of sequences
using a dynamic programming algorithm.

Weight matrix
See Position-specific scoring matrix.
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Abstract Syntax Notation (ASN.1), 39t
definition, 533
file format, 35

Accession number, definition, 533
Acctran option, 251
Accuracy, sequence, 26
ACEDB genome database, 15
ACR. See Ancient conserved regions
Active site, definition, 390
Additivity principle, 255, 256f
Affine gap penalty, 94

definition, 533
Algorithms, definition, 533. See also specific names
ALIGN, 160–161
Align Ace, 364
Aligned Segment Statistical Evaluation Tool (ASSET), 170–171
Alignment. See also Multiple sequence alignment; Pair-wise

sequence alignment; names of specific programs
assessing significance, 96–116
based on evolutionary model, 275
definition, 53, 533
and evolutionary distance, 120–136
with gaps, 103
global. See Global alignment
local. See Local alignment
localized, 161–172
multiple sequence, 139–204
optimal

importance of, 64
purpose and uses, 6f, 6–7, 7f

pairs of sequences, 51–138
parametric, 95
probability of, 131–134
protein structures, 127, 403
relationship of phylogenetic analysis to, 239
score, definition, 533
scoring. See Scoring alignment; Scoring matrices
statistical methods, multiple sequence, 173–191

All-against-all self-comparison proteome analysis. See Proteome
analysis, all-against-all self-comparison

ALN form, 41
� helix, 387f, 387–388, 388f
Alu, 488
Amino acids

alignment by dynamic programming, 6f, 6–7, 7f
amino acid codes, 29t
chemical properties, 387t
hydrophobicity scales, 443t, 450
protein-sequencing methods development, 2–3
protein structure formation. See Protein structure prediction
standard code letters, 29t
substitution matrices, 89

BLOSUM. See BLOSUM
evolutionary relationship prediction, 78
PAM matrices. See PAM amino acid substitution matrices
purpose and uses, 76–78, 78f

variations for phylogenetic predictions, 269
Analogous sequences, 56
Ancient conserved regions (ACR), 507–508
Annotation, 486–487, 509

definition, 533
Anonymous FTP, definition, 534
Arabidopsis thaliana, 15, 357, 480, 490t, 491
Archaea, 241–243
Architecture definition, 390
ASCII, 27–28

definition, 534
ASN.1. See Abstract Syntax Notation
ASSET. See Aligned Segment Statistical Evaluation Tool
Average mutual information content per pair, 83

Back-propagation algorithm, 454–455
definition, 534

Bacteria, 241–243. See also Microbial genomes; specific names of
microorganisms

genome sequencing, 481, 486t, 486–487
positions of sequenced genomes in tree of life, 243

BankIt, 26
Base-nucleic acid codes, 28t
Basic Local Alignment Search Tool. See BLAST

Index

Page numbers followed by f indicate a figure and by t indicate a table.
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Baum-Welch algorithm, 187
Bayes block aligner. See also Alignment, protein structures;

Multiple sequence alignment
application, 126, 128f–129f
block and scoring example, 125–126
database similarity searches, 317, 319–320, 320f
definition, 534
described, 124–125
example of use, 127–128, 130f, 130t
parametric sequence alignment use, 95
probability of alignments use, 131, 132f–133f, 133–134
Web site, 66t

Bayes’ rule, definition, 534 
Bayesian analysis, definition, 534
Bayesian statistical methods

advantages and disadvantages, 124
algorithms. See Bayes block aligner 
approach to sequence analysis, 121–122
conditional probabilities, 119–121
evolutionary distance, 122–124
multiple variables application, 121

Baylor College of Medicine. See BCM Search Launcher
BBH. See Bidirectional best hit 
BCM Search Launcher, 66t
BEAUTY. See BLAST-enhanced alignment utility
BESTFIT

global and local alignment example, 75, 76f
use in pair-wise alignments, 59, 65

� sheet, 388f, 388–389
Between-proteome comparisons

clusters of orthologous groups (COGS), 504–505
EST databases and, 505–506
goal of search, 503
orthologs search, 506f, 506–507
steps, 503–504

Bidirectional best hit (BBH), 516–517
Biochips, definition, 534
Bioinformatics

definition, 534
history, 1–18

Bit unit, definition, 534
Bits, example of use in alignment score, 109
BLAST (Basic Local Alignment Search Tool), 11–12. See PHI-

BLAST; PSI-BLAST; WU-BLAST
application to extreme value distribution, 114
database similarity searches

BEAUTY, 309, 312f–313f, 314
BLAST2, 66t, 314
Cobbler sequence, 314
E-mail server request example, 311f
vs. FASTA, 291
output example, BLASTP, 305f–307f
programs and options, 300, 309, 310t, 311f, 314t
sequence filtering, 308–309
steps, 300–304, 303f

described, 12, 12f
for pair-wise alignment, 57
speed considerations, 286
statistical significance calculations, 118

BLAST-enhanced alignment utility (BEAUTY), 309, 312f–313f,
314

Block, definition, 534
Block analysis

amino acid substitution matrices. See BLOSUM; PAM amino
acid matrices

BLOCKS, 170, 324, 325f
blocks, definition, 390
multiple sequence alignment

extraction methods, 165, 170
multiple sequence format ability, 43–44
from unaligned sequences, 171–173

BlockMaker, 171
BLOSUM (blocks amino acid substitution matrices)

BLOCKS Web site, 14
comparison to PAM, 87–89
definition, 534
described, 85
matrices analysis, 86–87, 88f
procedure, 86
sequence groupings, 86
similarity searches using BLOSUM62, 289, 303
use for scoring, 83
use in pair-wise alignments, 65

BLOSUM62. See BLOSUM
Bolzmann distribution, definition, 535
Bootstrap analysis. See also Phylogenetic analysis

definition, 535
Branch length, definition, 535
Boxshade, 200
Branch-and-bound method, 249
Branches, in phylogenetic prediction, 245
Brookhaven Protein Data Bank (PDB), 382, 395, 398t, 402
Browser use for sequence analysis, 45

C2H2. See Zinc finger
Caenorhabditis elegans

ACEDB, 15
Bayesian methods applied to, 122
gene number prediction, 490t, 491
sequence knowledge available, 15, 282, 480

CASP. See Critical Assessment of Structure Prediction
CATH database, 390, 402, 406f
cDNA sequences, 11, 25–26, 282
Centromeres, 487
Chaperonins, 13
Chebyshev’s inequality, 104

definition, 535
Chemical MIME project, 400
Chimeric genes, 56
Chou-Fasman method

example of use, 449f
secondary structure prediction rules, 446–447

Chromosomes. See also Synteny
gene clusters on, 512, 514f, 515–517, 516f
human and mouse, 513
rearrangements, 510–512, 511f, 513f
sequencing procedures, 24

Chymotrypsin, 56
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CI. See Consistency index 
CINEMA, 199
Class definition, 390
CLUSTALW

gap scoring, 154–155, 156f
multiple sequence format ability, 41
phylogenetic analysis and, 254
problems with use, 155–157
in proteome analysis, 502
sequence cluster methods, 160
for sequence formatting, 200
steps, 153
Web site, 9
weights, 153–154, 154f

Cluster analysis. See also Neighbor-joining prediction method
definition, 535
described, 429, 500
multiple sequence methods, 160–161
in proteome analysis

purpose and uses, 496f, 497f–499f, 501
by single linkage, 499f, 502
by subgraphs, 501–502

Clusters of orthologous groups (COGS), 504–505, 508
definition, 535

Cobbler sequence
in database similarity searches, 314
definition, 535
use in BLOCKS server, 324, 329

Coding system, neural networks, definition, 535
Codon usage, definition, 535
CodonCode Corporation, 5
COGS. See Clusters of orthologous groups
Coil, 389
Coiled-coil protein structures, 434, 436–437, 438f
COILS2, 434, 438f
Collection and storage of sequences. See Sequences, collection

and storage
Common ancestor sequence, 54
Common Object Request Broker Architecture (CORBA), 45

definition, 536
Comparative genomics. See Genomics, comparative
COMPARE, 59
Complexity 

algorithm, definition, 535
equation, 308

Computer script, 506
Conditional probability, definition, 535
CONSENSE, 246
Consensus, definition, 536
Consensus program, 365, 372
Consistency index (CI), 253
Contact potential method, 463–464, 469
Context-free grammars

application, 230, 231f
definition, 536
described, 228–229

Contigs, 24
definition, 536

Controlled vocabularies, 46

Convergent evolution, 56
CORBA. See Common Object Request Broker Architecture
Core, definition, 390
Correlation coefficient, definition, 536
Covariation, definition, 536
Covariation analysis, RNA

methods, 225
mutual information content, 225–226, 226f
ordered tree model, 227f, 227–228, 229f
purpose and uses, 223, 223f–224f

COVELS program, 228
Critical Assessment of Structure Prediction (CASP), 471–472

DALI. See Distance Alignment Tool
Database, definition, 536
Database query programs, 4
Database similarity searches, 281–336

Bayes block aligner, 317, 319–320, 320f
BLAST

BEAUTY, 309, 312f–313f, 314
BLAST2, 66t, 314
Cobbler sequence, 314
E-mail server request example, 311f
output example, BLASTP, 305f–307f
programs and options, 300, 309, 310t, 311f, 314t
sequence filtering, 308–309
steps, 300–304, 303f

BLOSUM62 matrix, 289
DNA vs. protein searches, 286–288, 287f
dynamic programming algorithm, 315, 317, 316f–319f
expressed sequence tags use, 282
FASTA

vs. BLAST, 291
description and uses, 291–292, 293f
matches for low complexity, 295, 297
significance of matches, 292–294, 294t
steps, 298–300
versions, 295, 296f–299f

methods decision chart, 290–291
output limiting methods, 289
PAM250 matrix, 288–289
patterns comparison

FASTA-pat, -swap, 326–327
queries, 329
scoring matrices, 327–328

PHI-BLAST, 331
position-specific scoring matrix use

BLOCKS server example, 324, 325f
motif analysis server example, 325–326, 327f–328f
procedure, 321–322, 322f
vs. profile method, 324
Web sites and programs, 323t, 323–324

predictions using, 282
PROBE, 331–332
PSI-BLAST, 329–331, 332f–333f
purpose of alignments, 282
scoring matrix use, 320–321
scoring of significance, 11
selectivity, definition, 546
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sensitivity, definition, 546
single query, 283, 286t
Smith-Waterman algorithm, 315, 316f–317f, 317, 318f, 319t
specificity, definition, 546
for speed, 283, 286
types of searches, 282–283, 284t–285t

Databases. See also Object-oriented database; Relational
database; specific database names

access with ENTREZ, 45
DNA sequence. See DNA sequence databases
genome, 535–536
protein, 394–397
public, 4–5
sequence submission, 26–27
types, 44–45

Dayhoff matrices. See PAM matrices
DDBJ. See DNA Data Bank of Japan
Deltran option, 251
Dendrogram, definition, 536
Diagram method, 5–6, 6f
DIALIGN, 157
Direct repeats. See Bayesian statistical methods, evolutionary

distance; Dot matrix method
Dirichlet mixtures, 188–190

definition, 536
Discrete state-space models. See Hidden Markov models
Distance Alignment Tool (DALI), 402, 412f, 414f, 422, 424f
Distance methods

phylogenetic prediction
additivity principle, 255, 256f
distance correction, 267–269, 268f
Fitch and Margoliash, 256–260, 257f, 259f, 272, 274f
goals, 254
neighbor-joining, 260–261, 261f, 262t
open reading frames comparison, 271–272
outgroup selection, 264
programs for, 254–255
protein sequences comparison, 269–271
scoring, 255
similarity conversion, 264–267
ultrametric distances, 256
unweighted pair group, 261–264, 262f–263f

protein structure prediction, 421–423, 424f–426f
scores

described, 8–9
in dynamic programming, 74
in gap penalty calculations, 93–94

Distance sequence analysis, definition, 536
Distances, evolutionary. See Evolutionary relationships
DNA Data Bank of Japan (DDBJ), 3, 26, 46t
DNA microarrays. See Microarray analysis
DNA sequence, random alignment assessment, 99–102
DNA sequencing, 20–24
DNA sequence databases

alignment by dynamic programming, 6f, 6–7, 7f
analysis programs, 5
collection and storage of sequences

example of sequence, 21f–23f
laboratory procedures, 20, 24

oligonucleotide primers use, 24f
synthesis method, 20f–22f

comparison methods, 5–6
evolutionary relationships discovery, 10–11
first complete genome sequence, 14–15
first genome database, 15
growth in number of entries, 3
importance of searches, 11
local alignments, 8–9
locations, 3
multiple sequence alignment, 9
vs. protein searches, 286–288, 287f
scoring, 8–9
search programs, 11–12, 12f
Web site search capabilities, 4

Domain
definition, 391
interactions, composite genes, 517

Dot matrix, definition, 536
Dot matrix method

also named diagram method, 5–6, 6f
msa and, 161
pair-wise sequence alignment

description and uses, 57, 59–60
repeated sequence symbol, 63f, 64
sequence repeats, 62, 63f, 64
techniques for use, 60f, 60–62, 61f
variations in analysis, 62
Web site, 59

for palindromic regions, 212–213, 213f
DOTPLOT, 59
DOTTER, 59
Drosophila melanogaster

gene number prediction, 490t, 491
sequence knowledge available, 15, 282, 480
shotgun sequencing, 25

DSSP database, 442
DUST, 308
Dynamic programming algorithm, 6–8. See also Needleman-

Wunsch algorithm; Smith-Waterman algorithm
database similarity searches, 315, 316f–317f, 317, 318f–319f
definition, 536–537
multiple sequence alignment

considerations for, 145–146, 146f
example, 149–150
procedure, 146f, 146–147, 147f
programs use, 148
results, 147–148, 148f

optimal score in, 72
pair-wise sequence alignment

derivation, 67f, 69
described, 57
distance scores use, 74
equation explanation, 69–70, 72f, 72
examples of use, 70f–71f, 75, 76f–77f
gap penalty, 68–70
global alignment using, 64, 72
goal considerations, 65
improvements in utility, 75
influences on global vs. local results, 73–74

Database similarity searches (continued)
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local alignment using, 64, 72–73, 76f
optimal alignment importance, 64
procedure, 66–67
programs for, 65, 66t
scoring system, 65, 67f, 67–68
similarity identity, 65–66

protein structure prediction, 419–421, 420f–421f
RNA secondary structure prediction, 216f
sequence alignment overview, 6f, 6–7, 7f

EBI database (EMBL Nucleotide Sequence Database), 26 
EC (Enzyme Commission) numbers, in gene classification,

509
Edge effect in sequence alignments, 113
Editors, sequence, 199
EM algorithm. See Expectation maximization algorithm
EMBL. See European Molecular Biology Laboratory
EMMA (empirical matrix), 327–328
eMotif, 170, 172f, 173
Energetically favorable RNA. See RNA, minimum free-energy

method for structure prediction
ENTREZ

instructions for use, 45–48, 47f
for protein structure classification, 403
Web site, 4

Entropy (H)
definition, 83, 537
extreme value distribution calculations and, 113–114
of PSSM, 196

Environmental template method, 462
Enzyme classification, 509
Enzyme Commission, 509
Erdös and Renyi law, definition, 537
Escherichia coli, 14

dot matrix analysis example, 60f, 61–62
gene number prediction, 490t
gene prediction, 348
horizontal gene transfer and, 508
promoter prediction

binding site identification, 363f, 364–365
scoring matrix method and reliability, 359, 360t, 361f,

361–364
search programs, 358–359

sequence knowledge available, 282, 480
ESTs. See Expressed sequence tags
Euchromatin, 487
Eukaryotes, 241

DNA and gene prediction, 343, 345f, 345–346, 346f
gene prediction

methods overview, 352
neural networks, 353f, 353–355
pattern discrimination, 355–356, 356f

genome analysis
pseudogenes, 491
sequence repeats, 487
structure variations, 490t, 490–491
transposable elements, 487–488, 489f, 490

promoter prediction
classifications, 369, 372
methods, 372–373

programs for, 370t–371t
transcriptional regulation, 366–369, 366f–368f

transposable elements. See Transposable elements, eukaryotes
European Bioinformatics Institute, 171
European Molecular Biology Laboratory (EMBL)

background, 3, 26
conversion format, 37t
sequence formats, 31, 31f
Web site, 46t

Evolution, convergent, 56
Evolutionary distance, Bayesian, 122
Evolutionary relationships, 10–11. See also Phylogenetic analysis

Bayesian statistical methods, 122–124
discovery using sequencing, 10–11
history indications from msa, 140
pair-wise sequence alignment and, 54f, 54–56, 55f
PAM matrices and. See PAM amino acid substitution matrices
substitution matrices predictions, 78
tree concept, 244–246

branches, 245
rooted and unrooted trees, 246, 246t
sequence change between nodes, 245

Expasy, 390
Expect value (E), definition, 537
Expectation maximization (EM) algorithm

for binding site identification, 364
definition, 537
example setup, 174–176, 176t
multiple, for motif elicitation (MEME)

described, 177
Gibbs sampler. See Gibbs sampler

procedure, 173–174
site probabilities calculation, 176–177

Exposure to mutation factor, 79
Expressed sequence tags (ESTs)

comparison of proteomes to, 505–506
in database similarity searches, 282
error rate, 27
orthologs search, 506
use in computations, 26

Extreme value (Gumbel) distribution 
definition, 537
described, 8–9
mean and standard deviation, 107
vs. normal distribution, 105–107
purpose and uses, 104–105
parameters calculation

distinguishing unrelated from related sequences, 115
edge effect considerations, 113–114
FASTA and BLAST applications, 114
inapplicability to global alignment, 97, 114
local alignment example, 115–117
moderate vs. distantly related sequences, 114–115
statistical parameters use results, 112–113, 113t
sequence analysis calculations, 107–109
significance assessment example, 110

False negative, definition, 537
False positive, definition, 537
Family, definition, 391
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FASTA, 11–12
application to extreme value distribution, 114
database similarity searches

vs. BLAST, 291
description and uses, 291–292, 293f
matches for low complexity, 295, 297
significance of matches, 292–294, 294t
steps, 298–300
versions, 295, 296f–299f

described, 11–12, 12f
distinguishing unrelated from related sequences, 115
multiple sequence format ability, 40
for pair-wise alignment, 57, 66t
READSEQ format, 37t
sequence formats, 31–32, 32f
speed considerations, 283, 286
statistical significance calculations, 118

FASTA-pat, -swap, 326–327
FAST-pan, for gene panning 506, 506f
Feed-forward neural network, definition, 537
File formats

conversion, 36–40
sequence, 29–35

File processing, 400–401
File Transfer Protocol (FTP), definition, 534
FINDPATTERNS, 359
Filtering, definition, 537
Fitch and Margoliash method

conversion format, 38t
described, 256–257
distance analysis example, 272, 274f

five sequences, 258–259, 259f
three sequences, 257, 257f

multiple sequence format ability, 42
steps, 259–260

Fly. See Drosophila melanogaster
FOLD, 215
FOLDALIGN, 212
Fold, definition of structural, 391–392
Foldon, definition, 392
Formatters, sequence, 200
Forward-backward algorithm, definition, 538
Fourfold degenerate site, 271–272
Fourier analysis, definition, 538
FSSP database

hierarchical clustering, 414f
purpose and uses, 402–403
representative structures, 412f–414f
structural alignment, 415f
structure report example, 408f–411f

Functional genomics. See Genomics, functional 

Gamma distribution, 277
Gap. See also Gap penalty

alignment, 103
definition, 538

GAP, 65, 66t, 75, 76f
GAPPED-BLAST, 11
Gap penalty, 92–96

considerations for choosing, 113–114

definition, 538
dynamic programming, 68–70
global alignment, 72
optimal combinations with scoring matrices, 96
pair-wise sequence alignment

combinations with scoring matrix, 96
distance scores use, 93–94
at ends of alignments, 93–94
gap score calculation, 92–93
parametric sequence alignments, 95
penalty choice, 93
varying mismatches effects, 95

Garnier, Osguthorpe, and Robson (GOR) method. See GOR
method

GCG. See Genetics Computer Group
GDE. See Genetic Data Environment
GenBank database

background, 3, 26
conversion format, 37t
sequence formats, 29–30, 30f
Web site, 46t

Gene 
evolution. See Evolutionary relationships
functional classification, 509
global regulation, 519–522
order, 510. See also Synteny
order conservation

analysis of rearrangements, 512, 513f–515f
chromosomal rearrangements, 510–512, 511f, 513f
composite genes predictions, 517
gene clusters on chromosomes, 512, 514f, 515–517, 516f
resources for analysis, 518, 518f

prediction 
in eukaryotes

genes and nucleosomes, 343, 345f, 345–346, 346f
methods overview, 352
neural networks, 353f, 353–355
pattern discrimination, 355–356, 356f

functional prediction, 523–524
methods decision chart, 346–348
methods evaluation, 356–357, 358t
in microbial genomes

chance of finding similarities, 350
gene identification methods, 348–350, 350f–351f
regulatory sequence example, 348
reliability of methods, 351

neural networks for
GeneParser, 354–355
Grail II, 353f, 353–354

open reading frames
described, 338, 341f
reliability tests, 342–343, 343t, 344f
promoter prediction, E. coli
binding site identification, 363f, 364–365
scoring matrix method, 359, 360t, 361f, 361–362
scoring matrix method reliability, 362–364, 363f
search programs, 358–359

promoter prediction, eukaryotes
classifications, 369, 372
methods, 372–373
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programs for, 370t–371t
ranscriptional regulation, 366–369, 366f–368f

sequence translation programs, 339t–341t
tRNA-encoding gene identification, 230–232
universal genetic code, 338, 342t, 342

rearrangements, computational analysis, 512
GeneDoc, 199
GeneMark.HMM, 350–351
Gene Ontology (GO) classification scheme, 510
Gene panning, 506f
GeneParser, 354–355
GeneQuiz, 487, 518
Genetic algorithm

definition, 538
for msa

approaches, 157–158
steps, 158–160

Genetic Data Environment (GDE)
multiple sequence format ability, 41, 42f
for sequence editing, 199
sequence formats in software, 35, 35f

Genetics Computer Group (GCG)
conversions among formats use, 36, 38t–39t, 40
multiple sequence format ability, 41
PILEUP, 9, 41, 155
profile programs, 161
SEQLAB, 41, 42f
sequence analysis programs, 5
sequence file formats, 33, 33f

GENINFO, 4
Genome

analysis. See Genome analysis
anatomy, 481–490
complexity. See also Direct repeats; Horizontal gene transfer;

Transposable elements
computational analysis of gene rearrangements, 512
consideration in phylogenetic analysis, 241
low-complexity regions, 308
and phylogenetic analysis, 240

definition, 538
searching for RNA-specifying genes, 230
sequencing, 14–15, 24–25, 142

Genome analysis
collection and storage, large-scale projects, 24, 25f
comparative genomics

functional classification of genes, 509–510
gene order conservation. See Gene, order conservation
purpose and uses, 500

databases
first developed, 14–15
sequencing using msa, 142
Web sites, 482t–483t

eukaryotes
pseudogenes, 491
sequence repeats, 487
structure variations, 490t, 490–491
transposable elements, 487–488, 489f, 490

functional genomics, 525, 526f
gene function prediction, 523, 524f
genome assembly and sequencing, 24, 142, 491

genome tree, 507
global gene regulation, 519
metabolism and regulation Web resources, 484t–485t
methods decision chart, 491–495
microarray use

data example, 520f–521f
described, 519
methods, 522f–523f
purpose and uses, 519

nomenclature and characterizations, 485t
phylogenetic history tracing, 480
prokaryotes, 481, 486t, 486–487
proteome analysis. See Proteome analysis
purpose and uses of sequence analysis, 480
sequence assembly and gene identification, 495
Web sites, 482t–485t

Genome annotation. See Annotation
Genomics

comparative, definition, 535
functional classification of genes, 509–510
gene order conservation

analysis of rearrangements, 512, 513f–515f
chromosomal rearrangements, 510–512, 511f, 513f
composite genes predictions, 517
gene clusters on chromosomes, 512, 514f, 515–517, 516f
resources for analysis, 518, 518f

purpose and uses, 500
functional, 525

Genpept database, 394
Gibbs sampler

described, 177
example of use, 182
msa analysis, 171
objective, 182–183
procedures, 184
promoter prediction, 372
use in BLOCKS server, 324
weights, 184

Global alignment. See also Needleman-Wunsch algorithm
definition, 538
described, 7, 8, 53f, 53–54
by dynamic programming, 64, 73–75
gap penalty in, 72
inapplicability of extreme value distribution, 97, 114
significance assessment

evaluation approach, 98
overview, 97
potential problems, 98–99
segment comparison methods, 99, 100f
varying mismatched gap penalties effects, 95

GO. See Gene Ontology
Gonnet matrix, 89
GOR method

assumptions, 448–449
basis of, 447
example of use, 449, 449f
matrix values, 447–448
procedure, 447

Grail II, 353f, 353–354
Grammars. See Stochastic context-free grammars
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Graph theory, definition, 539
Greedy algorithm, 330
Group approach to msa, 160–161
Gumbel extreme value distribution, 104–109. See also Extreme

value distribution
inapplicability to global alignment, 97
mean and standard deviation, 107
vs. normal distribution, 105–107
purpose and uses, 104–105
sequence analysis calculations, 107–109

H. See Entropy
Hairpin secondary structure, 10f
Half-bits, definition, 539
HELICALWHEEL, 451f
Hemophilus influenzae, 14, 24, 481
Heterochromatin, 487
Hexadecimal, 27–28

definition, 539
Heuristic, definition, 539
Hidden layer, definition, 539
Hidden Markov models (HMM), 160. See also Gene prediction,

in eukaryotes; Gene prediction, in microbial genomes;
Profile hidden Markov model

advantages and disadvantages, 185
definition, 539
description and uses, 185, 186f–187f
Dirichlet mixtures use, 188–190
of eukaryotic internal exons, 345
example of use, 187–188
fifth-order, in gene prediction, 349
for gene identification, 348–350, 350f–351f
Markov chain, 68
Markov model, 84–85
motif-based, 190–191, 191f–192f
multiple sequence alignment, 160
objective, 186
prior model importance, 188
protein three-dimensional models, 460, 461f–464f
sequence numbers considerations, 189–190

Hierarchical clustering, 414f, 522f
definition, 539

Hill-climbing algorithm, definition, 539
History, bioinformatics, 1–19
HMM. See Hidden Markov models
HMMER, 43, 190
Homeomorphic protein families, 391, 428
Homolog, definition, 539
Homologous domain, definition, 392
Homologous sequences, 54, 56, 239
Homoplasy, 251–252
Homo sapiens, 490t
Horizontal gene transfer (HT), 55f, 508

definition, 539
HSSP database, 403
HTML. See Hypertext Markup Language
Human–mouse chromosome comparison, 513
Human Genome Project, 15, 491
Human Proteome/Structural Genomics Pilot Project, 384
Hydrophobicity values for amino acids, 443t, 450

Hypertext Markup Language (HTML), definition, 540
Hyperplane, definition, 540
Hypercube, definition, 540

Identify, 173
IDL. See Interface Definition Language
Image files storage, 401
IMM. See Interpolated Markov model
Indel, definition, 540
Information content, scoring matrix, definition, 540
Information theory, definition, 540
Input layer, definition, 540
Institute of Genetics Research, The (TIGR), 14, 24, 142, 481
Intelligenetics, 33f, 37t
Interface Definition Language (IDL), 45

definition, 540
International Nucleotide Sequence Database Collaboration, 3
Internet. See Web sites
Interpolated Markov model (IMM), 351. See also

GeneMark.HMM; Gene, prediction, in eukaryotes; Gene,
prediction, in microbial genomes

Introns, 490
Inverse folding, 465
Inverted repeats. See Self-complementary regions in RNA
Iterative, definition, 540

Japan International Protein Information Database (JIPID), 2
Joint probability, 119
JOY, 427
Jukes-Cantor model, 267–268, 270

Kimura two-parameter model, 268–269
k-tuple method, 57, 291

definition, 540

LALIGN
local alignment example, 116–117
purpose and uses, 75, 77f
use in pair-wise alignments, 59, 62

LAMA. See Local Alignment of Multiple Alignments
LANL. See Los Alamos National Laboratory
Leucine zippers, 432, 436f
Life Research Group, 45
Likelihood, definition, 540
Likelihood-weighted sequence alignment, 66t
LINE1, 488
Linear discriminant analysis, definition, 540
LINES (long interspersed nuclear elements), 487–488
Linkage disequilibrium, 494
Local alignment. See also Smith-Waterman algorithm

definition, 540
described, 8–9, 53–54, 54f
in dynamic programming, 64, 73–74, 76f
extreme value distribution example, 115–117
multiple sequence analysis

block method, 165
blocks from unaligned sequences, 171–173
extraction of blocks, 165, 170
motif analysis, 173
pattern searching, 170–171
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profile method, 161–165, 162f
significance assessment, 111–112
varying mismatched gap penalties effects, 95

Local Alignment of Multiple Alignments (LAMA), 329
Log odds scores. See also Odds scores

definition, 540
for nucleic acids, 90
PAM250 example, 82f
PAM matrix conversion to, 80–81, 81t
purpose and uses, 68, 78
significance assessment and, 110–111, 112f
WMM and EMMA, 327

Logos, sequence, 196–198, 197f
Long interspersed nuclear elements (LINES), 487–488
Long terminal repeat (LTR), 487
Loop, 389
Los Alamos National Laboratory (LANL), 3

MACAW, 177, 199–200, 324
MacClade, 238, 251
Machine learning, definition, 541
MACMATCH, 450
MAGPIE, 518, 518f
Marginal probability, 119
Markov chain, definition, 541
Markov model. See also Hidden Markov models

interpolated, definition, 541
MARS. See Matrix Attachment Regions
MAST. See Motif Alignment and Search Tool
MATP, 228
Matrices. See also specific names

reliability, promoter prediction, 362–363
Matrix Attachment Regions (MARS), 346
MAXHOM, 330, 403
Maximum likelihood approach, 273, 275t, 276f–277f

definition, 540
Maximum parsimony method, 248–253

change number information, 253
definition, 540
example of use, 249, 250t
homoplasy, 251–252
mitochondrial sequences, 250, 252f–253f
procedure, 248
programs for, 248–249
selecting among trees, 251
uneven branch lengths and, 250–251, 253f

MDM78. See PAM250 amino acid substitution matrix
MEDLINE, 4
MEME. See Multiple EM for Motif Elicitation
Metabolic functions. See Gene, global regulation
Meta-MEME, 177, 190
Methanococcus jannaschii, 515
Method of moments, definition, 541
MFOLD, 212, 215, 217, 218f, 220f
Microarray analysis

data example, 520f–521f
described, 519
methods, 522f–523f
purpose and uses, 519

Microbial genomes, gene prediction
chance of finding similarities, 350
gene identification methods, 348–350, 350f–351f
regulatory sequence example, 348
reliability of methods, 351

Microchips. See Microarray analysis
MIME. See Chemical MIME project
Miniature inverted repeat TEs (MITES), 488
Minimum free-energy method, 214t, 214–215, 215f
Minimum spanning tree, definition, 541
MIPS. See Munich Center for Protein Sequences
MITES. See Miniature inverted repeat TEs
MMDB. See Molecular Modeling Database
Model organisms, 480

databases, 482
eukaryotic, 490
prokaryotic, 486

Module, definition, 392
Modules, 431
Molecular clock hypothesis, 245

definition, 541
Molecular Modeling Database (MMDB), 403, 416f–417f
Molecular viewers, 400, 401t
Molscript, 401
MOMENT, 452f
Monte Carlo method, 211
Motif Alignment and Search Tool (MAST), 190

position-specific scoring example, 325–326, 327f–328f
purpose, 177

Motif analysis
database search tools, 177
definition, 392
example of use, 171–173, 172f
hidden Markov models and, 190–191, 191f–192f
leucine zippers, 432, 436f
logo, 226
MOTIF program, 14, 86, 170–171, 324
multiple sequence, 173
in protein structure analysis, 429
zinc finger, 426f

described, 431–432, 432f
PFAM output example, 433f–435f

Motif-based hidden Markov models (Meta-MEME), 190–191,
191f–192f

MOTOMAT, 171
Mouse chromosomes, 513
mRNA, 338
msa. See Multiple sequence alignment
MSA program, 145
MSASA. See Multiple Sequence Alignment by Simulated

Annealing
MULTAL, 160
MultAlin, 157
Multiple EM for Motif Elicitation (MEME), 177, 179f–182f
Multiple sequence alignment (msa)

approximation methods used, 140
database searches, 320–321
DNA sequencing, 9
dynamic programming algorithm use

example, 149–150
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multiple sequence considerations, 145–146, 146f
procedure, 146f, 146–147, 147f
programs, 148
results, 147–148, 148f

editors and formatters, 198–201
evolutionary history indications, 140
FASTA and, 40
genome sequencing, 142
hidden Markov models, 160
information obtained from, 140–141
iterative methods

genetic algorithm, 157–160
hidden Markov models, 160
overview, 157, 158f

localized alignments analysis
block method, 165
blocks from unaligned sequences, 171–173
extraction of blocks, 165, 170
motif analysis, 173
pattern searching, 170–171
profile method, 161–165, 162f

primer design, 143
position-specific scoring matrices

construction and tuning, 190
estimates improvements, 192–193
information content, 195–196
procedure, 195
pseudocounts additions methods, 193
pseudocounts based on matrices methods, 194–195
sequence logos, 196–198, 197f

production methods decision chart, 144–145
progressive methods

CLUSTALW, 153–155, 154f
described, 152–153, 153f
PILEUP, 155
problems with use, 155–157

relationship to phylogenetic analysis, 143, 143f
scoring, 151f, 151–152, 152f
sequence cluster methods, 160–161
sequence formats, 40–43
statistical methods

expectation maximization. See Expectation maximization
algorithm

Gibbs sampling method. See Gibbs sampler
hidden Markov models. See Hidden Markov models

(HMM)
uses of, 142–143
Web sites, 141t

Multiple Sequence Alignment by Simulated Annealing
(MSASA), 158

Munich Center for Protein Sequences (MIPS), 2
Muscle promoters, 372
Mus musculus, 480
Mutations, 271–272
Mutation data matrix, definition, 541
Mutation values, 79
Mycoplasma genitalium, 510
Mycoplasma pneumoniae, 508, 510

NAP, 66t
National Biomedical Research Foundation (NBRF)

background, 2– 3
conversion format, 37t
sequence formats, 32, 32f

National Center for Biotechnology Information (NCBI). See also
BLAST; ENTREZ

background, 3–4, 26
sequence filtering programs, 308
sequence formats in software, 35
viral sequencing retrieval, 486

National Library of Medicine (NLM), 4
Nats, definition, 541
NBRF. See National Biomedical Research Foundation
NCBI. See National Center for Biotechnology Information
Nearest-neighbor methods, 457–460
Needleman-Wunsch algorithm

definition, 541
in dynamic programming, 72
global alignment basis, 64
purpose and uses, 6–7, 7f

Neighbor-joining prediction method, 11, 260–261, 261f, 262t
Neural networks. See also Gene, prediction; Protein structure

prediction
definition, 541
feed-forward, 353
gene prediction, 353–354
GeneParser, 354–355
for genomes, 353–354
Grail II, 353f, 353–354
hidden layer, 452–454
promoter prediction, 363–364
protein secondary structure prediction, 450–457

NLM. See National Library of Medicine
NMR. See Nuclear magnetic resonance
NNPREDICT, 451
NNSSP, 459
Noise, definition, 542
Nondegenerate site, 271–272
Normal distribution, 105–106
NR databases, 48
NSEG, 308
Nuclear magnetic resonance (NMR), 13
Nucleic acids

base codes, 28
letter codes, 29

Nucleic acid sequences
programs for analysis, 248–249
scoring matrices (PAM) for different evolutionary distances

key points, 92
procedure, 90t, 90–91, 91t–92t
purpose, 90

Nucleosome structure, sequence element repeats in eukaryotic
genes, 343

Nucleotide Sequence Database Collaboration, 26
Nucleotide sequence databases, 26, 310

Object Management Group (OMG), 45
definition, 542

Multiple sequence alignment (msa) (continued)
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Object-oriented database, 45
definition, 542

Odds scores
definition, 542
purpose and uses, 68, 78, 126
working with, 124

Oligonucleotide primers, 24f
Oligonucleotide scoring methods, 372
OOPS, 177
Open reading frames (ORFs)

comparisons by phylogenetic prediction, 271–272
gene prediction

described, 338, 341f
reliability tests, 342–343, 343t, 344f

Optimal alignment. See Alignment, optimal
ORFs. See Open reading frames
Orthologs (orthologous genes), 55f, 56, 244

definition, 542
Output layer, definition, 543
Overfitting, definition, 543

Pair-wise sequence alignment
amino acid substitution matrices, 89

BLOSUM62. See BLOSUM
evolutionary relationship prediction, 78
PAM and BLOSUM comparison, 87–89
PAM matrices. See PAM amino acid substitution matrices
purpose and uses, 76–78, 78f

Bayesian statistical methods
advantages and disadvantages, 124
algorithms. See Bayes block aligner
approach to sequence analysis, 121–122
conditional probabilities, 119–121
evolutionary distance, 122–124
multiple variables (parametric) application, 121

dot matrix comparison method
description and uses, 59–60
repeated sequence symbol, 63f, 64
sequence repeats, 62, 63f, 64
techniques for use, 60f, 60–62, 61f
variations in analysis, 62
Web site, 59

dynamic programming algorithm
derivation, 67f, 69
described, 57
distance scores use, 74
equation explanation, 69–70, 72f, 72
examples of use, 70f–71f, 75, 76f–77f
gap penalty, 68–70
global alignment using, 64, 72
goal considerations, 65
improvements in utility, 75
influences on global vs. local results, 73–74
local alignment using, 64, 72–73, 76f
optimal alignment importance, 64
procedure, 66–67
programs for, 65, 66t
scoring system, 65, 67f, 67–68
similarity identity, 65–66

gap penalties
combinations with scoring, 96
distance scores use, 93–94
at ends of alignments, 93–94
gap score calculation, 92–93
parametric sequence alignments, 95
penalty choice, 93
varying mismatches effects, 95

global alignment definition, 53f, 53–54
local alignment definition, 53–54, 54f
methods, 56–57
methods decision chart, 58–59
nucleic acid PAM scoring matrices

key points, 92
procedure, 90t, 90–91, 91t–92t
purpose, 90

significance assessment
alignment score, 109
evolutionary relationships, 54f, 54–56, 55f
extreme value distribution. See Extreme value distribution
gap considerations, 103–104
gapped, local alignments, 111–112
global alignments, 97–99, 100f
random DNA model, 99, 101–103
scoring matrix type importance, 110–111, 112f
statistical significance calculations, 118
test use, 96

Palindromic regions, RNA sequence and structure prediction,
212–213, 213f

PAM250 amino acid substitution matrix, 79
PAM (percent accepted mutation) amino acid substitution

matrices, 3
assumptions, 78–79
basis of, 78
best choice selection, 82–83
changes of state, 79
comparison to BLOSUM, 87–89
conversion to log odds, 80
example calculations, 80–81, 81t, 82f
Markov model test, 84–85
model analysis, 83–85
mutation probability, 79
nucleic acid scoring matrices

key points, 92
procedure, 90t, 90–91, 91t–92t
purpose, 90

in pair-wise alignments, 65
phylogenetic tree construction, 85
preparation steps, 79
scoring, 83–85
similarity searches using PAM250, 289
use for distance correlation in phylogenetic analysis, 269
use in evolutionary profiles, 163

Paralogs (paralogous genes) 55f, 56, 244
definition, 543

ParaMEME, 177, 179f–182f
Parametric sequence alignment. See also Bayes block aligner

definition, 543 
Partition function (Q), 219, 221
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PatScan, 359
Pattern discrimination methods, gene prediction, 355–356, 356f
Pattern-Hit Initiated BLAST (PHI-BLAST), 331
Pattern searching. See also FINDPATTERNS; PatScan; PHI-

BLAST; Prosite catalog of protein motifs
for msa, 170–171
regular expression for, 331

PAUP (phylogenetic analysis using parsimony)
described, 248
format from READSEQ, 39t
mitochondrial sequences analysis, 250, 252f–253f, 253
multiple sequence format ability, 42–43
overview, 246
phylogenetic analysis, 238
programs for maximum likelihood analysis, 273
READSEQ conversion, 36

PDB (Protein Data Bank), 382, 395, 398t, 402
Pearson correlation coefficient, definition, 543
Peptide sequence databases, 310
Percent accepted mutation (PAM). See PAM amino acid

substitution matrices, scoring 
Percent identity, definition, 543
Percent similarity, definition, 543
Perceptron, 454

definition, 544
PFAM program, 432–433, 433f–435f
PHD (Predict protein server at Heidelberg), 437, 450–451, 456
PHDhtm (PHD for helical transmembrane proteins), 437
PHDsec program, 456
PHI-BLAST (Pattern-Hit Initiated BLAST), 331
PHRAP, 5
PHRED, 5
PHYLIP (phylogenetic inference package)

bootstrap analysis, 278
conversion format, 38t
described, 248
example of use, 272, 274f
multiple sequence format ability, 42
overview, 246
phylogenetic analysis by maximum parsimony, 248–249
phylogenetic analysis by distance methods, 254–255
phylogenetic analysis by maximum likelihood analysis, 274

Phylogenetic analysis
bootstrap analysis, 278
genome complexity, 240–244
relationship to sequence alignment, 143, 239 
using parsimony. See PAUP

Phylogenetic inference package. See PHYLIP
Phylogenetic prediction, 237–280. See also Neighbor-joining

prediction method
complications from choice of gene, 278–279
distance methods

additivity principle, 255, 256f
distance correction, 267–269, 268f
example of use, 272, 274f
Fitch and Margoliash method, 256–260, 257f, 259f
goals, 254
neighbor-joining method, 260–261, 261f, 262t
open reading frames comparison, 271–272
outgroup selection, 264

programs for, 254–255
proteins comparison, 269–271
scoring, 255
similarity conversion, 264–267
ultrametric distances, 256
unweighted pair group method with arithmetic average

(UPGMA), 261–264, 262f–263f
evolutionary tree concept

branches, 245
possible rooted trees, 246, 246t
sequence change between nodes, 245
use, 238

genome complexity 
gene duplication events, 241, 244
rRNA sequence analysis, 240–241
structure theories, 241, 242f–244f

maximum likelihood approach, 273, 275t, 276f–277f
maximum parsimony method

change in evolutionary mutation rate, 253
example of use, 249, 250f, 250t
homoplasy, 251–252
mitochondrial sequences, 250, 252f–253f
procedure, 248
programs for, 248–249
selecting among trees, 251
uneven branch lengths and, 250–251, 253f

methods overview and steps, 246–248
phylogenetic msa relationship, 143f
procedures, 238
programs for, 238–239
reliability, 278
sequence alignment, evolutionary model basis, 275–277
sequence alignment relationship, 239f, 239–240

Phylogenetic tree, 2, 2f, 10–11
construction using PAM matrix, 85
msa scoring method, 152, 152f
ordered tree model for RNA analysis, 227f, 227–228, 229f

PILEUP, 9, 41, 155
PIMA, 160
PIR. See Protein Information Resource
PLALIGN, 59, 62
Platelet-derived growth factor (PDGF), 11
Poisson distribution, definition, 544
Pol II (RNA polymerase II) promoter prediction

prediction methods, 372–373
promoter classification, 369, 372

Pol III (RNA polymerase III) promoter prediction, 370
Position-specific-iterated BLAST (PSI-BLAST), 11, 329–331,

332f–333f
Position-specific scoring matrices

construction and tuning, 190
database similarity searches

BLOCKS server example, 324, 325f
motif analysis server example, 325–326, 327f–328f
procedure, 321–322, 322f
sequence-based vs. profile-based methods, 324
Web sites and programs, 323t, 323–324

definition, 544
described, 9
estimates of improvements, 192–193
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information content, 195–196
procedure, 195
pseudocount addition methods, 193
pseudocounts based on matrix methods, 194–195
sequence logos, 196–198, 197f

Posterior probabilities, 120
definition, 544

PRPP, 141, 157, 158f
PRATT, 171
PREDATOR, 458–459
Prediction

gene, 337–380. See also Gene, prediction
gene function, 523–624
phylogenetic, 237–280
promoters

E. coli, 357–365
eukaryotic, 366–372
pol II promoters, 372

protein structure, 382–478
RNA secondary structure, 205–236

Primary structure, definition, 392
Probabilities, prior, 120
PROBE, 331–332
Processed pseudogenes, 491
Profile, definition, 544
PROFILE, 9
Profile hidden Markov model, definition, 544
Profile analysis scoring matrix

average method, 163
evolutionary method, 163–165

example, 166f–169f
extraction methods, 162
generation example, 162f, 162–163
vs. position-specific, 324
programs for, 161

Profile definition, 392–393
Profile-fed neural network systems from Heidelberg (PHD), 437,

450–451, 456
Profilegap, 163
Profilemake, 161
Profile method, three-dimensional structure, 464–465,

466f–467f, 467–468
Profilesearch, 161, 163
Prokaryotic genomes

features, 486t
genome anatomy, 481, 486t, 486–487
Web sites, 482t

Prokaryotic organisms, 241
Promoter prediction

Escherichia coli
binding site identification, 363f, 364–365
scoring matrix method, 359, 360t, 361f, 361–362
scoring matrix method reliability, 362–364, 363f
search programs, 358–359

eukaryotes
classifications, 369, 372
methods, 372–373
programs for, 370t–371t
transcriptional regulation, 366–369, 366f–368f

neural networks and, 363–364

Prosite catalog of protein motifs, 14, 86, 170, 331, 392, 428,
430f–431f

Protein Data Bank (PDB), 382, 395, 398t, 402
Protein Information Resource (PIR)

background, 2–3
conversion format, 38t
definition of protein family, 391
protein organization, 428
sequence formats in software, 34, 34f
Web site, 46t

Protein database similarity searches
vs. DNA searches, 286–288, 287f
ENTREZ used for, 46–48, 47f
family identification using BLOCKS, 85f–88f
sequencing models, 2–3
types of database searches, 284t–285t

Protein sequence, DNA sequence translation to, 12–14
Protein Sequence Analysis (PSA), 460
Protein sequencing, 12–13
Protein structure prediction, 381–478

alignment of structures
alignment displays, 427
distance matrix, 421–423, 424f–426f
dynamic programming, 419–421, 420f–421f
procedure, 403, 406
sequence vs. structural similarity, 406, 411, 418
significance assessment, 426–427
three-dimensional structure, 418f, 418–419
vector methods, 423, 426

core region interactions, 383
methods decision chart, 398–400
number of structures in database, 382
protein classification

considerations for, 389–390
databases, 394–395, 397–398
structure classes, 393–394, 394f–397f
terminology, 390–393

protein structure review
� helix, 387f, 387–388, 388f
� sheet, 388f, 388–389

coil, 389
loop, 389
structure description, 386f, 386–387, 387t, 388f

secondary, from amino acid sequence
accuracy, 445–446
Chou-Fasman method, 446–447
described, 13–14
GOR method, 447–449, 449f
hidden Markov models, 460, 461f –464f
methods, 441–442, 444–445
nearest-neighbor methods, 457–460
neural network models use. See Neural networks
pattern analysis, 449f, 450, 451f–452f
reliability, 440

sequence alignments use difficulties, 383–384
sequence patterns use

classifications schemes, 428–429, 430t–431t
clusters, 429
features identification, 432, 434, 436f, 436–437, 438f
modules, 431
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motifs, 426f, 429, 431–432, 433f–435f
overview, 427–428
transmembrane-spanning proteins, 437–440, 440f–443f

structure-by-structure alignment, 384
structure classification databases, 402–403, 404f–417f
structure formation, 382, 382f
structure modeling, 472
success evaluation, 471–472
three-dimensional structure

alignment improvement, 468
contact potential method, 463–464, 469
core compatibility, 462–464
fold commonality, 460
profile method, 464–465, 466f–467f, 467–468
scoring, 465, 466f–467f
sequence alignment use, 460
threading, 460, 465t, 469–471

usefulness of, 384–385
viewing of structures

file processing, 400–401
image files storage, 401
molecular viewers, 400, 401t

Web sites, 385t
Proteins. See also Protein structure prediction

classification 
by sequence domains, 429–432
by structural fold, 402–427
overview, 389–397

databases, 394
finding less-conserved binding sites for regulatory, 364–365
prediction of transmembrane-spanning

described, 437, 440f–441f
PHDhtm use, 437–438, 442f
TMpred use, 439–440, 443f

structure, review of, 386–389
Proteome, definition, 544
Proteome analysis

all-against-all self-comparison
cluster analysis, 497f–499f, 501
clustering by single linkage, 499f, 502
clustering by subgraphs, 501–502
core proteome, 502, 502t
database hit examples, 497f–498f
grouping sequences, 503
overview, 501

ancient conserved regions, 507–508
annotation, 509
between-proteome comparisons

clusters of orthologous groups, 504–505
EST databases and, 505–506
goal of search, 503
orthologs search, 506f, 506–507
steps, 503–504

database hit examples, 497f–498f
family and domain analysis, 507
gene and genome relationships, 483t–484t
genome analysis and, 481
horizontal gene transfer, 508
types, 496f, 496

ProtoMap, 429
PROTOMAT, 86, 170
PROTPARS, 249, 253
PRSS, 115
PSA. See Protein Sequence Analysis
PSEG, 308
Pseudocounts, 193–195

definition, 544
Pseudogenes, 491
PSI-BLAST (position-specific-iterated BLAST), 11, 329–331,

332f–333f
PSSM. See also Position-specific scoring matrices

use in
protein structure prediction (3D PSSM), 461
representing conserved region in msa, 192–195
representing DNA binding site for regulatory protein,

359–360, 366 
Pyrococcus hirokoshii, 507–508

Q (partition function), 219, 221
Quantitative trait loci (QTL), 480–481
Quaternary structure definition, 393

R3P (residue pair preference profile) method, 467–468
Raster3D, 401
READSEQ, 36, 36t–39t, 199
Receiver operating characteristic test (ROC), 165

definition, 545
Regular expression, definition, 545
Regularization, definition, 545
RELATE, 99, 100f
Relational database, 44–45

definition, 545
Relative entropy (H), 83. See also Entropy; Nucleic acid

sequences, scoring matrices (PAM) for different
evolutionary distances; PAM amino acid substitution
matrices; Position-specific scoring matrices; Sequence,
logos

RepeatMasker, 309
Repeats, inverted. See Self-complementary regions in RNA
Residue pair preference profile (R3P) method, 467–468
Residue-residue contact potential method, 463–464, 469
Retroposons, 487
Retrotransposons, 487
Retrovirus-like elements with LTRs, 487
Reverse transcriptase PCR, 26
RNA, minimum free-energy method for structure prediction,

214f, 214–215, 215f
RNA secondary structure prediction, 205–236

algorithms for suboptimal folding, 217–218, 222f
context-free grammars

application, 230, 231f
described, 228–229

covariation analysis
methods, 225
mutual information content, 225–226, 226f
ordered tree model, 227f, 227–228, 229f
purpose and uses, 223, 223f–224f

described, 9–10, 10f
features and types of structures, 208–209, 209f–210f

Protein structure prediction (continued)
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genome searches and, 230, 232, 232f
limitations of prediction, 210f, 210–211
methods

development, 211–212
dynamic programming analysis, 216f
minimum free-energy, 214t, 214–215, 215f
palindromic regions use, 212–213, 213f
reliability, 217

most probable structure, 219, 221
overview, 206, 208
snoRNA model, 232f, 232
structure modeling applications, 232–233
suboptimal structure predictions, 215, 217, 218f, 220f
Web sites, 206t–207t, 219, 221

ROC. See Receiver operating characteristic test
Rosetta Stone sequence, 517
rRNA sequence analysis, 240–242

Saccharomyces cerevisiae
gene number prediction, 490t
sequence knowledge available, 15, 282, 480

SAGA. See Sequence Alignment by Genetic Algorithm
Salmonella typhimurium, 449
SAM. See Sequence Alignment and Modeling Software System
SAPS, 104
SARF. See Spatial arrangement of backbone fragments
SARS. See Scaffold-associated regions
Satellite DNA, 487
Scaffold-associated regions (SARS), 346
SCFG. See Stochastic context-free grammars
SCOP. See Structural Classification of Proteins
Scoring an alignment. See also Scoring matrices

analysis of scores, 8–9
distance score use, pair-wise, 93–94
in dynamic programming, 65, 67f, 67–68
in local alignment, 73
matrices use in database searches, 83
multiple sequence, 151f, 151–152, 152f
optimal score, 72
types of scores, 8

Scoring matrices. See also Position-specific scoring matrices
with aligned promoter sequences, 359, 360t, 361f, 361–362
amino acid substitutions, 89t
BLOSUM, 83
database similarity searches and, 320–321
definition, 545
distance methods, 8

in dynamic programming, 74
in gap penalty calculations, 93–94

importance of type, 111–112
nucleic acid PAM matrices, 90–92
optimal combination with gap penalties, 96
PAM, 83–85

vs. BLOSUM, 87–89
phylogenetic analysis, 255
phylogenetic prediction, 255
position-specific

BLOCKS server example, 324, 325f
motif analysis server example, 325–326, 327f–328f
procedure, 321–322, 322f

vs. profile method, 324
Web sites and programs, 323t, 323–324

profile analysis for msa
average method, 163
evolutionary method, 163–165
evolutionary method example, 166f–169f
extraction methods, 162
generation example, 162f, 162–163
programs for, 161

reliability, 362–364, 363f
SP method, 151f, 151–152
three-dimensional structure modeling, 465, 466f–467f

Secondary Structure Alignment Program (SSAP), 419
Secondary structure definition, 393
Secondary structure prediction, proteins

accuracy, 445–446
Chou-Fasman method, 446–447
GOR method, 447–449, 449f
hidden Markov models, 460, 461f–464f
methods, 441–442, 444–445
nearest-neighbor methods, 457–460
neural network models use. See Neural networks
pattern analysis, 449f, 450, 451f–452f
reliability, 440

SEG, 308
Selectivity in searches, 287
Selex format, 43
Self-complementary regions in RNA, 212–213, 213f, 230, 232
Self-organizing maps (SOM), 522f–523f
Sensitivity in searches, 287
SEQIO, 36, 199
SEQLAB, 41, 42f
Sequence accuracy, 26–27
Sequence 

alignment. See Alignment; Dynamic programming algorithm;
Parametric sequence alignment; specific names of
programs

analysis, programs, 5
computer storage, 27–29
covariation analysis, RNA

methods, 225
mutual information content, 225–226, 226f
ordered tree model, 227f, 227–228, 229f
purpose and uses, 223, 223f–224f

conversion of file formats, 36–40
database storage, 44–45
editors, 199
file formats, 29–35
formatters, 200
logos, 196–198, 197f
motifs. See Prosite catalog of protein motifs; Regular

expression
multiple, file formats, 40–44
pair-wise comparison, 60–63
patterns

identifying common by sequence alignment, for proteins,
161

identifying common by sequence alignment, for promoters,
357
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repeats, 62–64. See also Direct repeats; Self-complementary
regions in RNA

similarity of, 53–54, 56
Sequence Alignment and Modeling Software System (SAM),

185, 189
Sequence Alignment by Genetic Algorithm (SAGA), 157–158
Sequence analysis goals, 25
Sequence Retrieval System (SRS), 46t
Sequences, collection and storage

accuracy of sequences, 26–27
cDNA libraries, 25–26
computer storage, 27–28, 29t
conversions among formats

GCG programs, 36, 40, 199
READSEQ use, 36, 36t–39t, 199

DNA sequencing
example of sequence, 21f–23f
laboratory procedures, 20, 24
oligonucleotide primers use, 24f
synthesis method, 20f–22f

ENTREZ use, 45–48, 47f
file formats, 31–35
genomic sequencing, 24, 25f
multiple sequence formats, 40–43
specific sequence retrieval, 48
storage of information, 44–45, 46t
submission to databases, 26

Sequencing, cDNA libraries of expressed genes, 25–26
Sequin, 26
Short interspersed nuclear elements (SINES), 487
Shotgun sequencing, 25, 481
Shuffled library, 115, 294
Sigmoid trigger function, 454
Significance

assessment, 96–119 
definition, 545

SIM algorithm, 66t
Similarity identity, 65–66
Similarity score, 8

definition, 545
Similarity searches. See Database similarity searches
Simulated annealing, 158
SINES (short interspersed nuclear elements), 487
Single-linkage cluster analysis, definition, 545
Single nucleotide polymorphisms (SNPs), 480
Sis protein, 11
Skeletal muscle promoters, 372
Smith-Waterman algorithm, 8. See also Dynamic programming

algorithm; Needleman-Wunsch algorithm
database similarity searches, 315, 316f–317f, 317, 318f
definition, 545
in dynamic programming, 72–73
local alignment basis, 64
Web sites for programs, 319t

SnoRNAs, 232f, 232
SNPs. See Single nucleotide polymorphisms
SOM. See Self-organizing maps
Space or time complexity, definition, 546
Spatial arrangement of backbone fragments (SARF), 403, 418f,

423

Speech recognition methods, 187–188
SP method. See Sum of pairs method
Src protein, 11
SRS. See Sequence Retrieval System
SSAP. See Secondary Structure Alignment Program
SSEARCH, 286, 299, 315, 316f–317f, 317, 318f
Stacking energies, 214
Staden Sequence, 34
Stanford Motifs Database, 392
Stanford University, 33, 33f
Statistical methods

Bayesian
advantages and disadvantages, 124
algorithms. See Bayes block aligner 
application to sequence analysis, 121–122
approach to sequence analysis, 121
conditional probabilities, 119–121
evolutionary distance, 122–124
multiple variables application, 121

expectation maximization. See Expectation maximization
algorithm

Gibbs sampler. See Gibbs sampler
hidden Markov models. See Hidden Markov models; Motif-

based hidden Markov models
random DNA model, 99, 101–103

Stochastic context-free grammars (SCFG)
application, 230, 231f
definition, 546
described, 228–229

Storage of sequences. See Sequences, collection and storage 
Strider, DNA Strider 38t
Stringency, definition, 546
Structural Classification of Proteins (SCOP), 390, 402, 404f–405f
Structural profile method, 464–465, 466f–467f, 467–468
Structure 

modeling, RNA, 232
prediction. See Protein structure prediction; RNA secondary

structure prediction; names of specific programs
protein, 427–472

Substitution matrices for amino acids in related proteins, 76–89
BLOSUM. See BLOSUM
evolutionary relationships predictions, 78
PAM matrices. See PAM amino acid substitution matrices
purpose and uses, 76–78, 78f
scoring matrices, 89t

Subtilisin, 56
Sum of pairs method (SP method), 146, 151f, 151–152

definition, 546
Superfamily definition, 393
Supersecondary definition, 393
Support vector machines (SVM), 522f–523f
SwissProt, 31, 46t, 382

file formats, 31
Symbol comparison tables. See Substitution matrices for amino

acids in related proteins
Synonymous and nonsynonymous mutations, 271–272
Synteny. See also Gene, order conservation

definition, 546
SYSTERS, 429

Sequence (continued)
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TBLASTN, 352, 505
TCM model, 177
Telomeres, 487
TEs. See Transposable elements
TESTCODE, 343, 344f
TFASTX/TFASTY, 352, 505
The Institute of Genetics Research (TIGR), 14, 24, 142, 481
Threading, 460, 465t, 469–471

definition, 546
Three-dimensional structure prediction of proteins

alignment improvement, 468
contact potential method, 463–464, 469
core compatibility, 462–464
fold commonality, 460
profile method, 464–465, 466f–467f, 467–468
scoring, 465, 466f–467f
sequence alignment use, 460
threading, 460, 465t, 469–471

TIGR. See The Institute of Genetics Research
TMpred, 439–440, 443f
Trace-back matrix, 70–71, 71f
Transcriptional regulation in eukaryotes, 366–369, 366f–368f
Transformational grammars, 228
Transmembrane-spanning proteins. See Proteins, prediction of

transmembrane-spanning
Transposable elements (TEs), eukaryotes

abundance, 488, 488f–489f, 490
classes, 487–488
filtering out sequences using repbase, 309

TREEALIGN, 161
Tree concept

binary tree for representing RNA structure, 227–229
evolutionary relationships

branches, 245
possible rooted trees, 246, 246t
sequence change between nodes, 245

genome tree, 507
maximum parsimony method

change number information, 253
example of use, 249, 250t
homoplasy, 251–252
mitochondrial sequences, 250, 252f–253f
procedure, 248
programs for, 248–249
selecting among trees, 251
uneven branch lengths and, 250–251, 253f

phylogenetic, 2, 2f, 10–11
construction using PAM matrix, 85
msa scoring method, 152, 152f
ordered tree model for RNA analysis, 227f, 227–228, 229f

tRNAscan, 232
tRNAscan-SE, 232
Tryptophan gene, 515–516, 516f
Twofold degenerate site, 271–272

Ultrametric distances, 256, 262
UML. See Unified Modeling Language
Uncertainty in matching sequence positions

calculations, 196
definition, 546

Unified Modeling Language (UML), 45
definition, 546

Universal genetic code. See Base-nucleic acid codes
Unshuffled library, 294
Unweighted pair group mean with arithmetic average

(UPGMA), 261–264, 262f–263f

VAST. See Vector Alignment Search Tool
Vector Alignment Search Tool (VAST), 403, 416f–418f, 423,

426–427
Vienna RNA secondary structure prediction, 221
Viewing protein structures

file processing, 400–401
image files storage, 401
molecular viewers, 400, 401t

Virus, sequencing of genomes, 486
uncertainty in sequences of genetic variants, 27

Viterbi algorithm, definition, 546

wconsensus program, 365, 372
Web sites 

annotating sequence alignments, 427
Bayes block aligner, 125
Bayesian bioinformatics, 121
BEAUTY, 314
bioinformatics book, 53
BLAST, 300, 310t
block analysis, 170
block multiple sequence alignment format, 43–44
CASP, 471
coiled-coil region prediction, 434, 437
consensus sequence matches, 359
covariance analysis, 224–225
database query programs, 4
database searches, dynamic programming, 319t
database searches, simple query, 286t
Dirichlet mixtures, 189
distance method, protein structure prediction, 402, 422
DNA sequence databases, 3
dot matrix programs, 59
E. coli genome analysis, 358, 362
ENTREZ, 45
extreme value distribution, 104
family divisions, 391
FASTA3, 291
FASTA-pat, -swap, 295
genome analysis, 482t–485t
Gibbs sampler, 177
hidden Markov models, 185
image files storage, 401
information theory, 195
LAMA, 329
major sequence databases, 46t
Meta-MEME, 190
motif 

analysis, 173
databases, 392

msa 
editors, 199
formatters, 200
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MSA program, 146, 148
multiple EM, 177, 178f
multiple sequence alignment, 9, 141t
neighbor-joining methods, 260
object-oriented database, 45
pair-wise sequence alignment, 66t
parametric sequence alignment, 95
pattern searching, 170–171
PDB entry, 395, 398t
phylogenetic analysis, 238–239
profile analysis for msa, 161, 163
promoter prediction, 370t–371t
PROSITE database, 331
protein

classification terms, 390
cores library, 390
domain definitions, 391
family blocks, 86
family databases, 430f–431f, 433
files, 400
neural network analysis, 450–451
organization, 428
secondary structure prediction, 14, 441, 444t, 447t, 456
sequence alignment, 14
-sequencing databases, 2
structural analysis, 385t
structural features prediction, 472t
structure classification databases, 402–403, 404f–417f
structure prediction, 437
viewing, 401t

quaternary structure prediction, 393
query sequence structural features prediction, 472t
relational model for GenBank, 45
repeated regions, 64
RNA 

analysis, 206t–207t
database, 10

-folding programs, 221
information, 212
secondary structure prediction, 219

sequence 
conversion programs, 36
filtering programs, 308–309
logos, 196
submission to databases, 26
translation programs, 339t–341t

similarity searches, 12
motifs and profiles, 323t

threading, 465t, 469
three-dimensional structure prediction, 208
vector methods, 423
virus sequencing, 486

Weight matrix. See also Position-specific scoring matrices;
Scoring matrices

definition, 546
Weighted-match minimum average matrix (WMM), 327–328
WMM. See Weighted-match minimum average matrix
Word method for pair-wise alignment, 57
Worm, See Caenorhabditis elegans
WU-BLAST, 286, 300, 304

use in analysis of C. elegans genome, 497

Xenologous genes, 55f, 56
Xenopus laevis, 431
Xparal, 95
X-ray crystallography, 13

Yeast. See Saccharomyces cerevisiae

Zinc finger, 426f
described, 431–432, 432f
PFAM output example, 433f–435f

ZOOPS, 177

Web sites  (continued)
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