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Over a century ago, with the work of Alexander Graham Bell, the motivation underlying the first use of the telephone in communication had a health-related origin: a doctor attempted to be in contact with his deaf mother and sister. Early developments in electronic patient records took place over 40 years ago through the pioneering work of Ed Hammond and his interest in community and family medicine. Very soon, the European Union will be celebrating a 20-year history of co-financing eHealth research and development initiatives. Multiple eHealth programmes and projects around Europe have been the result.

Since the publication of the European eHealth action plan in 2004, many more concrete steps have been made in European countries towards deploying and implementing medical informatics whether in primary, secondary, or tertiary healthcare. Today, all the European Member States have a strategy or vision for the achievement of eHealth in their country and many are well on their way towards the practical implementation of these roadmaps.

A vast amount of other work on eHealth is also being undertaken in a very concrete and practical way around the whole globe. While the countries of the European Union and the Organisation for Economic Cooperation and Development are among the pioneers in the application of physical eHealth systems and services, the World Health Organisation also endeavours to ensure that the health systems and services of its worldwide members are also well-served by information and communication technologies.

eHealth is a topic that lies at the crossroads of multiple disciplines, both hard and soft: including, on the one hand, engineering and computer science and, on the other, psychology and the social sciences. It can therefore be seen as an academic discipline, or rather, being at the crux of several academic disciplines, that underpin these activities and interests. These key specialisms are often reflected in the discourse outlined in the papers in this volume.
The first advances in eHealth were often based around the computer science or engineering tools and techniques used to progress the field of medical informatics. eHealth may be related to either medical or health informatics. It is however always concerned with an understanding of the skills and tools required to use and share the information appropriate to the provision of healthcare services and the promotion of good health. Given the essential grounding of health and medicine in the human condition, ethical, legal, and social issues did not remain long outside the field of endeavour, discussion, and debate.

United Kingdom and Finnish-based academics, Penny Duquenoy, Carlisle George, and Kai Kimppa, have brought together a set of contributors from largely Scandi-navian, United Kingdom, and eastern and southern European countries to explore a number of key non-technical issues surrounding eHealth. All are deeply concerned with the ethical, legal, and social issues surrounding eHealth, whatever the relative range of complexity of the technologies involved: some of these applications are very simple, others complex and futuristic. The authors’ themes are principally three: the Internet; today’s ethical, legal, and social issues; and the challenges of future developments in eHealth.

A 15-year journey has taken place since a canine in a *New Yorker* magazine cartoon warned early online users, “On the Internet, no one knows that you’re a dog”. While this observation is pertinent to many areas of public service information, it is especially important in the health sector where health information needs to be valid, appropriate, vetted, and often confidential. The focus on Internet and Web-based technologies is self-evident throughout this volume. Its collection of papers has special relevance for the concerns of citizens, patients, health consumers, and healthcare professionals, given recent announcements made by some of the most internationally well-known software and health service-related companies, institutions and not-for-profit associations on keeping health data safe and sound.

Contemporarily, trust, responsibility, and the quality of information are all major concerns that lie at the foundation of eHealth. As the technologies that support healthcare increasingly mix, merge, and converge, giving us “connected” or “connecting” health, these matters grow progressively, sometimes even disruptively, in importance. Patient safety and reduction of medical risk is a perceived basic benefit of eHealth. Work undertaken in developing tentative recommendations on the interoperability of eHealth systems and services, at least in Europe, due for publication in spring 2008 by the European Commission, goes further to cover the provision, connectivity, equity, quality, cost, and safety offered by the various technology applications involved. As some of the most obvious and yet profound ethical, legal, and social issues in healthcare information, these matters are all given due attention in this volume.

Educationalists and policy-makers do not care to look only at contemporary developments, they also examine their crystal balls to see what future developments are emerging. The latter chapters of the book therefore focus on issues relating to
bio-medical developments, new genetic and proteonomic data, sensors, engineering initiatives, implantations and close-to-body devices, and the way in which these advances are considered today and could be perceived tomorrow.

Currently, these research and application topics are to the forefront in Europe’s laboratories and research centres. Data information, which originates as our own, may lead to profound insights into health—and, particularly, public health—trends, threats, and challenges.

Contemporary studies, such as Scenarios4Health on ICT-enabled healthcare developments, will surely lead to interesting and provocative visions as they publish their final reports this year or next. It is perhaps not surprising, therefore, that a 13 September 2007 foresight workshop held at the home of the Institute for Prospective Technology Studies in Spain, rather than focus on the developing applications and technologies that underpin eHealth, deliberately concentrated on the ethical, legal/regulatory, and social challenges that need to be faced in electronic support of the health domain.

As we look towards the future, and particularly that peak in the West of baby-boom ageing around 2030, all citizens in our societies need to ask themselves certain basic questions. How in a flat world, will societies find a balance between those populations which are ageing and those which are relatively young and healthy; between those of whatever age who are experiencing more and more chronic diseases; between those who need care and support and those few( er) who are economically active; between those regions and states which are blessed with abundant healthcare professionals and those which have insufficient; between those countries and institutions which extract the benefits of advanced telemedication and teleconsultation and those which remain as yet unconnected? How too can we move towards a more innovative and evolutionary view of thinking about and organising our healthcare systems and services?

Let us look forward eagerly to a continuation in this kind of debate and dialogue. The preliminary questions outlined in this volume are preliminary, concrete, but fundamental, steps on a journey, which will permit the asking of many more challenging and provocative questions. We will all need to face a health-permeated future that, while it is full of aspirations about technological and scientific possibilities, at the same time is replete with ethical, legal, and social challenges. A structured debate and dialogue on these questions is now of pending, and indeed of major, concern.

Diane Whitehouse
October 27, 2007
Paris, France
Endnotes

1 COM(2004)356 final. *e-Health - making healthcare better for European citizens: An action plan for a European e-Health Area*. I am indebted for many of these insights to Dr Petra Wilson of Cisco Systems Internet Business Group and her observations made during and industry leaders session at the World of Health IT conference held in Vienna, Austria, 22-25 October 2007. For more information on the conference itself, see http://www.worldofhealthit.org/

2 I am indebted for many of these insights to Dr Petra Wilson of Cisco Systems Internet Business Group and her observations made during and industry leaders session at the World of Health IT conference held in Vienna, Austria, 22-25 October 2007. For more information on the conference itself, see http://www.worldofhealthit.org


4 Although not on the topic of healthcare *per se*, some of the ideas contained in a recent book contain innovative and thoughtful reflections on collaborative ways of working in new fields. See Don Tapscott and Anthony D. Williams (2006) *Wikinomics: How mass collaboration changes everything*, Atlantic Books: London, UK


ii Although this observation was first made a decade and a half ago, Ms Celia Boyer of the Health on the Net (HON) Foundation, Geneva, Switzerland, very pertinently reminded her audience of it at an ePractice high impact services workshop held in Brussels, Belgium on 10 September, 2007. For more information about HON’s work, see http://www.hon.ch/

iii See *The Economist*, 4 October, 2007 ‘The vault is open’ on the notion of a ‘health vault’.


vi http://www.scenarios4health.org/
Over the last 50 years, the integration of computer technologies within all sectors of society has increased exponentially year on year, providing fast and easy access to information in a timely and cost-effective way. The capabilities of such technologies to manage large amounts of data and provide access regardless of physical distance have been exploited both by commercial enterprise and public sector organizations, giving rise to terms such as e-commerce, e-learning, e-government, and e-health. The drive to fully exploit the potential of this technology together with a keen interest by individuals to use it has resulted in a rapidly changing social landscape—encompassed in the concept of the “e-society” or “information society.”

In the last 10 years, particularly since the introduction of the World Wide Web (WWW), we have seen radical changes within society as more and more individuals and organisations adopt this “digital” world—founded on what are commonly known as information and communication technologies (ICTs). The delivery of information is no longer just within the domain of the traditional computer and keyboard interface, it incorporates the convergence of computer technology with any digitally capable means of transmission, including mobile wireless devices such as mobile phones. What is significantly different in this digital context is the inclusion of the general public in a two-way information exchange, taking a role whereby they are not only the recipients but also the creators of information and who moreover, have a potentially global audience.

The impact of global information exchange on traditional organizational processes and social expectations poses several challenges. When we consider that this exchange spans cultural as well as national boundaries, and that the creators and providers of information include experts and non-experts (in a particular domain, as well as in technology use and understanding) we can see that the challenges to accessing, understanding, regulating, and distinguishing the valid from the invalid are not trivial. However, whilst some of the issues are challenging they are not
insurmountable and great strides have been made in meeting and addressing the issues by those working in the relevant disciplines that include both computer science and the social sciences, and particularly cognitive science, psychology, philosophy, and law.

In all of the different sectors that have incorporated computer technologies the ethical, legal and social issues that arise have an impact that affect all stakeholders—from individuals within the society through to the professionals working in a particular domain. These issues have not often been clearly seen or anticipated—largely because many of the applications present new ways of doing things in unfamiliar contexts. In familiar contexts, we have in place processes and rules that inform and accommodate work and social practices. Where situations are presented that are unfamiliar it is not clear how the rules we are used to map into the new situation. (Consider, for example, a visit to a culturally different country—the ways of doing things may be quite different and take some time to rationalize.)

These differences are important to understand when technology is introduced to the medical sector. Whilst computers and medicine have for a long time been linked together, for example in monitoring systems, their use has broadened and touches on almost all spheres of patient care that have an effect on practice within the traditional care setting, as well as in radically new areas such as patient “self-help” and embedded chips (see Chapters I and XII respectively).

It is for these reasons that this book has come together. The ethical, legal, and social issues that arise from the introduction of ICT’s in the medical sector need to be considered not only in the specific context of their use, but also in a wider context that highlights the transforming effect of such technologies. The terms that have emerged to cover the convergence of computer technology and medicine are various: health informatics, healthcare informatics, biomedical engineering, e-health, and medical informatics. The areas all overlap and share a common theme, but for us the term medical informatics emphasizes the “technical” information application area that is bound together with the medical profession—a domain to which the ethical, legal, and social aspects are at the moment most relevant.

**The Scope of Medical Informatics**

Medical informatics touches most people in the world today in the developed and not so developed countries. Its scope is vast, covering the full range of information support to medical practice provide by computer technology—from computerized records in doctor’s surgery’s at one end to decision-support systems in hospitals at the other. In terms of academic research, the scope of medical informatics includes the management of information from a range of healthcare sources: “hospital management information, patient records, clinical examinations, laboratory results, physiological measurements, medical images of all kinds, primary care information, and epidemiology.” Although this list does describe the different types of information
gathered, and considered to be part of the medical information domain, it does not fully capture the complexity or breadth of inter-organisational, cross-organizational, and indeed global, exchange.

With the advent of global communications, in the form of information communication technologies (ICTs), developments in mobile wireless devices and most recently the grid, medical care has been revolutionized bringing new opportunities for improving practice, improving healthcare, and reducing costs. At the same time, these radical changes accentuated by the fast pace of development and innovation, raise significant challenges to traditional health care models. The opportunities offered by the Internet for the sharing of information across the globe on a “many to many” basis has for the first time opened the door to a “do it yourself” type of approach to personal healthcare. Individuals can find their own health information, and act on it without consultation with a healthcare professional (e.g., their local doctor).

The standards and regulations that have hitherto served to protect individuals in such a vitally important area of life can no longer be guaranteed when healthcare moves into the public arena. Agreeing common standards and regulatory procedures across the globe is hard—enforcing them is another matter. At a more local level, the introduction of computer-mediated healthcare changes the processes and practices of the care professionals—not least in learning to operate and manage ICTs, individually and as part of a team.

In all of these different situations and contexts, the ethical, social, and legal environment can be substantially changed but, as mentioned earlier, presented in such an unfamiliar setting that initially the differences may not be clearly seen. In this interim stage difficulties are experienced by the users of the technologies, as well as by those individuals and communities who are impacted by the changes that have been brought about. It is at such a transitional time (i.e., where stakeholders are making adjustments to accommodate new technologies), that discussion, debate, and the exploration of new ways of doing things are common.

With this extension to the availability of healthcare information both within the profession and to the general public, the scope of medical informatics as suggested in the first paragraph above is not enough for current purposes. It excludes the participation of the general public—as current or potential patients—from the information domain. Some might argue that including this aspect is going too far, and that public access to information (that may or may not be scientifically proven or accurate) goes outside the boundaries of the professional field. However, we would argue that the source of the information accessed is not the point—the fact that it is available and widely used by the general public has an impact both on patient health and welfare, and on the profession. Therefore, the definition of medical informatics given by Shortliffe and Blois for example, as “the scientific field that deals with biomedical information, data, and knowledge—their storage, retrieval, and optimal use for problem-solving and decision-making” (2001, p. 21) more appropriately covers the scope, and although it may not intentionally be including the broader
‘self help’ aspects of the Internet or other patient devices and aids, the definition does not constrain the scope to a purely organizational one.

**The Issues Raised**

We have previously said that the increasing integration of ICT within healthcare systems changes traditional processes that have come into use in an evolutionary way to accommodate key healthcare ethical principles and social policies. The issues arising from this changed environment concern the transference of the embedded principles of best practice standards and regulation to the new technologically informed processes and models. For example, the process of delivering prescription medicines have traditionally been mediated by pharmacists who are trusted experts—it is their responsibility to ensure patients receive the correct medication. How does this model transfer to the situation we now see where prescription drugs can be bought from online (Internet) pharmacies? Other issues arise where the trust that has previously been placed in medical personnel is mediated by technology—where is that trust now placed in this situation? How can previous models of trust be transferred to information mediated by technology?

The role played by ICT as mediators of information and as “aides” in working practice is a difficult one to distinguish, where levels of responsibility are blurred. In a process that involves extremely complex negotiations and data retrieval how can practitioners distinguish between the boundaries of responsibility? Understanding these boundaries is important, not simply for staff accepting responsibility but also so that they are aware of displaced responsibilities—and errors that could occur. In including mediating technologies it should be recognized that the cognitive load on users, and difficulties in compartmentalizing “human habit” and “computer characteristics” have an impact on the perceptions of those using the technology. This behaviour is often seen where users attribute human characteristics to machines, resulting in confusion over roles and responsibilities.

Further confusions over boundaries between the human and technical occur when the two become more closely connected. There are differences that need to be thought about when proving personal identity is a choice between using some form of paper card, a computer chip, or parts of the body that have been converted into a digital record (such as fingerprints) as is the case with the security technologies known as “biometrics.” Where computer chips are implanted into the human body what then are the boundaries? Is it important to know and recognize the boundaries?

Physical boundaries inform our thinking, allowing a separation between behaviour and expectations attributed to humans (and animals) and other physical objects. Boundaries have also traditionally distinguished cultural differences and preferences. Laws and other forms of regulation are culturally informed, admittedly with some sharing of principles across cultures. These boundaries disappear when using ICT—either in using the Internet to buy drugs from another country, or exchanging
information with other countries that have different views on privacy and confidentiality. How does this impact on our traditional information processes? What are the areas at risk when regulation may not apply across territorial boundaries?

All of the previous are some of the serious questions that need to be explored, and which the chapters in this book attempt to address.

Structure of the Book and Outline of Chapters

The book is divided into six sections offering different perspectives, or themes. If we take a technology perspective, the book begins with a look at the impact of the Internet on healthcare and doctor-patient relationships and takes us through a technological domain that includes information systems in use in health institutions, new technologies in research, and emerging technologies that connect to the patient. Taking a “human focused” perspective the chapters follow a structure that highlights issues of ethics, trust, quality of care, responsibility, patient confidentiality and regulation, both from an individual perspective and a wider social and legal perspective.

It begins with two chapters that investigate the phenomenon of the Internet in respect of new forms of patient autonomy—that is the increased access to health information and medicines. In the first chapter the focus is on the sale of prescription drugs by online pharmacies and the ethical and social impact of this practice, what it means to traditional models of healthcare practice when patients become “shoppers” and how the regulatory controls manage to control not only the remote delivery of prescription drugs (i.e., without the local physical presence of a dispenser), but also how the law copes with this transnational environment (George & Duquenoy). In the second chapter, Collste takes an ethical perspective and puts the remote and internationalization aspects of Internet healthcare within the context an ethical framework in order to see more clearly how this type of healthcare delivery conforms to the ethical principles that have always been at the core of medical practice.

Section II moves into the domain of medical practice and takes the core aspects of trust and values for investigation. Both chapters in this section use empirical research to further explore these aspects, and understand the perceptions on those immediately involved in using technology in practice. Bisset et al. are interested in how clinical decision support systems (i.e., systems that rely on an existing knowledge base to provide information) are regarded in terms of trust, and whether these perceptions are supported by the chains of responsibility in the system provision. Their study incorporates views from the suppliers of the knowledge base, the software developers, and end users in the context of a New Zealand primary care environment.

The second chapter in this section is also set in the context of primary care, this time in Sweden, where Hedström aims to assess the changes in practice that may arise from the use of electronic journals. In this study, which takes the aspect of
elderly care and the social journal—a device that is used to share information about an individual with those involved in their care. Taking the view that information technology systems are naturally embedded with the values of the development process, Hedström uses a value framework (that incorporates the values relevant to this aspect of the health work) as a tool to compare and assess impact on practice arising from the change in recording medium (i.e., paperbased to digital).

Questions of responsibility are the focus of Section III. Taking the issue of decision support systems (as previously summarised) a step further, Gröndahl (Chapter V) asks where the responsibility for action rests. When computer systems are used to inform and support decision-making and those systems become ever more complex, is it reasonable that practitioners using them should be assigned responsibility for the results of their decisions? Using a series of arguments as leverage for discussion, Gröndahl explores the issue of moral agency in respect of systems using what is known as artificial intelligence techniques, as well as the associated question of legal responsibility. As such systems are infiltrating medical practice more and more answers to these questions become imperative. A similar theme is followed by Lahtiranta and Kimppa where the concept of “agentization” (whereby the technology becomes the agent) is employed to illustrate how easily we are moved to attribute responsibility to mechanical artifacts. They particularly look at how the patient-doctor relationship may be affected when machines are integrated within the healthcare process, to the extent that they may become naturally accepted inclusions in the relationship, and how issues such as informed consent are dealt with in this mediated environment. One recommendation is to make it quite clear to those involved the distinction between human agent and artifact.

The two chapters that make up Section IV emphasise the technical systems in their role as supporting technologies to healthcare practice. In the opening chapter of this section Solomonides introduces a relatively new concept, for example, the grid, which utilizes shared and distributed computer processing power in order to provide the capacity needed for large scale data management (such as medical images). The storing and exchange of medical images is crucial to providing a knowledge base for practitioners, and clearly it is also crucial that the images from which judgments are made are reliable. Quality of information is vital. The grid also raises some challenging ethical, legal, and social issues due to the characteristics of its operation—the same characteristics that inspired its creation.

As such large-scale utilization of ICT becomes more prevalent, and IT projects become more ambitious, the quality of the system becomes more difficult to control and keep track of. This is particularly the case where national programmes are rolled out, as with the NHS (National Health Service) Connecting for Health programme in the United Kingdom. This programme is just one of many government projects that have received enormous criticism and bad press in the UK. Suppliers of systems are increasingly under pressure to address issues of quality and reliability, for their own professional sakes as well as in the interests of patient safety. Stanberry (Chapter VIII) gives a comprehensive account of the trials and tribulations of informatics
deployment in the health sector so far, the legal and professional imperatives for improving performance, and the emerging standards and best practice that are being developed in response to these problems.

Section V addresses one of the key issues at the forefront of current debates on medical information. Patient confidentiality has always been at the heart of medical practice, and this is severely challenged by information transfer to digital media, and the global operation of the Internet that allows the exchange of medical information not just nationally, but globally.

Fung and Paynter (Chapter IX) discuss the issue of privacy in relation to patients’ medical information and the risks to privacy that the more open electronic exchange facilitated by Internet technology has promulgated. They show that despite legislation and assertions as to the value of privacy (of medical data) there are major vulnerabilities in following this through to strong privacy policies and the upholding of privacy standards using technological means, such as in system set-ups and security technologies. In their analysis of the health information situations in New Zealand and the United States, they categorise the different sources of risk and solutions used to tackle the problems. Their conclusion is that as new technologies appear bringing new risks so strategies must be developed that include a comprehensive approach and utilization of available technologies in order to maintain the benefits that ICTs offer.

Similar concerns regarding personal medical data are raised by Berčič and George in Chapter X. In this case, they focus on Europe (EU) and the collection of medical records in national databases, which are compiled from local databases and file systems. Given the special level of legal protection pertaining to medical data in the EU issues of access, legitimacy of data held and subject access rights, amongst others, need to be considered and addressed.

Having critically assessed, analysed, and discussed the various applications of medical informatics in current use, we end our investigative journey with two chapters that discuss emerging technologies and their prospective uses. In Section VI, the final section in this book, the focus is on the convergence of technology with the human body. The first chapter (Chapter XI) brings together the issues of personal information and privacy together in a discussion on identity and the technical means of identity verification—biometrics. The use of this technology responds to the growing problem of medical identity theft (using unlawfully gained medical information) that provides fraudulent access to health care. Biometric technology is based on using unique personal attributes such as fingerprints, retina patterns, and others to verify identity. Although more effective than many other methods of authentication, biometric information is also medical information and as such provides more than just a positive affirmation of a valid identity. Mordini takes us through the technical characteristics of biometrics, issues of privacy, and the benefits and risks of adopting this technology.
The book concludes with a chapter that describes the integration of computer technology with, and into, the body. Although the title “Prospects for thought communication: Brain to machine and Brain to Brain” has a futuristic implication the chapter describes past research with neural interfaces, which has provided the groundwork for the claims in the title. The focus of the discussion is between the use of this technology for therapy or enhancement —and whether there is a difference as far as ethical use is concerned. As the authors, Warwick and Cerqui, hold different positions on this research (Warwick as the motivator and subject of much of the research and Cerqui as interested anthropologist), the benefits together with the moral issues make for an interesting dynamic.

**Conclusion**

This book brings together the perspectives of authors from a variety of disciplines: computer science, information science, medicine, law, philosophy, and the social sciences, to offer an international overview of the ethical, legal, and social issues inherent in the application of information communication technologies in the healthcare sector.

As we move into an era that relies more and more on technology to assist work practices, enhance knowledge, improve healthcare, and facilitate patient autonomy and independence it becomes crucial to understand and assess the impact of current and future technologies. In seeking more efficient, faster, and large-scale implementation of our technological creations, we should not lose sight of the human factors—the ethical and social dimensions. We must also pay due regard to the regulatory controls that exist and the challenges that these technologies pose.

Each of the chapters in this book raise key questions that deserve attention and reflection, and through this process can offer recommendations for improving the implementation of new technology in this domain.

The aim of the book, in addition to providing the basis for reflection in its case studies, arguments, and analyses, is to provoke thought, stimulate debate, and provide a foundation for further work in the field—in education, research, and practice.

*Penny Duquenoy*

*Middlesex University, UK*
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1 Shortliffe and Blois note the use of “electromechanical punched-card data-processing technology” which was widely used for epidemiologic and public health surveys during the 1920’s and 30’s (2001, p.23).

2 The scope outlined as relevant to the journal Medical Informatics and The Internet in Medicine, Informa Healthcare, Taylor and Francis Group.

3 The grid is a term used to describe the utilisation of distributed computing power to increase computing capacity (explained further in Chapter VII of this book).
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Section I

The Internet and Healthcare
Online Medical Consultations: Legal, Ethical, and Social Perspectives

Carlisle George, Middlesex University, UK

Penny Duquenoy, Middlesex University, UK

Abstract

The growth of the Internet over the last 10 years as a medium of information and as a communication technology has provided the opportunity for selling medical products and services online directly to the public. This chapter investigates online medical consultations used for the purpose of prescribing and hence selling prescription drugs via the Internet. With consumers in mind, this chapter takes a critical look at this growing phenomenon from three perspectives—legal, ethical, and social—as a basis for discussion and to illustrate the problems raised by using the Internet in this way. The chapter concludes that online medical consultations pose greater dangers to patients compared to traditional off-line consultations. The chapter also concludes that while new technologies may aid doctors in making better diagnoses at a distance, they often bring new concerns. Finally, the chapter gives suggestions on safeguarding online consumers.
Introduction

The growth of the Internet over the last 10 years as a medium of information and as a communication technology has, not unsurprisingly, provided a foundation for the growth of direct-to-the-public online sales. Amongst the many commercial activities that are now flourishing in this environment are Internet pharmacies (e-pharmacies, cyber pharmacies), providing a variety of products (e.g., health and beauty products) as well as prescription drugs. Some pharmacies only dispense drugs with a valid prescription, some provide online consultations for prescribing and dispensing medicines, and some dispense medications without a prescription (Radatz, 2004).

Internet pharmacies provide various benefits to consumers but also bring many problems for regulators and consumers (George, 2005). Benefits include the ease and convenience of 24-hour shopping, increased consumer choice of products, increased consumer information, and information exchange between patient and pharmacist, generally lower costs, privacy, and availability of alternative treatments. Problems include uncertainty about the purity and quality of drugs sold, risks of buying drugs online, for example, related to foreign labels and use of different drug names in different countries, dispensing prescription drugs without a prescription, and the issuing of prescriptions through online consultations but without prior physical examination by a licensed physician. This latter aspect provides the focus of this chapter.

The chapter will first discuss online consultations, identifying various concerns. It will then discuss the various legal, social, and ethical issues related to this growing practice. The role of information technology both in terms of creating such problems but also possibly facilitating solutions will be examined. Finally, the chapter provides some suggestions on how consumers can be safeguarded in the future.

Online Medical Consultations

Many Internet pharmacies provide online consultations as a first step towards selling prescription medicines online. These consultations usually require that a potential customer fill out an online questionnaire. A 2007 study by the U.S. National Centre of Addiction and Substance Abuse (CASA, 2007) concluded that:

- Between 2004 and 2006 there was an increase in the number of Internet pharmacies (not requiring prescriptions) offering an online consultation: 2004—53% (76), 2005—57% (84), and 2006—58% (90);
In 2007, of the 187 sites that offered to sell controlled prescription drugs over the Internet, 85% (157) did not require a prescription. Also, 53% (83) of the sites not requiring a prescription offered clients an online consultation.

A typical online consultation questionnaire may consist of three parts. The first part asks for personal details such as name, address, contact telephone numbers, date of birth, height, body weight, and gender. The second part of the questionnaire asks about medical history including whether a particular drug requested has been used before, what drugs are currently being taken, a history of allergies and side-effects to certain medicines, what complaint is the drug requested for, and whether the customer has suffered from a range of conditions such as heart disease, kidney disease, liver disease, diabetes, epilepsy, hypertension, asthma, and chronic bowel disorders. The third part asks for payment details and shipping information.

After the questionnaire is completed, it is then reportedly evaluated by a licensed physician/doctor affiliated to the pharmacy in order to either approve or decline a prescription request. If a request is approved, a prescription is written by the physician then sent to the pharmacy for dispensing and shipping of the medication. In addition to the medication, a customer will receive contact information for the pharmacy and information on usage, dosage, and precautions relating to the medication.

Consultations made online, by their very nature, do not involve a physical examination in person by a licensed physician. Therefore, they may be dangerous both in terms of making a correct diagnosis and determining drug interactions (Henney, 2000), amongst other problems discussed throughout the chapter.

In some cases, physicians/doctors who issue online prescriptions (“cyberdoctors”) are either not licensed to practice medicine in the consumer’s state/country or are not credible. A 2003 U.S. study reported that many cyberdoctors recruited by Internet pharmacies were previously unemployed, semi-retired, or had declining practice incomes (Crawford, 2003). Also, investigations into the backgrounds of some online prescribing physicians have found that some had previous convictions for either forgery, fraud, or sexual assault, revoked or suspended licences, and addiction to drugs or alcohol (BDA, 2004).

---

**Legal, Ethical, and Social Perspectives**

In the following pages, the practice of online medical consultations is looked at from the three different perspectives: legal, ethical, and social. In a context of use, it can often be difficult to distinguish between these three. Although legal aspects should be more easily identifiable (through citizens’ familiarity with law), there are particular laws that are applicable to specific situations and domains—as in this
Activities within public life necessarily have an impact on other people that may be beneficial or harmful. Benefits and harms are determined according to the values of the people within a society, and come under the domain of ethics. The rules governing social activities, and which promote benefits and prevent harm, are formally expressed in legislation, and less formally in, for example, professional codes of conduct, or practice. Thus legislation formally upholds social values (within democratic societies at least) and in this way supports the ethical position of that society. However, not all “bad” actions are regulated by law, and not all laws are necessarily ethical. Ethics is a complex subject, but one could say that the “laws” of ethics are expressed as ethical principles, which are used in this chapter to give a reference point for discussion. Finally, the social perspective is a broader perspective that looks at society as a whole (rather than individuals within society). This perspective is needed to see the “bigger picture”—that is the application of a technology within society and the impact that it is likely to have.

Thus an assessment of the benefits and harms of a new technology on individuals and the general public can be done by using a framework that refers to the law (formal social rules guiding behaviour), ethical principles (personal and social views of behaviour), and social aspects.

The Legal Perspective

Regulation in the UK and U.S.

Online consultations are an important first step in aiding patients to legally purchase prescription drugs online. In both the UK and U.S., drugs classified as “prescription drugs” require a prescription issued by an appropriate licensed healthcare professional before such drugs can be dispensed by a pharmacist. In the UK, the Medicines Act 1968 (as amended), classifies medicines into three classes namely: (1) Prescription only (Section 58), which can only be sold with a valid prescription; (2) Pharmacy only (Section 60), which must be sold in consultation with a pharmacist; and (3) General Sales List (Section 5), which do not require any prescription or consultation before sale. Under Section 58, it is illegal to supply prescription only drugs except through a registered pharmacist with a prescription issued by an appropriate practitioner. In the U.S., under the Federal Food, Drug, and Cosmetic Act (i.e., Title 21 of the United States Code – 21.U.S.C.), drugs are classified into two categories

As noted earlier, online consultations are an important aspect of the online selling of prescription drugs since these consultations are used to issue prescriptions to enable the sale of drugs. All medical consultations, however, are subject to certain professional standards, and in many instances consultations done online fall below the accepted professional standards (of a medical consultation) as set out in the regulation of medical practice.

In the UK, medical practice is regulated by the General Medical Council (GMC) and to some extent the British Medical Association (BMA). The GMC was established by the UK Medical Act 1983 (as amended) and its primary functions are “to protect, promote, and maintain the health and safety of the public” (Section 1). All doctors practising medicine in the UK must be registered with the GMC. Registration involves the granting of various privileges (e.g., the right to prescribe drugs, access to medical records, authority to sign medical certificates) and obligations (e.g., confidentiality, adherence to code of practice). Under Section 36, the GMC has the authority to suspend or remove from the register any fully registered person found guilty of professional misconduct or convicted of a criminal offence (even if not committed in the UK). In 2004 the General Medical Council (GMC) issued new practice guidelines (further revised in 2006) which detail conditions to be met for remote prescribing (via telephone, e-mail, fax, video, or Web site) in situations where a doctor: (a) has responsibility for the care for a patient, (b) is deputising for another doctor responsible for the care of a patient, or (c) has prior knowledge and understanding of the patient’s condition and medical history and has authorised access to the patient’s medical records (GMC, 2006, paragraph 38). If these situations are present, the doctor is advised that he or she must have an appropriate dialogue with the patient to:

- “Establish the patient’s current medical conditions and history and concurrent or recent use of other medications including non-prescription medicines;
- Carry out an adequate assessment of the patient’s condition;
- Identify the likely cause of the patient’s condition;
- Ensure that there is sufficient justification to prescribe the medicines/treatment proposed. Where appropriate you should discuss other treatment options with the patient;
- Ensure that the treatment and/or medicine/s are not contra-indicated for the patient;
• Make a clear, accurate, and legible record of all medicines prescribed.”
  (GMC, 2006, paragraph 39)

In the absence of situations (a) to (c) discussed above the GMC does not expressly forbid remote prescribing but gives additional conditions, which a doctor must satisfy if remote prescribing is to be used. The prescribing doctor is advised of the additional conditions as follows:

• “Give an explanation to the patient of the processes involved in remote consultations and give your name and GMC number to the patient;
• Establish a dialogue with the patient using a questionnaire to ensure that you have sufficient information about the patient to ensure you are prescribing safely;
• Make appropriate arrangements to follow the progress of the patient;
• Monitor the effectiveness of the treatment and/or review the diagnosis;
• Inform the patient’s general practitioner or follow the advice in paragraph 9 if the patient objects to the general practitioner being informed.”
  (GMC, 2006, paragraph 40)

Paragraph 9 states that:

*If the patient does not want their general practitioner to be informed, or has no general practitioner, then you must: (a) Take steps to ensure that the patient is not suffering from any medical condition or receiving any other treatment that would make the prescription of any medicines unsuitable or dangerous or (b) Take responsibility for providing all necessary aftercare for the patient until another doctor agrees to take over.* (GMC, 2006)

The GMC guidelines give further advice to doctors if they prescribe for patients who are overseas. These include the need to be aware of differences in the licence names, indications and recommended dosage of medical products, the need to ensure adequate indemnity cover for such practice, and the need to be registered with the appropriate regulatory body in the jurisdiction where the prescribed medicines are to be dispensed.

In the U.S., all physicians/doctors practising within a state are required to be licensed by that state. Each state has a state medical board that is responsible for regulating physicians according to state medical practice laws, investigating complaints, and upholding professional standards among others. All U.S. state medical boards belong to a representative organisation called the Federation of State Medical
Boards (FGSMB) that is committed to developing and promoting high standards of medical practice by physicians. In 2002, the U.S. Federation of State Medical Boards published, “Model Guidelines for the appropriate use of the Internet in Medical Practice” (FSMB, 2002). Some of the guidelines specifically addressed the issue of remote prescription practices stating the need for “documented patient evaluation” (including a patient history and physical evaluation), and that “issuing a prescription based solely on an online questionnaire or consultation does not constitute an acceptable standard of care” (FSMB, 2002). The FSMB Guidelines further state that “e-mail and other electronic communications and interactions between the physician and patient should supplement and enhance, but not replace, crucial interpersonal interactions that create the very basis of the physician-patient relationship.” (FSMB, 2002).

Guidelines issued by the American Medical Association in 2003 (regarding the prescribing of medicines to patients via the Internet) state that a physician who prescribes medications via the Internet must establish or have an established a valid patient-physician relationship (AMA, 2003). This includes among other things: obtaining a reliable medical history and performing a physical examination of the patient; having sufficient dialogue with the patient regarding treatment options, and risks and benefits of the treatment; and having follow-ups with the patient where appropriate. In the U.S., therefore, the use of an online questionnaire without a physical examination of a patient, will not amount to the existence of a legitimate patient-physician relationship. Indeed many U.S. States have passed laws which add prescribing without first conducting a physical examination to the definition of unprofessional conduct (e.g., Arizona Revise Statutes Title 32, Chapter 13 Article 1; California Business and Professions Code Section 2242 and 4067; Kentucky Revised Statutes 311.597(1)(e); Missouri Statute 334.100.2(4)(h); Nevada Revised Statutes 453.3611). A listing of the policies of state medical boards and state legislation regarding Internet prescribing can be found at FSMB (2007a).

In both the U.S. and UK, doctors have been prosecuted for using online consultations to prescribe drugs. For example, in the UK, Dr. Richard Franklin was found guilty of serious professional misconduct by the GMC after prescribing drugs online (BBC, 2002). Patients were required to fill out an online questionnaire, which was then reviewed by Dr. Franklin and used to prescribe drugs. The GMC stated that the questionnaire was closed and did not allow for a dialogue between doctor and patient. Also, that Dr. Franklin did not carry out an adequate assessment of his patients’ conditions, and therefore did not act in the best interests of his patients (BBC, 2004). Regarding the U.S., details of the convictions (e.g., fines, suspensions) and other disciplinary actions (from 1998-2007) of numerous U.S. physicians for online prescribing are given at FSMB (2007b). A typical example is Dr. Shreelal Shindore of Florida (U.S.) who was forced to relinquish his medical license after “prescribing a Schedule IV controlled substance to a patient who completed an Internet ques-
questionnaire without conducting a physical examination, obtaining a complete history, making a diagnosis, or establishing a treatment plan” (NYSBPM, 2004).

One of the purposes of a professional medical body (or other professional body) is to provide protection for those seeking expertise, that is, those who are less expert and therefore vulnerable in their lack of knowledge (e.g., RPS, 2006; Duquenoy, 2003). The case of Dr. Franklin illustrates this aspect where the GMC stated that Dr. Franklin did not act in the best interests of his patients. Whilst the law has taken action in this particular case, it may become increasingly difficult to monitor the activities of doctors practicing in this way—and in particular in areas where either no medical body exists, or where a medical body does not have the weight of established professional bodies such as the GMC in the UK, and FSMB in the U.S..

**Liability for Patient Care**

A person becomes liable if he or she fails to perform a legal obligation or duty. Such legal obligations or duties may arise from fiduciary relationships between parties, existing laws (statute, common law), or contractual agreements among others. Liability can be civil or criminal and can arise under various areas of the law such as professional malpractice, negligence, negligent misstatement, and breach of contract.

In the traditional doctor-patient relationship, if a patient suffers loss or damage caused by negligent or intentional acts committed by the doctor (in the course of performing his or her duties) then professional malpractice claims may arise. It may be the case however, that for online consultations, only civil liability issues may arise since liability for professional malpractice may not be clearly established where an online prescription is issued (Kahan, Seftel, & Resnick, 2000). This is because whereas in a traditional doctor-patient relationship a clear duty of care exists, it is debatable whether a doctor who prescribes medication online (without any direct verbal or physical contact with a patient), forms a traditional doctor-patient relationship and therefore attracts the same duty of care.

Although the same level of “duty of care” as in a traditional doctor-patient relationship may not exist in an online consultation, a prescribing doctor will still be required to exercise a duty of care to prevent loss or injury to a patient. A breach of that duty (e.g., through careless acts or omissions) leading to loss which is a direct and natural result of the breach (i.e., consequential loss) will result in liability for negligence. Where a prescribing doctor gives incorrect medical advice, which leads to loss, then liability for “negligent misstatement” may be established. For a breach in negligence, an injured patient can be awarded damages or compensation, and the prescribing doctor can incur financial and/or criminal penalties, depending on the seriousness of the breach.
Finally, a contractual relationship will exist between an online prescribing doctor and a patient, due to the fact that the patient is making payment for a service. Therefore, a prescribing doctor will be bound by his or her contractual obligations, which include express contractual terms as well as terms implied by law (e.g., regarding the quality of service). Failure to perform his/her contractual obligations will result in the prescribing doctor facing an action of breach of contract and possibly incurring a financial penalty.

Confidentiality and Data Protection

The writing of prescriptions via online consultations raises important legal issues of confidentiality and data protection. Confidentiality focuses on maintaining the secrecy of information and data protection focuses on the legal framework governing the processing (collection, storage, security, and use) of personal data.

During an online consultation, a patient places his or her trust in a prescribing doctor and in turn, the doctor has a duty to faithfully discharge his responsibility. It is therefore widely accepted in law that there exists a fiduciary (trust) relationship between doctor and patient because of the vulnerable position of the patient. By virtue of the fiduciary (trust) relationship that exists between an online prescribing doctor and a patient, the prescribing doctor will be under an obligation of confidence not to disclose any medical information divulged to him/her unless authorised to do so. Confidentiality issues may arise because information given for online consultations may be prone to be seen by people other than the consulting doctor, unless strict security and protocols are in place (Kahan et al., 2000). Staff assisting a prescribing doctor in the provision of medical care will most likely be authorised to have access to patients’ medical data and therefore will also have an obligation of confidence. However, the transmission of data between doctor and patients over the Internet poses an inherent risk that such data may be accessed in transit by an unauthorised person. This has important implications within the European Union/United Kingdom (EU/UK) with regard to obligations under data protection law. In the EU/UK medical data is classified as “sensitive personal data” (Data Protection Act, 1998, Section 2(e)) and acknowledged as a special category (amongst others such as ethnic origin, religious belief) which requires a higher level of protection compared to ordinary personal data. Amongst eight data principles in the 1998 Act, the seventh principle states that “data must be kept secure from unauthorised access, unlawful processing, destruction, or damage” (Schedule I). This implies that online transactions must have adequate security to prevent the unauthorised access to medical data.
Jurisdiction

The Internet crosses geographic and state boundaries and hence creates a global market for commerce. It is thus relatively easy for a medical practitioner to be located within one jurisdiction and to administer an online consultation to a patient located in a different jurisdiction, without being licensed to practice medicine in either of the jurisdictions. The practice of medicine within any jurisdiction without an appropriate licence is a criminal offence, since it places citizens at a serious risk. It may, however, be difficult to successfully prosecute a medical practitioner located in a jurisdiction different to that of the patient. This is especially true where it is prohibitively expensive to do so or where the appropriate legal agreements between jurisdictions (especially countries) are not present.

In the European Union, all member states are signatories to the Brussels Regulation (i.e., Council Regulation (EC) No 44/2001 of 22 December 2000 on jurisdiction) and the recognition and enforcement of judgments in civil and commercial matters. This legal instrument details the rules for determining jurisdiction (i.e., which courts are entitled to adjudicate on an action) in EU states in matters of tort (civil wrongs) and contract law. As mentioned earlier, an online medical consultation may give rise to a legal action (e.g., a tort committed over the Internet), where a doctor makes a negligent misstatement such as giving incorrect medical advice. Under the Brussels Regulation, a patient can bring an action in tort against an Internet doctor (defendant) in the courts of the state where the doctor (defendant) is domiciled, or in the courts of the state where the harmful event occurred (i.e., the place where the wrongful action was carried out or the place where the damage occurred). Where the regulation does not apply (e.g., the defendant is not in an EU state or a criminal charge is contemplated), then various other rules (e.g., common law rules) may be used to determine jurisdiction.

The Ethical Perspective

The ethical issues are closely related to the legal concerns expressed above. In the cases reported in the previous section, national legislation serves to protect patients and uphold the established ethical practices of the medical profession. The foundation for the ethical principles of the medical profession (in the western world) is the Hippocratic Oath (Nova, 2001a). The principles referred to in the Hippocratic Oath recognise the responsibilities of the expert to those who seek their professional help, amongst which are prevention of harm, justice, respect for the person, and maintaining confidentiality (interpreted to privacy in a modern version (Nova, 2001b)). Setting out, and abiding by these principles gives grounds for a relation-
ship whereby the patient can feel secure and trust that their interests are taken into account, and that they are not going to suffer harm. Establishing and maintaining this relationship is vital in the medical context where the patient seeks to improve their health and is absolutely reliant on the doctor to achieve their goal. Doctors, for their part, are equally reliant in purely pragmatic terms (if not for humanitarian reasons) on helping them to achieve that goal. What is the impact, then, of online consultations on this relationship?

We begin the discussion by looking at the impact on trust (as a precondition for health care) of an online relationship, and follow with an assessment on the prevention of harm and injustice and confidentiality. Finally, we consider the aspect of acting in the patient’s best interests, and whether online consultations can provide the reassurance that the patient needs.

**Trust**

The question of “duty of care” raised in the previous section, whilst expressed in legal terms, captures some sense of the secure and trusting relationship we are arguing is the foundation of a healthcare relationship. The lack of physical presence and its impact on trust has been taken up by Bauer (2004) who argues that the empathy and sense of connected-ness built through trust and understanding, encourages healing. A key point of his argument is that trust is built in the doctor-patient relationship through a certain amount of risk-taking, particularly on behalf of the patient. In the case of online health care he claims that “cybermedicine makes risk-free interactions easier and more commonplace” thus reducing the opportunity for building trust. His conclusion, founded on arguments from moral philosophy, is that as the pursuit of healing is the fundamental ethical principle of medicine, the diminishing of the healing practice is immoral and that “cybermedicine encourages morally inappropriate physician-patient relationships.”

If we accept this argument, we should ask: What risks are there in the healthcare relationship, and are they reduced in the “diagnosis at a distance” setting? The patient is putting their health and intimate information in another person’s hands and thus implicitly accepts some risk, whether in terms of correct advice and treatment, or confidentiality. The doctor’s risk is in the reliability of the information received, knowledge of the patient’s history and circumstances, and reliability of the prescribed course of action. These issues of validity, reliability of information, confidentiality and the impact on them of remote consultations are discussed in the following paragraphs.
Prevention of Harm and Injustice

The questionnaire approach used in online consultations as a means of ascertaining medical needs, typified in our early example, illustrates the degree to which the “empathetic” doctor-patient relationship has been stretched. Even if we were to discount Bauer’s argument regarding interconnectedness, and return to the more generally accepted principles of the Hippocratic Oath—which by its existence attests to the recognition of the power imbalance between professional (expert) and layperson—it is hard to see how the questionnaire approach to medical consultations can adequately address the prevention of harm, and the imbalance between expert and non-expert, which could result in injustice. The dialogue between doctor and patient that is traditionally conducted face-to-face is an important aspect of a doctor’s practice especially with regard to his duty to prevent harm (as far as is reasonably possible). In practical terms, it is within the face-to-face context that doctor makes an assessment of the condition presented at that time, based on a number of factors that give an overall picture of the health of the patient—such things as skin tone and texture, condition of eyes, tongue, reaction to touch, emotional state, and many others. Thus, a rich picture of the patient is built based on the doctor’s experience (and tacit knowledge). In respect of the risk factor, which Bauer argues contributes to the trusting relationship, the validity of information received from the patient is more easily assessed, and for the patient it is more likely that their doctor’s credentials are professionally accepted. So under these circumstances it seems that risks are reduced.

Doctors in this familiar setting are also in a position to share information with the patient, and are in a much better position to establish that the patient understands what they are saying—whether it be information about the condition, or, vitally, information concerning drug use. Thus some measure of informed consent (an underlying principle of an ethical action) can be achieved. Whether informed consent is usual when patients are receiving prescriptions for drugs may be debated (as opposed to surgery where signed consent is explicitly required) but consent is certainly implicit in accepting the prescription. However, when completing an online questionnaire, the level of language competence and understanding within the medical context (discussed later) has serious implications for this generally held principle of informed consent—how informed is the consumer under such circumstances? This aspect is pursued later under the heading of “social perspective.”

Confidentiality

We questioned earlier the legal status of patient confidentiality, and raise it again as an ethical issue. Doctors who prescribe drugs online could argue that the precautions they take to ensure confidentiality are at least as good as the measures used in more
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traditional settings. We cannot say that patient files are secure from unauthorised access in either the off-line or online environment (and some could argue that as patient records are transferred to electronic storage there is little difference). However, it would be safe to say that there is an increased opportunity to gain access to confidential material online, with much less risk of being caught, even where the best security measures are in place. If security measures are not in place, then patient confidentiality is not provided for. What is more, if access to this information is inadequately protected online, the extent of the spread of this information is potentially on a “massive” scale. Once leaked it would be impossible to contain, or conduct any damage limitation. Whilst the vulnerability of personal data is a general concern in online activities, and not exclusive to online medical practices, personal medical information is highly sensitive and warrants special care (under EU data protection legislation). We would argue that because this information is valuable to third parties (pharmaceutical and insurance companies, for instance) it is especially at risk online.

In some cases doctors and others are required to pass information to health authorities for the purposes of building data banks of public health information providing sets of statistics, which can be used to inform government policies regarding public health initiatives. Cooper and Collman (2005) note that “to operate effectively physicians need complete and accurate information about the patient” and are therefore in a position to provide detailed information for such statistic-gathering. Although this information in its statistical form is anonymous (that is, having no identifier to any patient) the amount of information collected, and the use of data-mining techniques can isolate and identify to a surprising extent. The authors point to studies by Sweeney (1997) who demonstrated that birth date alone can uniquely identify names and addresses of individuals from a voting list (12% success rate), when combined with birth date and gender the results increased to 29%. Additional information increases the chance of identification, with a full postal code and birth date bringing the identification rate up to 97%. We can see that just because the data has been anonymised confidentiality and protection of medical information is not assured for the individuals concerned.

Aside from the (legitimate) passing on of medical information by doctors, health data can be gleaned from the Internet activities of the patient/customer (Cooper et al., 2005). The authors refer to instances where IP addresses (the unique address of the computer accessing the Internet) “have been linked with publicly available hospital data that correlates to DNA sequences for disease.” Of course, anyone using the Internet can be routinely tracked to find out the sites they have visited in order to build profiles of Web users, but the linking to medical data is taking this a step further and into more serious waters.
Patients’ Best Interests

We began this section with reference to the Hippocratic Oath. In a modern version the following has been added:

*I will remember that there is art to medicine as well as science, and that warmth, sympathy, and understanding may outweigh the surgeon’s knife or the chemist’s drug.* (Nova, 2001b)

In part the sentence quoted underpins the notions of empathy expressed earlier, and its importance in the healing process. In doing so it is recognised that surgery or drugs may not be the best way forward. It could be argued that the practice of prescribing drugs online favours the assumption that drugs are the best solution to the problem. There is already a questionable cultural trend in the U.S. and the UK to use drugs as the first line of attack for many conditions. Patients visit their doctor and expect a solution to their condition in the form of pill, and it is often easier for doctors under pressure to prescribe drugs than investigate other possible causes (such as living conditions or life style for example). McCoy (2005) refers to this trend as the “over-biomedicalisation of healthcare” that is, the lack of attention to life context, and the reduction of illness to something that can be solved by prescription. This trend, according to McCoy, is as a result of pressure exerted by pharmaceutical companies, directly and indirectly through advertising (McCoy, 2005). The question that arises is whether, in the case of online medical consultations, the advising doctor would recommend against the use of prescribed drugs and offer instead “warmth, sympathy, and understanding?” Reducing the relationship to the completion of a questionnaire and the provision of a prescription drug supports Bauer’s argument that “cybermedicine makes risk-free interactions easier and more commonplace” thus diminishing the healing relationship. This type of approach resembles more of a commercial transaction than a mutual effort to promote wellbeing, and if this is all that is needed why not have questionnaires at Pharmacy counters in towns, and bypass the doctor? The issue of questionnaires and the wider implications of conducting online transactions in the healthcare sector are further explored below.

The Social Perspective

The two cases reported at the beginning of this chapter (i.e., concerning Drs Franklin and Shindore) raise a number of social issues. In general terms, buying prescription drugs remotely encourages a culture of independence from recognised institutional
practices and undermines the ethos of risk associated with such drugs. Drugs that are designated prescription-only are considered to carry risk under certain conditions—if they were not they would be available for anyone to buy. The issuing of a prescription implies that an expert has taken the medical, and possibly emotional, characteristics of the patient into account, the risks, and benefits of prescribing the drug, and has recommended a course of treatment based on those factors. This assessment has taken place traditionally face-to-face, and incorporates the visual clues and existing personal knowledge of the patient referred to in the section “prevention of harm and injustice” above. By offering an “easy” route to buying drugs, it could be argued that the practitioner prescribing online is complicit in undermining the best practice advice of recognised professional bodies.

There is also a wider social implication to bypassing the traditional route and using an e-commerce model, and this is the issue of patient protection. Both the issuer of the drug and the receiver are taking a risk that has hitherto been mitigated by the levels of protection provided by regulation, whether it be legislation or professional codes of conduct. For example, The Royal Pharmaceutical Society of Great Britain (RPSGB)—the professional body for pharmacists in the UK—in their draft version of a revised Code of Ethics (RPS, 2006) offers substantial guidance on the professional role when dispensing drugs. Some of the principles they list are: making the care of patients your first concern, act in the best interests of individual patients and the public, obtain consent for … treatment, care, patient information, encourage patients to participate in decisions about their care. Some of these principles have been discussed in the previous section (patients’ best interest, confidentiality) others such as consent and participation in decisions are discussed below.

In the previous section we introduced the notion of informed consent, and suggested that doctors in a face-to-face diagnosis were in a better position to gain feedback on the patient’s understanding of the diagnosis and treatment, and could to some extent be reassured that the treatment was consensual. In this section we discuss the impact of the remote approach to diagnosis and treatment via online methods on the notion of “informed.” At the level of individual applications for online prescriptions, the online questionnaire takes no account of the level of literacy of the patient—either in terms of understanding the terminology used in the context of health, competence in the language used in the questionnaire, or specific cultural interpretations. Under Section 4 of the RPSGB Code of Ethics “Encourage patients to participate in decisions about their care” (RPS, 2006) it is stated “Listen to patients and their carers and endeavour to communicate effectively with them. Ensure that, whenever possible, reasonable steps are taken to meet the particular language and communication needs of the patient” (Item 4.2 RPS 2006). Clear communication is considered to be important in the delivery of medicines. They also instruct the pharmacist to “make sure that patients know how to use their medicines” (Item 1.5 RPS, 2006).
It is hard to see how an online questionnaire can fulfil these communication needs. When completing an online medical questionnaire, a respondent may not completely understand a question and may “guess” an answer, or may misinterpret a question and give an invalid answer. These issues are extremely relevant where drugs are bought and sold in a global market place, where language competence and understanding of medical terminology can vary. A lack of understanding of the medical context, and particularly familiar medical culture, could have drastic effects.

To illustrate our point, the following questions (below) are taken from an actual online consultation questionnaire at https://meds4yourhealth.com. Notice that some of the questions are expressed in medical terms, which are not immediately obvious to a non-medical person.

- Do you suffer from or currently have Cardiac or (ischemic) heart disease?
- Do you suffer from or currently have Transient ischemic attack(s) (TIA’s)?
- Do you suffer from or currently have Diabetes?
- Do you suffer from or currently have Epilepsy?
- Do you suffer from or currently have Hypertension (exceeds either value of 80/120 mm Hg)?
- Do you use MAO-inhibitors like phenelzine or moclobemide?
- Do you use NSAID’s (nonsteroidal anti-inflammatory drug - f.i. salicylates, diclofenac, naproxen)?

While terms such as “diabetes” and “epilepsy” may be familiar to many, we suggest that it is doubtful that someone would know whether they had a “transient ischemic attack” or whether they suffered from hypertension that “exceeds either value of 80/120 mm Hg.” Also medical terms such as “MAO-inhibitors” and “NSAID” are not commonly used amongst the general population. These terms may be familiar to the local, or national, community from which the Web site is generated—but it cannot be assumed that they would be understood by people outside of that community.

So what of informed consent? According to the Council for International Organizations of Medical Science (CIOMS) International Ethical Guidelines, informed consent is defined as: “Consent given by a competent individual who: Has received the necessary information, has adequately understood the information, after considering the information, has arrived at a decision without having been subjected to coercion, undue influence or inducement, or intimidation” (CIOMS, 2002). These guidelines refer to the research environment, as do the following noted by Tavani (2006) in a discussion concerning genomics research and quoting Alpert (1998): (1) individuals must “know and understand the nature of the information being re-
leased,” and (2) consenting individuals must be made aware of the party or parties to whom the information about them can be released. These requirements, he notes, are similar in ethos to conditions laid out in the Office of Technology Assessment (OTA) Report “Protecting Privacy in Computerized Medical Information” (OTA, 1993) whereby patients must (1) have adequate disclosure of information about the data dissemination process, and (2) be able to fully comprehend what they are being told about the procedure or treatment. In a footnote he points out that the OTA also say the patient must be “competent” to consent.

Thus, important questions are Who is considered competent, and what competencies are required? Do competencies vary according to context? Does online communication require different competencies? And finally, how would anyone operating in an online context offering consultations and selling prescription drugs know whether their client was competent or not?

The patient/client/customer (depending on which relationship model one uses) places themselves at risk in this context from the point of view of fully understanding the situation and thereby not being fully informed. Patients also run the risk that a legitimate consulting physician may not be present to evaluate the online questionnaire. Further, use of general questionnaires may not provide the necessary information for the determination of a number of important issues such as whether a particular drug (FTC, 2001): (1) will work for an individual, (2) is safe to use, (3) is more appropriate than another treatment, (4) may cause adverse reactions if an individual is taking another medication, or (5) may be harmful due to an underlying medical condition such as an allergy.

The risk, however, is not just on the part of the patient. Even with the best of intentions, a doctor entering into an online consultation, and pharmacist conducting an online transaction, may not be in a position to fulfil their professional responsibilities. The procedures used for assessment are less able to offer reassurances than face-to-face transactions. For example, if online questionnaires are not completed truthfully then medications will be prescribed on false information. Another important aspect is the authenticity of the patient request —does this person really have the symptoms the drug will alleviate, are they buying for someone else, or buying to sell on to others? We should bear in mind that it is possible for a minor (under 18 years old) to buy drugs. In a 2003 briefing to the U.S. Congress, an investigator reported that his 9-year-old daughter successfully ordered a prescription weight-loss drug on the U.S. Drug Enforcement Administration (DEA) controlled substance list (Lueck, 2003). In addition, his 13-year-old son ordered and received Prozac, a drug on the United States Food and Drug Administration’s (FDA) Import Alert list (Lueck, 2003).

The responsibility of the medical practitioner does not end in the prescribing of a drug. Follow-up treatment may be required. In the case of Dr. Shindore, one of the reasons given for withdrawing his licence to practise was that no treatment plan was
established. One wonders whether some purchasers are choosing to get the drugs online because they prefer a one-off interaction, and whether they appreciate the potentially harmful implications of such a one-off deal. Even if advice is given as to the period of time the drug should be taken, when a reassessment is due or what contra-indications may appear, the purchaser may not (a) take any notice, or (b) not fully understand. Furthermore, the purchaser of online drugs may find it difficult to effectively communicate concerns, developments, or changes in symptoms either through the lack of established online procedures or even where a facility is available difficulties may be experienced since he/she cannot be physically assessed by a medical practitioner.

Concerning the extent of responsibility in the online environment, it is interesting that the following disclaimer is included in the questionnaire.

*I declare without any restriction:
(a) that I have read the terms and conditions and the disclaimer on this Website and agree with their content and applicability*

It should be noted that this is only the first of a total of four clauses. This approach is surely very different from the type of doctor/patient interaction that takes place in a surgery—patients in the traditional role are not asked to agree to any “disclaimer.”

**Future Trends**

As technological developments advance and are incorporated into commercial practices some of the issues noted in the previous sections may be alleviated. We have not so far discussed the use of Web cams for example in overcoming the issue of face-to-face consultations, direct measuring techniques for aiding diagnosis, or legitimate access to a shared database of patient records (overcoming the problem of patient history). These technologies are in existence, and are currently used in the medical domain between trusted parties.

In the sub-sections that follow, we look at the previous three examples of available technologies and assess how they may help in the online consultation context. In each case we show how the legal, ethical, and social difficulties previously highlighted might be addressed.
Online Medical Consultations

Web Cam (Problem Addressed: Face to Face Consultations)

Legal

The U.S. Federation of State Medical Boards guidelines clearly state that “e-mail and other electronic communications and interactions between the physician and patient should supplement and enhance, but not replace, crucial interpersonal interactions that create the very basis of the physician-patient relationship.” (FSMB, 2002). It is rather doubtful therefore whether in the U.S. a Web cam can be used as a substitute for a face-to-face physical interaction between a physician and patient (who has not previously been physically examined). In the UK however, the GMC’s guidelines for online consultations (as outlined in detail earlier) appear to indicate that it is possible to use a Web cam (video) subject to certain conditions (see GMC, 2006, paragraphs 39 and 40).

Some criteria relevant to utilising a Web cam are:

- Establish a dialogue with the patient, using a questionnaire;
- Adequately assess the patient’s condition (which may include performing a physical examination of the patient as far as is practicable via video);
- Discuss alternative treatments;
- Assess any contra-indication effects;
- Have sufficient dialogue with the patient regarding treatment options;
- Inform the patient’s general practitioner.

Ethical

The ways by which some of the ethical issues might be addressed are listed following the headings used within the ethical perspective section.

- **Trust:** The visual clues could encourage a trusting relationship, and help the patient feel more engaged in the consultation process.
- **Prevention of harm and injustice:** The lack of visual clues for the doctor discussed under this heading would be addressed with this technology, for example assuring the doctor that the patient understands the treatment (e.g., dosage), and the language competence of the patient.
• **Confidentiality:** The issue of vulnerability of data over a public network (the security issue) is not addressed by using this technology. An additional ethical issue may in fact be raised here with regard to the storage of visual data. This may be appropriate and helpful as a record of care, but visual data adds to the issue of confidentiality and security of data. It also reduces anonymity (which could be seen as a beneficial outcome or a disadvantage).

• **Patients’ best interests:** Using this technology may have a benefit in diminishing the sense of engaging in a purely commercial transaction (as described earlier), thus fostering a better relationship between the patient and consulting clinician.

**Social**

Under this heading, we noted how online consultations could give the impression that the patient is engaged in something akin to a commercial transaction, thus reducing the import of prescription drugs. Using a Web cam could have the effect of elevating the apparently “casual” transaction of buying drugs to a more formal setting and thus reinstating a sense of medical “best practice.” In addition this type of visual interaction allows for a more meaningful interpretation of “informed” both on the part of the practitioner, and the patient (each receiving feedback from the visual clues). It should be noted of course that this only applies to non-visualy impaired participants. However, it should also be noted that when using a Web cam the voice is normally transmitted at the same time and therefore for the visually impaired the traditional consulting room setting is fairly represented. An interaction using a Web-cam would address some of the communication concerns of the Royal Pharmaceutical Society of Great Britain (discussed under this section).

**Diagnostic Measuring Techniques (Problem Addressed: Lack of Physical Contact and Capability to Make a Full Patient Assessment)**

Technologies are being utilised to aid diagnosis and to transmit data to a central database, or General Practitioner. For example, trials are being conducted in the UK that use devices to monitor blood sugar levels as an aid in the management of diabetes and transmitting the patient data to a central location, such as a local general practitioner (Farmer et al., 2005).


**Legal**

Returning to the GMC guidelines the following are addressed by using diagnostic measuring techniques.

- Adequately assess the patient’s condition;
- Assess any contra-indication effects;
- Perform a physical examination of the patient.

**Ethical**

- **Trust:** In some ways using a technology such as this may encourage trust in that the patient and the consultant have a clearer indication of the patient’s condition. However, this depends to a large extent on the trust placed in the technology itself, which is playing a mediating role. While it could be said that any technology used in a consultation (i.e., in traditional face-to-face settings) also needs to be trusted, the presence of the doctor who can oversee the technology at first hand would arguably give some confidence to the patient, and the doctor, that all is working correctly.

- **Prevention of harm and injustice:** Using this type of technology helps to build a “rich picture” of the patient’s condition and thus contributes to the prevention of harm.

- **Confidentiality:** As previously described, the vulnerability of transmitted and stored digital data constitutes a risk to confidentiality.

- **Patient’s best interests:** As above, using a diagnostic device may alleviate the sense of a purely commercial transaction, fostering more of a relationship between the patient and consulting clinician.

**Social**

Making use of technology that is specific to the medical profession could have the effect of elevating the “casual” transaction of buying drugs into a more formal setting, thus reinstating a sense of the medical aspect and confirming social norms that are described as “best practice.” It may also encourage the patient to participate in decisions about their care (in the case of the research with sugar levels and diabetes, which serves as the example for this section, the ethos is about encouraging patient “self-management” of their condition). As further information is provided this technology serves to further “inform” the patient, and also helps to address the issue of the “authenticity” of the patient.
Shared Patient Record Database (Problem Addressed: Adequate Medical History and Feedback)

Legal

The GMC (2006) suggest that practitioners should:

- Justify medicines/treatment proposed;
- Assess any contra-indication effects of medicines/treatments proposed;
- Keep a record of all medicines prescribed.

The U.S. FSMB (2002) asks for:

- Documented patient evaluation (including a patient history and physical evaluation).

A patient record would satisfy these requirements.

Ethical

- **Trust**: Where consultants have access to the patient’s records—as on a shared database—it would be argued that the reliability of the information received and the knowledge of the patient’s history and circumstances are improved. Such a situation is likely to improve the reliability of the prescribed course of action. However, the reliability of the information on a shared database cannot be assured—in which case there is a risk that the consultant assumes the correctness of the information (which may be an error) and the prescribed treatment is therefore not fitting. The outcome of this could have extremely serious consequences (perhaps fatal).

- **Prevention of harm and injustice**: Although using a database to access a patient’s records contributes to the rich picture (providing increased relevant information about the patient) harm may not be prevented, as noted in the previous paragraph.

- **Confidentiality**: Issues of the security of the information are still an issue, particularly as the patient data is stored (i.e., available over a prolonged period of time), and accessible by many authorised personnel who also may alter and update the record (which can be a source of error).
• **Patients’ best interests**: Providing a patient history and maintaining up-to-date accurate records would further the patient’s best interests. This information also enables follow-up treatment, and a feedback mechanism.

**Social**

Access to the patient’s records would eliminate the reliance on a questionnaire such as the one described earlier, where questions using medical terminology could cause confusion and misunderstanding. The consultant would be able to see at a glance the relevant and most recent medical situation of the patient. Thus in this respect there is a benefit. The records could also serve to provide an additional means of authenticating the patient (i.e., that this is the patient claimed, that they do have the condition they are claiming to have, and when they last had a prescription issued).

We can see from the previous examples, and reference to the earlier discussions and drawbacks of the remote consultation, that introducing new technologies (as described in the examples above) could alleviate some of the problems. As with the introduction of most technologies, other problems may be generated—such as the reliability of electronic patient records—but a trade-off is an inevitable part of the decision-making process.

**Summary and Conclusion**

In this chapter, we have provided an overview of the practice of online healthcare, highlighting some of the benefits and problems associated with this phenomenon. We focused on the use of online consultations to facilitate the sale of prescription drugs, and outlined the related regulatory frameworks, which exist in the United States and United Kingdom. Further, we discussed some legal, ethical, and social issues of concern, which may arise with regard to the use of online consultations.

Some legal issues of concern discussed were liability for patient care—medical malpractice (in light of the extent to which a duty of care in an online consultation is comparable to that which exists in the traditional doctor-patient relationship), negligence and contractual obligations, confidentiality of patent information, EU/UK data protection law regarding the security of medical data, and jurisdiction issues (related to the relative locations of an online doctor and a patient, and bringing a claim against an online doctor).

In our discussion of ethical issues, we questioned the reasons for buying online. One reason may be that someone may want large quantities of a particular drug—much easier to get online by visiting different sites. The purchaser may be contemplat-
ing suicide, or may be planning to sell the drugs on at a profit and bypassing any regulations that protect the user. Other issues were patient confidentiality; informed consent, and finally, the implicit assumption that prescribing drugs is the most appropriate form of treatment for the patient.

With regard to social issues, the subtle but clear move from a face-to-face interaction towards a simple “form-filling” exercise is likely to encourage a casual and less informed approach to drugs that carry some risk, and has an added impact in undermining the status of the medical profession. We are also concerned about the level of understanding on the part of the purchaser, the verification of authenticity of the patient request and the potential for a lack of continuous monitoring and advice concerning the patient’s medical condition. Finally we suggest that with online consultations, the risks to the consumer are greater and the level of protection less, compared to the traditional off-line medical consultation.

All of the present concerns previously discussed are relevant to future developments. Technology is moving on, and the Internet has brought with it an irrevocable cultural change. Opportunities have arisen that allow consumers more choice in how they purchase goods, and from whom. With developments in mobile technologies and increased access to the Internet, the preponderance and use of online pharmacies is likely to grow.

Many of the concerns we have raised will continue to be relevant. These include:

• **At the medical level:** Issues related to disassociation of remedy from cause, disassociation from personal expert advice and the consequent clinician/patient relationship that is formed over time (which includes knowledge of the patient’s personality, medical history, and social context).

• **At the purchaser level:** Language competence and understanding in multicultural states, and cross-national transactions.

• **At the technological level:** Issues of confidentiality and security of personal data.

• **At the legal level:** Liability for malpractice, negligence or contractual obligations, issues of confidentiality, data protection, and enforcement of inter-jurisdictional offences.

Advances in technology can impact on the provision of online healthcare, both in terms of providing solutions to present difficulties and in creating further legal, ethical, and social concerns. Technology can provide solutions by aiding doctors in making better diagnoses at a distance, for example: use of Web cameras for examining patients and use of medical instruments that can be used to carry out various medical tests on a patient (as we have previously discussed). Technology can also provide
better security for information, aid regulatory bodies, and enforcement authorities in their duties and help promote public awareness of important issues. Unfortunately, technologies are also likely to be abused or subject to malfunction or failure. This further raises legal concerns such as where legal liability for failure of a technology lies, ethical concerns such as the potential for misuse of a new technology, and social concerns such as how a technology impacts on current norms and practices.

The previous discussions imply a need for continuing regulatory and ethical scrutiny of the evolving social phenomenon of online medical practice. Present regulatory frameworks and ethical codes of conduct may not adequately address the future scenarios that could develop. Although legitimate Internet pharmacies appear to adhere to the provisions of the existing regulatory frameworks, as discussed earlier, the problem really lies with rogue pharmacies that are driven by commercial profits and operate without regard to either regulatory or ethical guidance.

Having seen the rather futile efforts to dissuade Internet users from utilising its resources (for example, by the music industry to prevent the sharing of music files), we argue that the medical profession will need to consider how they can best adapt to Internet practices using technology, policy and legislation, and consumer education, to adequately protect the patient. Any adaptation, however, should not lower the established medical standards and hence put patients at potential risk. The global risk to the health and well-being of everyone dictate that ethical codes of conduct and regulatory frameworks need to be constantly reviewed and updated not only to address online medical practitioners, but also other players that facilitate this commercial activity. Thus appropriate ethical guidance and regulation should be aimed at technologists, delivery specialists, and credit card companies among others in the stream of online medical commerce. The need to protect consumers from the potential harmful consequences of online consultations should be a core principle, guiding the conduct of all commercial entities. We argue, finally, that perhaps the only way forward into the future is for more international consensus, cooperation, and agreement to establish global ethical and regulatory standards for online medical practice, to safeguard medical practitioners and recipients of medical advice and treatment.
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Abstract

What are the ethical implications of information and communication technology in healthcare and how can new ICT-systems fit in an ethically based healthcare system? In this chapter, new ICT-applications in healthcare are assessed from an ethical perspective. The first application assessed is a system making patient information accessible for all healthcare units at a district, county or even national level. The second application, the so-called patient portal, is a system for patient Internet access to his or her medical record. The third application is the use of the Internet as a source of medical information, a means for medical consultation and for marketing of drugs. The systems are primarily assessed by the following ethical principles; the principle of doctor-patient relationship, the principle of responsibility and the principle of autonomy.
Introduction

Healthcare is going through a transformation caused by the use of ICT. While healthcare basically is a moral enterprise, aiming at the health and well-being of patients, the transformation should be assessed in regard to how the new organisation and the new technology affect the possibilities to realise the values of healthcare. In this chapter, I will ethically assess three different kinds of ICT applications in healthcare: a system for patient information, a system for patient access to his or her medical record, and e-medicine.

What does it mean to make an ethical assessment of technology? This is a kind of technology assessment (TA) using ethical criteria. It is also the kind of activity that one finds in applied ethics.

What should I do? What is right? These questions are the point of departure for ethics. In ethics, the moral content of our actions is analysed. How should we act in order to achieve human well-being and avoid harm, respect human dignity, human rights, and privacy? Human beings are social animals and, hence, we act in different spheres of society—as individuals, as professionals, and as citizens. In applied ethics, the questions of what we should do and what is right are related to social action.

Applied ethics is an expanding field. One reason is the increasing complexity of human action. With the help of new technology we can do more complex things, but we also face new and difficult moral problems. This is not least true in medicine.

Much of the discussion in medical ethics concerns new medical possibilities provided through new scientific discoveries and new technological inventions. Ethical problems related to pre-natal genetic diagnosis and embryonic stem cells research are just two examples of current hot topics for discussions in medical ethics. However, it seems as medical ethicists generally have overlooked the thoroughly technical transformation of healthcare the last decade or so caused by the implementation of information and communication technology (ICT) in healthcare.

All kinds of actions in healthcare (i.e., patient registration, medical consultations, medical diagnosis, therapy, drug prescriptions, etc.) are nowadays supported by ICT. While, as medical philosophers Pellegrino and Thomasma state, “Medicine is at all levels a moral enterprise where ‘moral enterprise’ means action involving values” (Pellegrino & Thomasma, 1981, p. 112), the changes of medicine due to the application of new ICT have implications for the “moral enterprise” of medicine and should be assessed from an ethical point of view.

In this chapter, I will discuss some different ICT applications in healthcare. The first application is a system making patient information accessible for all healthcare units at a district, county, or even national level. The second application, the so-called patient portal, is a system for patient Internet access to his or her medical record. The third application is the use of Internet as a source of medical information, a means for medical consultation and for marketing of drugs. The three cases are
different examples of recent ICT applications in healthcare that highlights partly different ethical problems.

**ICT In Healthcare**

**A System for Patient Surveys**

Patient information is usually stored in many different registers. There are, for example, systems for patient administration, patient’s medical casebooks, patient records at clinics for intensive care, laboratory records, admission notes etc. A system collecting all kinds of patient information has recently been introduced in Swedish healthcare. It makes it possible for healthcare providers to have access to patient information in a given region, for example a county’s regional healthcare. A requirement for access is that a person stands in a relation of care to the patient as doctor or nurse. The care providers must also log into the system with a personal code.

The patient information system provides information about the patient’s previous consultations structured according to the time for a medical consultation, the kind of consultation, the care provider, and the place of the consultation. When the user clicks on one of the consultations, he or she gets information about that particular consultation, for instance information about a laboratory result or a diagnosis. A few healthcare units have been excluded from the system for reasons of confidentiality. One is psychiatry and another is women disease. The reasons for exclusion are that the information from psychiatry and women disease is considered to be too sensitive to be included. Why, it is asked, should a doctor have access to information about a patient’s psychological status or about facts about previous abortions etc when wanting information about for example blood pressure.

Healthcare is becoming more and more divided and specialised. This development is sometimes described as the “care chain.” In order to get the best treatment patients must consult various clinics and other healthcare centres. This development towards specialisation is not consistent with a patient information system that is decentralised to local healthcare centres. Hence, the new system fits the specialisation of healthcare. In this way, the system is “mediating” the value of specialisation.

The system will make patient information more accessible for doctors and other healthcare professionals irrespective of localisation, it will speed up treatment and it will decrease the number of medical tests and examinations. Thus, there is a potential for a less time consuming and more efficient healthcare.

Another reason for developing the system is that it will fasten up treatment of patients who meet with an accident away from home. When the patient is taken to a
casualty department, doctors and nurses can immediately have access to the medical information they need.

**Patient Portal**

Patients are more and more involved in their own treatment. According to Swedish law, a patient has a right to access to his or her medical record. However, in practice it is rare for patients to request to read their records spontaneously (Ross & Lin, 2003).

The so-called patient portal gives a patient Internet access to his or her medical record. The patient can then have direct access to all medical information about him/herself that is available at the clinic. This implies for example that the patient will have access to information about diagnosis and laboratory results before meeting a doctor.

The technique that is used for the patient portal is similar to the technique used for Internet banking. The patient will get a personal certificate with a pin code that secures that no one else can get access to the information.

Even the introduction of the patient portal can be explained by tendencies in modern healthcare. There is an ongoing cut of healthcare costs and a need for prioritisation. When bank customers could do their bank affairs on the Internet, the number of customers visiting the bank offices decreased substantially, and consequently a number of bank employees were dismissed. As for banking, one can expect that the more patients have access to his or her medical casebook at the Internet, the less he or she has reasons to visit the healthcare centre. However, this assumption is not yet proven. According to a survey of patients using the patient portal, the number of visits to the health clinics was equal for a majority but had decreased for a minority (Bruzelius, 2004)

Another reason behind the patient portal is the emphasis put on patient autonomy in modern healthcare. The patient is expected to be actively involved in his or her own healthcare. However, autonomy requires information. If we expect that the patient increasingly should take responsibility for his or her own healthcare, the patient must be well informed. The patient portal can be used as a tool for achieving this goal. Furthermore, having access to his/her medical casebook gives the patient an opportunity to correct erroneous data.

**E-Medicine**

The Internet is used more and more for marketing and for providing medical information, medical consultation, and drug prescriptions. Medical information can be
accessed from an increasing number of medical information sites, and drugs can be bought online. Hence, healthcare is going through a transformation due to different applications of e-medicine.

When a patient uses the Internet as a source of information about a disease, medicines, or ways of treatment, it is an example of, what has been called, “do-it-yourself healthcare.” Consultation via the Internet is a way for those with sufficient economic resources to obtain a second opinion, yes, even a second doctor. There might be many possible reasons for this demand: the patient may have lost confidence in his or her ordinary doctor, he or she has heard of some specialist on the particular disease he or she is suffering from, he or she finds him or herself in a desperate situation, etc. E-medicine is also a potential asset for healthcare in poor countries with limited healthcare resources.

The number of health sites on the Internet is increasing. At the turn of the century, there were between 15,000 and 100,000 health-related sites in Great Britain and they had been visited by approximately 30 million people (Brann & Anderson, 2002; Parker & Gray, 2001). A Swedish survey showed that of those individuals that accessed Internet, about 20% had been looking for health-related information (Garpenby & Husberg, 2000).

The Internet has also become a market place for drugs. Here, customers can get hold of drugs without prescriptions or quality control.

The aim of this chapter is to make an ethical assessment of new ICT-applications in healthcare. But what does it mean to make an assessment from an ethical point of view? In the next section I will try to answer that question.

Framework for Ethical Analysis

Applied ethics focuses on the moral content of human practices. We act in different roles and capacities—as individuals, as professionals, and as citizens. A human practice is a social setting for human action. Through the introduction of new technologies, for example ICT, this practice might change in different ways. Ethics raises the questions of what are one’s obligation, duty, and virtue and of what ideals and ends one should pursue (Williams, 1993). These are questions that any human being who takes his or her life seriously will reflect on. To make an ethical analysis or an ethical assessment is to deal with the ethical questions in a more systematic way. What obligations, duties and virtues are well-founded? How should they be ranked or prioritised? What ends are intrinsically valuable and what goals are instrumentally valuable?

To analyse an action (including a practice or a technology) from an ethical point of view is a systematic task. First, we must have information about the action. We examine how it influences the life and well-being of human beings. However, this
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empirical examination is only the first step of the ethical analysis. The second step is to assess the action normatively. Then the following kinds of question will be raised: Is the action beneficial or harming? Does it violate any rights? Does it show respect or disrespect for human dignity?

Clearly, an analysis of actions from an ethical point of view requires criteria. Why is a particular act right or wrong? What is the normative basis for a demand to change a practice? In order to answer these questions we must refer to ethical theory and principles. Ethical principles are generated from “ordinary morality” or “common morality”. In ethical theory, the common morality is philosophically scrutinised with the aim of constructing a rational foundation for ethics. Ethical theories differ regarding what is to be considered as imperative or of basic value. For example, according to one common ethical theory, utilitarianism, only human wellbeing has intrinsic value. According to another ethical theory, Kantianism, respect for human dignity is a basic moral imperative.

The theoretical discussion in normative ethics concerns arguments for and against ethical principles and ethical theories. It is nowadays a common position that there is more than one ethical aspect that is important for an ethical assessment. This could mean, for example, that we should take both human well-being and human dignity into consideration. The most famous modern exponents of such a “mixed” ethical theory are the medical ethicists Beauchamp and Childress. They argue for a normative view that contains elements from both utilitarianism and Kantianism (Beauchamp et al., 2001)

When analysing moral problems and dilemmas in medicine, Beauchamp et al. refer to four ethical principles that, in their view, can be supported by different ethical theories and doctrines. The four principles are the principle of beneficence, the principle of non-maleficence, the principle of respect for autonomy, and the principle of justice. Two things are important to stress. First, these principles are vague and broad in scope and, hence, they must be interpreted and specified. Secondly, these principles do not provide any easy answers to moral problems. Rather, they work as a point of departure for normative reasoning and as framework for ethical reflection.

Beauchamp et al.’s four principles are general and applicable to different moral problems in healthcare. They can also be applied to moral problems in other spheres of society. When assessing ICT-systems in healthcare I will primarily refer to three principles. ICT influences how care is provided. Hence it will have implications for the shaping of the relationship between doctor (or any other healthcare provider) and patient. Responsibility for care is also of crucial importance. Two principles I will use as criteria when ethically assessing ICT in healthcare are the principle of doctor-patient relationship and the principle of responsibility. Further, access to new ICT-applications will influence the role of the patient. Hence it will affect patient autonomy. For this reason, the principle of respect for autonomy is the third principle of assessment I will use. I will now describe each of the principles.
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The Principle of Doctor-Patient Relationship

The clinical encounter has for many years been an issue for discussions in medical ethics (Beauchamp et al., 2001; Pellegrino et al., 1981; Ramsey, 1970). The patient is in a vulnerable situation when his or her health or life is threatened and the clinical encounter is a means to recovery and/or of caring with the doctor as a mediator. (Pellegrino et al., 1981) With this bare description of the relationship between doctor and patient as a starting-point, I will outline the clinical interaction in different models, each focusing on specific aspects of the encounter.

According to the engineering-model, the patient is an object for treatment, in relevant aspects similar to a broken car taken to the garage for repair. In the engineering-model of a clinical encounter, the doctor collects information in order to make a diagnosis and a decision on therapy. The information needed is for example data on temperature, blood pressure etc. This model fits Engelhardt’s description of “Medical care from passing strangers” (Engelhardt, 1986, p. 261)

Secondly, the doctor-patient relationship may also, in accordance with Pellegrino et al., be modelled as a “healing relationship” (Pellegrino et al., 1981, p. 64). Then, it is seen as an encounter between two persons, the doctor and the patient, which serves a specific purpose. The purpose of the encounter is to achieve a mutual understanding, or, in the words of philosopher Buber, an “I/Thou relationship” (Buber, 1923). This model pays attention to the fact, that a disease in many cases not only is a threat to the health of the patient but also to his or her existential balance.

Trust is closely related to the model of healing relationship (Pellegrino et al., 1981; Ramsey, 1970). Trust is based on two pillars, competence and sympathy. The patient can trust the doctor knowing that he or she is competent and knowing that he or she cares. The latter pillar highlights the moral aspects of the clinical encounter. According to this model, the relationship between doctor and patient is similar to one between friends, however, with the difference that the relationship between doctor and patient is asymmetrical. The patient needs the doctor for advice, care, and cure, but the doctor does not need the patient.

Thirdly, the relationship between doctor and patient can be modelled as a contract. Then the focus is on the rights and duties of the patient and the doctor, respectively. The professional ethical code of doctors can be seen as a framework for a formulation of the duties on the part of the doctor. However the duties of the patient remain, so far, tacit.

These models stress different aspects of the relationship between doctor and patient. They rather complete than exclude one another and a good doctor-patient relationship will balance these aspects. The engineering model with its emphasis on scientific and technical competence is essential for good treatment but the hermeneutical approach of the “healing relationship” is needed to allow the doctor to make the right decision and to involve the patient in the treatment. The relation between doctor and
patient is embedded by values of commitment, trust, privacy, confidentiality, and responsibility. A principle of doctor-patient relationship stresses the moral duty of healthcare personnel to live up to these values and to establish a healing relationship. As a consequence, the organisation of healthcare, as well as the technology used in healthcare, should facilitate the realisation of this principle.

**The Principle of Responsibility**

Information and consultation via the Internet is associated with some problems concerning responsibility in healthcare. Hence, I will discuss the impact of these ICT-applications on responsibility in healthcare. The ethical criterion is then a principle of responsibility. But what does responsibility mean and why is it important from an ethical perspective?

We say that some person P is responsible for the outcome O of an action A, when P has intentionally done A in order to achieve O. P who is responsible must be able to answer questions like: Why did you do A? Why did you want O? If O is a bad outcome, as a result of being responsible, this is a reason to blame or punish P and, vice versa, if the outcome is good this is a reason to praise P (Lucas, 1995).

However, in order to hold a person responsible, there are some conditions that have to be fulfilled. If the outcome, due to some factors that P reasonably could not foresee, is different from what P intended, say O1 instead of O, P is not responsible for O1. However, if P acts without bothering to get the necessary information, P is responsible for O1, if O1 could have been foreseen, had she bothered to inform herself sufficiently. Neither is it reasonable to say that P is responsible for O, if O is caused by an action that P was forced to do.

In ethical discourse, responsibility is also seen as a character trait or a virtue. A “responsible person” is a person who takes his or her responsibility serious.

The term “responsibility” is used both in moral and legal senses. The main differences are the criteria for evaluating the outcome and the sanctions following a blameworthy action. In law, a sovereign legislator formally decides the criteria for evaluation and sanctions. In morality, on the other hand, the social ethos provides the criteria for evaluation and sanctions.

There is also a third usage of responsibility, referring to the profession. Professional responsibility is a kind of responsibility that combines traits of legal and of moral responsibility. The criteria for evaluation are basically moral, outlined in professional ethical codes. However, professional responsibility is similar to legal responsibility when the professional organisation has decided on some sanction (e.g., expulsion from the profession) for those who do not comply with the professional moral duties.
Let us now apply the concept of responsibility to medical practice. P, the doctor, recommends or prescribes A, for instance medication or surgery, in order to achieve O (i.e., the restoration of a patient’s health). The doctor is responsible for medical treatment. This means that the doctor with the best intentions, and to the best of his or her knowledge, makes a decision on treatment. If something goes wrong, the doctor will be questioned “Why did you recommend or prescribe A?” Maltreatment will result in some kind of sanctions, for example a warning.

A principle of responsibility in healthcare implies that it is morally desirable that healthcare professionals take responsibility. They have as professionals even a moral obligation to be responsible.

The Principle of Respect for Autonomy

Healthcare is traditionally a paternalistic institution, relying on the assumption that the doctor knows what is best for the patient. However, paternalism is challenged and the principle of patient autonomy has increasingly become important in modern healthcare and it is as we have seen one of Beauchamp et al.’s four bioethical principles. The principle of respect for autonomy implies that anyone who is affected by a decision should be able to influence it and if a decision only concerns one individual, he or she should have the right to decide for him or herself. When applied to healthcare, the principle implies that the patient should be empowered to play a more active role in his or her own care. One way to do this is that the patient has the opportunity to give informed consent to the decisions that concern his or her own treatment.

The realisation of the principle of respect for autonomy, or, of the derived principle of informed consent, depends on at least three conditions. One is that there are alternatives available in the decision-making situation. Only in situations where patients have a choice is it meaningful to speak of patient autonomy. Another condition is that the patient is competent. In order to be able to make an autonomous decision the patient must be competent. Competence implies an ability to understand and process information and to form a decision on the basis of the information. A third condition is that the patient has access to reliable, non-biased and relevant information. (Beauchamp et al., 2001)

Privacy means, for example, control of sensitive information about oneself. Hence, respect for privacy means that the person her or himself should decide who has access to this kind of information. Hence, the principle of autonomy also implies respect for privacy.

To sum up: In the following I will discuss the ethical implications of new ICT-systems in healthcare. As ethical criteria, I will use the principles of doctor-patient relationship, responsibility, and respect for autonomy. Thus, the following questions (seen in Table 1) are raised.
Table 1.

<table>
<thead>
<tr>
<th>Principle of doctor-patient relationship</th>
<th>Does ICT-application x contribute to or prevent a good doctor-patient relationship?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principle of responsibility</td>
<td>Does ICT-application x strengthen or weaken responsibility in healthcare?</td>
</tr>
<tr>
<td>Principle of respect for autonomy</td>
<td>Does ICT-application x strengthen or weaken patient autonomy?</td>
</tr>
</tbody>
</table>

Ethics and New ICT Applications in Healthcare

Ethics and Patient Information Systems

There is an ethical argument for developing systems for patient information. The possibility to make patient information more accessible for doctors and other healthcare professionals and the subsequent speeding up of treatments can be justified by the principle of beneficence. The expected decrease of the number of blood tests and other painful examinations can be justified by the principle of non-maleficence.

However, there are also ethical problems connected to the system. I commented earlier that the system fits well with and even facilitates specialization of healthcare. One can have doubts about whether the development towards specialization is beneficial for the patient. This development can be justified by the effort to provide competent and appropriate medical care. However, there is an obvious risk that the personal aspects of the clinical encounter will get lost, and hence, the system will be an obstacle to the realisation of the principle of doctor-patient relationship. In that case, this is a morally relevant unintended effect of this new technology. However, another alternative scenario is also possible. The system can be used as a means for decentralization. It can provide local clinics with patient information helping the GP to provide treatment of a kind that otherwise would require specialized care. Hence, the system is malleable and whether it will contribute to centralization or decentralization of healthcare is dependent on decisions taken by those involved in its design and introduction.

Of ethical relevance is also the question whether to exclude information about psychiatry and women disease or not. The reason for exclusion is that information from these clinics is considered to be too sensitive regarding privacy. If any care provider can have access to psychiatric information or information about (venereal disease), this will imply a privacy violation. Thus, this kind of information should not be accessible to any user of the system.

There are two possible objections to this exclusion. First, it can further stigmatize these kind of diseases. For example, the view that a psychiatric disease is in some way more problematic or shameful than a physiological is a prejudice. Exclusion of
this kind of information from the system will possibly strengthen these prejudices. The same can be said about the exclusion of women disease. The second objection is that the system will be less reliable if some information is excluded. One can imagine situations of emergency when this information would be needed.

On the other hand, there seems to be good reasons for a policy of exclusion. When considering possible privacy violations, the relevant question is what kind of information is considered privacy sensitive now and by most people, not what information ought to be considered sensitive. Sensitive information is according to Parent, “…facts about a person, which most individuals in a given society at a given time do not want widely known about themselves” (Parent, 1983, p. 216) And, as a matter of fact, in our society, at this given time, information about psychiatric diseases and abortions are of this kind. Furthermore, if this information was included many patients would probably refuse to give their informed consent to participate. On the other hand, this kind of information is also prevalent in primary care and can, thus, anyway be accessible in the patient information system.

This leads us to another ethical question. Through this technology, more healthcare staff will have access to confidential information. Earlier, this kind of information was normally kept between the patient and his or her doctor. Now it is available at clinics all over the region. The wider access to patient information, the greater the risk for privacy violation.

How, then, can privacy violations be avoided? First, the patient has the right to give his or her informed consent to have his or her medical data registered in the system. The patient’s wish to give informed consent is dependent on the security of the system. If this cannot be guaranteed in a reasonable way, the patient will probably refuse to consent. We know from experience that no system is completely secure. There is always a possibility that some hacker will crack a code or that a healthcare professionals will misuse the system. However, these fears should not be overemphasized. There are fewer motives for hackers to crack a code to a healthcare system than to, for example, a military security system. The provision of access can be designed in such a way that any non-authorized person can be traced. Thus, if the protection of privacy is taken seriously when designing the system, we should expect very few cases of privacy violations.

The principle of informed consent implies also the right to give an informed non-consent. But what happens to those patients who refuse to consent to have their medical data registered in the system? In public healthcare, where all citizens have a right to healthcare, this should of course also be provided to those who refuse to consent, in a similar way as those who refuse to take part in medical experiment all the same should get an equal care. However, for obvious reasons non-consent will have some consequences for the patient. In situations of emergency, a refusal to give consent could imply impediment to efficient and fast treatment.
Access to information is one condition for patient autonomy in healthcare. There is so far little empirical evidence of how electronic patient access to the medical records will influence patient autonomy. However, the evidence from other forms of patient access is predominantly positive. Ross et al. refer to several studies reporting that for the majority of patients reading their own medical records educated them about their medical condition. Further, these studies do not confirm that the access generated anxiety or concern among the patients. Especially seems the access of obstetric patients to their records have had a positive effect on their sense of autonomy and self-efficacy (Ross et al., 2003). But, in contrast to the patient portal this access was mediated by a doctor or a nurse, who could explain the content and answer questions.

Through the patient portal, patients will potentially be better informed about their health status. However, more information does not necessarily contribute to patient autonomy. For a patient to be able to handle information and use it in a constructive way, information provided must be comprehended and relevant. No doubt, through access to the medical record the patient will gain access to much information but, one may ask, does he or she have the tools to handle it? If not, the information will not help in empowering the patient, but instead leave the patient confused and insecure. Some studies of non-electronic patient access to medical records confirm that patients commonly have difficulties in understanding parts of their medical records (Ross et al., 2003).

The introduction of patient portals will affect the way medical records are written. As a consequence of the direct patient access the notes in the medical record should be of a “reasonable person standard” (i.e., understandable for an “average” patient) rather than of a “professional practice standard” (i.e., understandable for doctors only) (Beauchamp et al., 2001). However, this may also imply that the doctors write their notes with this restriction in mind and that some important information that requires to be written in a professional and technical language will be left out.

Then, is it a good idea to give the patient full access to his or her medical record? The record might contain information about the patient that is— according to the principle of responsibility—one necessary for the doctor to record, but that can be harmful for the patient to read. For example, a doctor may have to record that a patient is untalented and will not be expected to take his or her medicine as prescribed, or that battering may have caused some wounds on a child’s body etc. The fact that the doctor has to record even unfavourable facts about patients in their best interest can be seen as a kind of weak paternalism. Thus, in this kind of cases, what is in the best interests of the patient may come into conflict with the patient’s right to have full access to his or her own medical record.
Thus, there are two problems with giving the patient direct access to his/her medical record. It may lead to a less precise way of expressing relevant medical information and it may contain for the patient harmful information. A possible solution to these problems is that the information given to the patient is filtered. However, this would be very costly and also very difficult to implement. It would also lay a too heavy burden on the “filterer” who is to decide what information that could pass through and according to what standard of language.

**Ethics and E-Medicine**

E-medicine includes consultation, information, and marketing of drugs via the Internet. How will the relation between doctor and patient, doctor’s responsibility and patient autonomy be affected by Internet consultation? Consultation is made at a distance. Personal encounter and face-to-face relationship between doctor and patient is lacking. Instead, the clinical encounter fits Engelhardt’s description of “Medical care from passing strangers.” (Engelhardt, 1986, p. 261) However, the lack of face-to-face relationship might change when the technical possibilities for a Web-based dialogue and interactive media communication between doctor and patient are developed. In an assessment of how nurses interpreted “telecare,” including videophone communication for the care of frail elderly persons, Sävenstedt writes: “The apprehension was that ICT applications could facilitate genuineness in relations through an increased possibility of having an ongoing dialogue...Superficiality was connected to a general fear that the use of ICT applications would contribute to a caring situation for frail elderly where the closeness and intimacy of face-to-face communication was reduced and replaced by a remote form of communication” (Sävenstedt, 2004, p. 34) As Sävenstedt’s empirical investigation illustrates, videophone communication has a potential even for the care of frail elderly. For young people who are used to electronic communication and who have established relationships on Web-sites etc., Internet mediated medical consultation will probably pose less problems.

What implications will access to medical consultation and information via the Internet have for patient autonomy? Access to medical information via Internet gives the patient access to new sources of information, one requirement for patient autonomy. Access to Internet-consultation gives the patient a choice of a second opinion. Hence, one could argue that the patient is empowered through e-medicine. On the other hand, there are problems related to Internet-consultation. When the patient contacts a doctor via Internet, how can she judge the quality of the doctor? Is it a competent doctor or just a quack?

A similar problem is connected to medical information accessible on the Internet. One can, at present, find a lot of Web sites for any disease and treatments. Many
of these Web sites are trustworthy and contain reliable information but there are exceptions. A study by American gastroenterologists found that one in ten of the health-related sites in the field offered unproven treatments (Barkham, 2000). In another study of 25 health sites, only 45% of the English health sites and 22% of the Spanish were judged to be completely accurate (Brann et al., 2002).

Pharmaceutical companies are responsible for some medical sites. Although they are presumably normally of a high standard, they may be biased for commercial reasons. Thus, the patient will have problems distinguishing between reliable and less reliable sites. As a consequence, a patient looking for information about his or her disease and possible ways of treatment runs the risk of being misinformed (Brann et al., 2002; Silberg, Lundberg, & Musacchio, 1997).

Besides, all the problems connected to the transfer of information from healthcare provider to patient in ordinary healthcare will be present in e-medicine in more aggravated forms: Is the information provided in an understandable language? Is it adjusted to the ability of the patient to process the information? Does the patient really understand the prescription?

Beauchamp et al. distinguish between three standards of disclosure of information—professional standard, the reasonable person standard, and the subjective standard (Beauchamp et al., 2001). Medical Web sites that disclose information for professionals provide new sources of information for doctors, but are of limited value for the ordinary patient. The sites for ordinary patients are usually written according to a reasonable person standard. These sites can provide the patient with valuable information, helpful for anyone who wants to know more about a disease. Finally, the subjective standard takes the informational needs of the specific patient into consideration. This standard requires an interactive site, which provides the patient with opportunities to enter into a dialogue and to question the information presented. Thus, it seems that medical information via the Internet can be a valuable source for patients wanting to learn more about their disease, provided that there are means to discern which sources are reliable. In this way, the Internet will facilitate the fulfilment of the principle of patient autonomy in healthcare.

From the point of view of both moral and legal responsibility there are problems connected to therapy at a distance via the Internet. Firstly, the doctor might base his or her decision on insufficient information. This is obviously the fact if the diagnosis is based solely on the patient’s own story. If the Internet doctor also has access to the patient’s medical records, there is a better basis for diagnosis and therapy. However, the doctor is still lacking information that in ordinary care is received through a personal encounter face to face with a patient, as well as information obtained through a physical examination of the patient’s body. Secondly, while lacking a personal encounter, the Internet-doctor is less confident than a regular GP that the patient will follow the recommendations. The possibility of misunderstanding increases the risk that the patient will take the wrong drug or the wrong
dosage. Taken together, these factors increase the risk of maltreatment. But it is a risk that the Internet-doctor ought to be conscious about and, thus, he/she is morally responsible for the possible maltreatment.

When we ask about the Internet doctor’s legal responsibility in the case of maltreatment we are entering precarious ground. Assuming that the Internet doctor is licensed as a doctor, principles for advisory services should be applied. However, one has to establish in what country the consultation is taking place. Is it in the country of the patient, of the doctor or somewhere between, in cyberspace perhaps? The answer is also decisive for the question, which law that should be applied. According to EU regulations adopted 2001, the law suit should either take place at the court where the harmful event occurred or in the country where the wrongful action was carried out.

Is it possible to apply codes of professional responsibility in the case of maltreatment? If the Internet doctor is a member of the World Medical Association, he or she will be subject to the professional code of the association. This would imply that professional criteria for evaluation and the sanctions for non-compliance would be applied, irrespective of the nationality of the doctor. This is an example of the advantage of an international professional association when dealing with a global technological system.

The possibility to consult doctors on the Internet is of recent date. But, does the Internet-doctor really represent anything new? Have not people always consulted other doctors than their regular ones, for instance a friend or a radio doctor? And what is the difference between using the Internet as a source of information and other media like medical handbooks and encyclopaedias?

There are similarities as well as differences between consulting a friend who is a doctor and consulting an Internet doctor. One similarity is that the patient consults a second doctor and, as a consequence, this doctor becomes involved. A difference is that one important reason to seek help from a friend (i.e., the emotional component of trust) is lacking in the case of the Internet-doctor. And this difference is important. You can count on the friend caring.

There are also similarities between a radio-doctor and a doctor’s question and answers column in a magazine on the one hand and the Internet-doctor on the other. In all these cases a sick or worried person gets advice concerning his or her particular worries. And this advice is given without a doctor patient encounter or a personal emotional involvement. One difference, however, is that while the Internet-doctor engages in a particular consultation, the radio- or magazine-doctor usually does not establish a personal doctor to patient interaction. Instead, he/she answers the particular questions in a general way so that anyone interested can take advantage of the recommendation.

There are some obvious similarities between the Internet as a source of medical information and medical handbooks. Both will provide the reader with informa-
tion about diseases. An advantage with an Internet site is that it can continuously be updated. A possible difference is, as we have noticed, that it is more difficult to control the reliability of the Internet site (i.e., to distinguish a reliable source from a bluff).

Ethics, Technology Assessment, and Introduction of New ICT-Systems

We have noticed that new ICT-systems in healthcare raise important ethical questions. How should these systems be introduced and how can they be part of an ethically based healthcare? By raising these questions I assume that the moral justification of ICT-systems in healthcare is depending on

- How the systems are introduced and who has a say, and, on
- How these systems fit with an ethically based healthcare system.

When the system for patient information was about to be introduced in Swedish healthcare some general practitioners questioned it. The system was then discussed in an ethics committee and the committee formulated some questions about possible risks for privacy violations. As a consequence, a consensus conference with the ethics committee, healthcare professionals and computing personal participating was called together. At this conference, the concerns of the GPs and the committee were discussed and some guidelines for the implementation of the system were formulated.

Is this a way to get acceptance of new technological systems in healthcare? Proponents of what is called “constructive technology assessment” (CTA) or “interactive technology assessment” (iTA) would give an affirmative answer. According to ethicist Schot, social problems surrounding technology must be addressed through a broadening of the design process. This process should then involve more social actors (i.e., stakeholders that are involved and will be affected by the new technology should also exert influence on the designing process). Schot proposes a more ambitious involvement than just one consensus conference. Social actors should according to Schot be involved in the design process as well as in the implementation of a new technology as a regular activity. Technological development is unpredictable and hence, anticipation must be organized as a regular activity (Reuzel, van der Wilt, Ten Have, & de Vries, 2001; Schot, 2001).

When asking for inclusion and participation, proponents of CTA are challenging an essentialist view of technology as well as the idea of autonomous technology.
Accordingly, technology should not be understood as autonomous, impossible to influence, and separated from its social context but instead, as the result of social intentions, design decisions etc and these intentions and decisions are not given beforehand but instead possible to influence. The point of assessing new ICT technologies in healthcare from an ethical point of view is to provide arguments for an ICT development in line with basic values of healthcare.
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Abstract

Our study of the use of clinical decision support systems by general practitioners in New Zealand reveals the pervasive nature of the issue of trust. “Trust” was a term that spontaneously arose in interviews with end users, technical support personnel, and system suppliers. Technical definitions of reliability are discussed in our chapter, but the very human dimension of trust seems at least as significant, and we examine what is bound up in this concept. The various parties adopted different means of handling the trust question, and we explain these. Some paradoxical aspects emerge in the context of modern information systems, both with the question of trust and with the provision of technical or organisational solutions in response.
to the existence of trust. We conclude by considering what lessons may be drawn, both in terms of the nature of trust and what this might mean in the context of information systems.

Introduction

The use of information technology (IT) in healthcare highlights some issues in the social domain surrounding such technology that might otherwise go unremarked. This chapter discusses the nature of trust and the meanings that this concept might have in the context of computer systems. “Trust” in relation to IT is usually taken to convey an aspect of dependability or security (McDermid, 1991), but it might be that “trust” is both a richer and a more useful concept in relation to some computer systems than in the sense of the narrower, more technical definitions such as “dependability” or “reliability” that software and hardware engineering tend to employ. Trust as a human phenomenon in relation to IT is starting to be discussed, and the concept’s use (Raab, 1998) and misuse (de Laat, 2004) have been noted. For the field of computer ethics the term has the advantage that an implicit ethical dimension is captured. We found, when investigating clinical decision support systems (CDSS) in New Zealand, that the term was used unprompted by several different stakeholders when discussing their relationships with other stakeholders and with the technology itself. It seems that trust is an ever-present factor in joint human activity, however technically based that enterprise may initially appear to be. After a brief discussion of the nature of trust we describe the health sector environment in New Zealand, define clinical decision support systems, introduce the case study, go on to a discussion of our findings, and finally present some conclusions about the meaning of trust in the context of IT.

The Nature of Trust

If, as Bottery (2000) says, “Trust is the cement of human relationships” (p. 71), then we may expect it to feature in the worlds of business and technology as much as in individual relationships. Fukuyama (1996) advances an extensive argument relating the flourishing of business and macro-economic success to the societal prevalence of stable, predictable, trustworthy dealings possible between individual and organisational actors. Echoing this, Bottery remarks how the absence of trust tends to result in, amongst other things: “detailed accountability, exhaustive legal agreements, and extensive litigation … it can mean vastly increased transaction costs, which can
have important implications for the efficient use of time and money” (p. 72). O’Neill (2002) takes up these themes of accountability and litigation to develop a broadly Kantian perspective on trust. She argues that, whilst suspicion and mistrust appear to be increasing in the developed world, the world of the “audit society” (Power, 1997), nonetheless “We constantly place trust in others, in members of professions and in institutions” (O’Neill, 2002, p. 11). Often we have no ultimate guarantee, and at some point, we have to trust in a chain of information and the judgement that it informs: “Guarantees are useless unless they lead to a trusted source, and a regress of guarantees is no better for being longer unless it ends in a trusted source” (p. 6). O’Neill goes on to note the paradoxical circumstance that the proliferation of sources in the “information society” not only does not make trust redundant; it makes it if anything more problematical. Who should we trust in this world of instantaneous and burgeoning communication? How can we make informed judgements in a world of “information overload” and, sometimes, deliberate misinformation?

O’Neill (2002) offers that trust is needed “because we have to be able to rely on others acting as they say that they will, and because we need others to accept that we will act as we say we will” (p. 4). Borrowing the concept from monetary instruments such as banknotes or coins, some writers have called this ability to accept something (or someone) at face value as “fiduciary,” and this fiduciary aspect is no less relevant to the duties of the IT professional, as Gotterbarn (1996) has tellingly argued. Noting that as professions gain in maturity so the nature of their ethical codes change, he writes of maturer professions: “The function of the code is not to protect the profession, but to establish the standards of trust required in a fiduciary relationship ... The fiduciary model is an adequate model of professionalism for computer practitioners” (p. 11). Nearly all definitions of trust share the condition that one party (the truster) must willingly place himself or herself in a position of vulnerability to or risk from another party (the trustee) (Gallivan, 2001; Gotterbarn, 1996). Karahannas and Jones (1999) note that trust is “closely related to risk, since without vulnerability… there is no need for trust” (p. 347). This brings us to our case study, wherein many risks and vulnerabilities are possible.

The New Zealand Health Sector

In the period 1991-2006 New Zealand’s health sector has undergone repeated restructuring (Gauld, 2006). The health sector is highly politicised and complex with a history of poorly implemented national ICT systems. In the various restructuring exercises (Gauld, 2006; Wills, 2006) the move, from a public health point of view, has been from a market-oriented approach to a collaborative health service environment upon which managed health IT systems have been a key requirement. This situation of flux, political involvement, and layered complexity has meant that, at the primary
health care provider level, primary practitioner trust in ICT has been compromised. On one hand, primary practitioners know they can benefit in a number of ways from ICT supported decision support systems, and on the other hand, the many structural changes have fostered generalised distrust within the health sector.

It is known also that primary practitioners are late adopters of technology (Gauld, 2006) and that voluntary adoption is required for such systems as clinical decision support. Over the last fifteen years, late adoption, together with a public health sector in a continuous state of flux, technologically, has provided a barrier to trust for primary health care decision support systems.

Over this period funded research in health IT systems has been directed at managed systems for public health, not in private practice clinical support. It is as if the political agendas operating during this period have fuelled themselves on one restructure after another, with the political stakeholders rather than the primary care practitioners driving the funding of research in the health sector in New Zealand.

**Clinical Decision Support Systems**

Within the medical field, there are large amounts of data and information, and the quantities are continuously growing. A general practitioner needs to be kept up to date with this ever-increasing knowledge. Wyatt (1991) estimated that the doubling time of medical knowledge is about 19 years. Using this calculation, during a doctor’s professional lifetime medical knowledge will have increased four-fold.

Computer technology can aid with this abundance of knowledge. Information technology used in the area of clinical medicine is known as clinical information systems. Clinical information systems can be divided into four categories (Simpson & Gordon, 1998). These four categories are based on core activities within health-

<table>
<thead>
<tr>
<th>Category</th>
<th>Core Activities</th>
<th>CIS example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical management</td>
<td>Assessment of patient observation and investigation and decision formulation in</td>
<td>Decision support system to aid in clinicians decision making process of</td>
</tr>
<tr>
<td></td>
<td>terms of patient care and management.</td>
<td>diagnosis.</td>
</tr>
<tr>
<td>Clinical administration</td>
<td>Scheduling, arranging investigations and appointments, clinical correspondence.</td>
<td>Patient management system for creating appointments and billing.</td>
</tr>
<tr>
<td>Clinical services</td>
<td>Support services such as laboratory results, imaging facilities, ward, and theatre</td>
<td></td>
</tr>
<tr>
<td></td>
<td>management.</td>
<td></td>
</tr>
<tr>
<td>General management</td>
<td>Financial, HR.</td>
<td>Management Information system for payroll, HR.</td>
</tr>
</tbody>
</table>

*Table 1. Categories and core activities of clinical information systems*
care: (1) clinical management; (2) clinical administration; (3) clinical services; and (4) general management. Each category has several activities; each of which can be assisted with an information system. Table 1 shows the list of activities for each category and an example of an associated clinical information system (CIS).

The clinical management category is centred around the management of the patient. Clinical information systems in this area often focus on aiding the clinician with the decision making process, hence the use of clinical decision support systems (CDSS).

The main essence of a clinical decision support system is that it should provide the clinician with knowledge, which is patient related and relevant to the current dilemma (Farman, Honeyman, & Kinirons, 2003). Clinical decision support systems are used for a number of purposes. Nevertheless, their use is based on their ability to enhance/improve decisions (Delaney, Fitzmaurice, Riaz, & Hobbs, 1999; Shortliffe, Perreault, Fagan, & Wiederhold, 1990). The role of a CDSS is to improve the clinician’s decision without replacing human judgement (Bemmel, 1997).

Clinical decision support systems use artificial intelligence techniques for analysing knowledge and solving problems with that knowledge (Thornett, 2001). They can range from simple systems based on a simple algorithm or complex systems, which draw upon patient data and a database of clinical knowledge and guidelines (Wyatt & Spiegelhalter, 1990). Most clinical decision support systems have been developed for specific medical domains such as diabetes or cardiovascular medicine (Ridderichoff & van Herk, 1997). These medical domains have specific expert knowledge, captured by numerous organisations and codified into knowledge bases. These knowledge bases are the basis of clinical decision support systems and consist of structured and unstructured medical knowledge (Akinyokun & Adeniji, 1991). Typically in a GP’s surgery a CDSS might be used to check the amount of paediatric dose (as opposed to adult dose) when making a prescription, or to check on harmful interactions between two or more prescriptions.

The Case Study

This research is a small-scale case study, which examined four groups of people in the healthcare area. In New Zealand the majority of GPs are organised into groups called Independent Practitioner Associations (IPAs). IPAs are now part of “Primary Health Organisations,” which provide the first line of health care to a particular geographical area. In addition, IPAs also provide a range of support services including information technology support—and therefore CDSS operation—for their GP members.
The groups were interviewed in depth regarding the use, development, and implementation of a CDSS. The following were the participants of the study:

- Three doctors who would use decision support systems in their work;
- Two practice managers (IPAs);
- One knowledge company who wrote their own software;
- One knowledge company whose data was incorporated into an IS by other organizations (software developers).

It has often been argued that small-scale studies are unlikely to provide general conclusions from a small sample (Bell, 1987; Tellis, 1997). However, it has also been strongly argued (Bassey, 1981; Hamel et al., 1993; Yin, 2003) that the merit of a case study, whatever the size, is the extent to which details are adequate and suitable for someone in a similar situation. Bassey (1981) also states “the relatability of a case is more important than its generalisability” (p. 85). Many related cases in different reports by various researchers can later be used to form an overall idea about a situation (Bassey, 1999). Thus, small cases still have a significant role to play in research.

The interviews were approximately an hour long and were based on open-ended questions. The interviews were not tape-recorded. The original intention of the discussions was to find partners, GPs, IPAs, knowledge companies, and software developers for an in-depth study into the design and use of CDSS in practice. During the interviews, the four parties all indirectly raised the notion of trust with regard to the use and development of clinical decision support systems. The questions in Table 2 were some of those which related to the issue of trust and DSS infrastructure.

The theme of trust arose at different system levels within the investigation and at both sides of the CDSS in question, from the user wanting to place trust in the decisions provided by the system to the database owners wanting enquiries based on their data to be trustworthy.

Trust in a CDSS at the highest level could be the medical practitioner’s trust in the CDSS and in turn the patient’s trust of the practitioner and CDSS working together successfully. From an information systems perspective, however, it is clear that there are a number of other systems involved, each of which has to work effectively and be trusted by other parties for this top level of trust to be on a sure footing. In particular, consider a CDSS where the data is maintained by one company (often a publishing company) and is presented through application software developed by another, yet all of the associated hardware and software are managed by general practitioner clinics themselves. This is the usual case in New Zealand.
<table>
<thead>
<tr>
<th>Doctors</th>
<th>Knowledge companies</th>
<th>Knowledge companies (who develop their own software)</th>
<th>Practice managers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are there any knowledge companies, which you have issues with?</td>
<td>How long have you been in the industry?</td>
<td>How long have you been in the industry?</td>
<td>How many GPs are in your IPA?</td>
</tr>
<tr>
<td>What are these issues?</td>
<td>What made you go electronic?</td>
<td>Was your company always into software development?</td>
<td>What degree of authority do the GPs have?</td>
</tr>
<tr>
<td>Are there any software developers, which you have issues with?</td>
<td>How do you ensure that your publishing is accurate?</td>
<td>What made you decide to develop your own software?</td>
<td>What role does the IPA have towards the GPs?</td>
</tr>
<tr>
<td>What are these issues?</td>
<td>How do you choose software developers to develop your publishing?</td>
<td>What benefits and limitations do you think developing your own software has?</td>
<td>In terms of IT, what role does the IPA have?</td>
</tr>
<tr>
<td></td>
<td>Are there concerns with the software development process?</td>
<td></td>
<td>Who decides which software is to be installed, do the doctors have a say?</td>
</tr>
<tr>
<td></td>
<td>How do you identify errors in the software development process?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>How do you ensure that minimal errors occur in the software development process?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>How do you ensure doctors use the correct version of your publications?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Naturally there are other systems involved, such as the distribution of data updates from the original publishers through to the GP’s desktop. Thus a chain or network of trust exists. This concept of needing a network of trust has been recognised in the literature (see Muir (1994), for example).

**Trust and Computer Systems: The Technical View**

Computer users are more complacent when a system is thought to perform correctly, and if an error occurs, the user’s trust in the system will decrease (Muir, 1994). Vries, Midden, and Bouwhuis (2003) found that users who experienced low error rates in a computerised system used the system more than did users who experienced a high error rate. A similar effect was found from a manual system: people displayed a tendency to abstain from use of a manual system with high error rates. However, Vries et al. (2003) found that with the computerised system, the error rates were lower than with the manual system, suggesting that users are more critical of errors occurring with computerised systems and that errors greatly impact the users’ trust of the IS.

Several factors underlying trust in automation have been identified, including predictability, reliability, and dependability. Rempel, Holmes, and Zanna (1985) concluded that trust would progress in three stages over time, from predictability to dependability to faith. Muir and Moray (1996) extended these factors and developed a trust model that contains six components: predictability, dependability, faith, competence, responsibility, and reliability. Muir (1987) states that trust is a critical factor in the design of computer systems as trust can impact the use or non-use of computers, and later findings by Vries et al. (2003) confirm this tendency.

Yet it is interesting to note here that trust essentially depends upon the human perceptions of the computer system. Alongside the technical dimension of a computer system and intermingling with it lies the very human question of trust. Whilst the studies above discuss the issue of trust in direct usage of a decision support system, there is a lack of research into trust and the various sub-systems or components that provide the infrastructure of a decision support system used in practice. Each of these components can have an impact on the development, support, and use of the decision support system, and from our research we have seen a number of examples where trust has been a significant factor in the relationship between the various parties involved with different aspects of CDSS infrastructure.

**Trust and the Chain of Support**

Take the situation, previously outlined, for the infrastructure of a CDDS used in practice. The development of a clinical decision support system involves a number
of components. The data used in the clinical decision support system is often created by a knowledge company, the data produced depending on the expertise of the company. This data is then used by the software developer to create a system; in some cases the developer is part of the knowledge company. Once the system is created it is checked by the knowledge company, and then distributed either directly to an independent GP or to a group of GPs through an IPA. It can be seen that there are a number of situations where trust needs to exist between the providers of the components. These are discussed next.

**Chain of Support: Knowledge Company and the Software Developer**

In order for the developer to use the data to create the system, the knowledge company needs to give the developer the right (often in the form of a license) to use the data, which in its simplest form are tables. It is important for the knowledge company that the developer creates the system correctly, as an error in the development often results in the user not trusting the system as a whole, including the database. With one knowledge company with which we spoke, they were concerned that the representation of their data was not as they expected once the system was developed. This led them initially to employ someone as a systems integrator to ensure that software developers were fully aware of how the data should be handled. Some of the initial problems reported were simple errors in queries, such as only reporting the first match of a drug interaction, rather than showing the full list of interactions held in the data. The second phase of the knowledge company wishing to keep responsibility for its own data has resulted in them changing the format of the data in order to achieve the representation they want. It was reported to us that the software developers also appreciated this situation as they were reluctant to take the responsibility for someone else’s data (knowledge base).

In another instance, a knowledge company did not trust any software developer to develop a system with their data, which resulted in them developing their own systems. The main concern with this knowledge company is that other software developers may not produce the end result they are wanting and that it is easier to rely on your own company to get things right. Thus, the issue of trust has caused the knowledge company to act in different ways and take certain actions to ensure that the reliability of their data is maintained.

**Chain of Support: Knowledge Company and the GP**

With the data produced by the knowledge company, there are always additions or changes that need to be distributed to the end user in order for an accurate and up-
to-date decision to be made. It is a concern for the knowledge company that GPs may not regularly install their data upgrades. Although this is a major concern for the knowledge company they are unable to enforce any measure to ensure regular updates. The knowledge company do, however, include a statement that they do not guarantee the data if it is not updated.

The same issue applies between the software developer and the GP. Again, the development of the CDSS software will often require updates and upgrades. Like the knowledge company, the concern for the software developer is that the end user will not install the updates.

There is currently no method or measure to ensure the installation of upgrades, either from the data or the system. Thus both the software developer and the knowledge company must place a degree of trust on the end user, as this aspect is out of their control. It is often the IPAs, acting as a kind of intermediary, that take on the role of ensuring that the systems actually in use are the latest versions of software and data. Here the IPAs are providing responsibility on behalf of the other sub-systems in this DSS infrastructure, and as such can be seen as key players in having the systems used in practice be seen as trustworthy by GPs and patients.

**Chain of Support: IPA and Software Developer**

The IPA often has the responsibility to choose a preferred software development company. When choosing a preferred company a number of factors are important, and reliability is one of them. This is often expressed in terms of it being essential for the IPA to choose a company that they can trust. Providing updates and upgrades to the system is also important for the IPA. However, the IPA is not concerned that the software developer will not provide timely updates, since it is in the software developer’s best interest to provide the updates. On the other hand, the IPA is often concerned that the GPs would not install their updates in a timely manner. However, because the IPA is in a situation of some authority, they often resort to insisting that the updates are installed.

**Responses to the Lack of Trust**

It can be seen that there are a number of situations where trust needs to exist between the providers of the components. In this section, we identify the types of strategies adopted to deal with the problems of a lack of trust in certain areas. This classification gives us the headings of: creating a new role or job; providing a technical solution; providing an organizational solution; relying on contractual responsibility; and using an agent to manage issues of trust.
Response 1: Creating a New Role or Job

This was the solution adopted by one knowledge company we spoke to who were concerned that the representation of their data was not as expected once the CDSS was developed. The knowledge company created the role of “systems integrator” to ensure that software developers using their data were fully aware of how the data should be correctly handled. This reduced the possibility of errors in the software’s logic giving the appearance of a problem with the quality of information.

Response 2: Providing a Technical Solution

This was an additional strategy used in the above scenario. Here some of the query logic was brought back into the knowledge base, thus reducing the responsibility of the software developers when presenting queries in the CDSS. In this situation, we were informed that it was appreciated by the software developers who were uneasy at taking responsibility for information quality in this substantial database, the content of which was out of their domain of expertise. Both of these measures have lead to the knowledge company widening its base of technical skills, which is similar to the next strategy observed.

Response 3: Providing an Organizational Solution

Another knowledge company we talked to felt they could not trust any software developer to develop a CDSS with their data, so they developed their own software.

Response 4: Relying on Contractual Responsibility

In our area of study, healthcare CDSS, a significant aspect is the currency or up-to-date-ness of the data. There are significant trust issues around whether GPs are using and or getting the latest data upgrades. So another element in this complex modern IS is the distribution system for regular data upgrades. The knowledge companies employ the strategy of declining responsibility if the latest data and system upgrades are not used by the end-user, the GP in this case. This of course is quite a negative strategy and places a difficult burden in terms of expertise on the GP. A more positive and possibly more successful strategy is illustrated by our final heading.
Response 5: Using an Agent to Manage Issues of Trust

In our research, the IPA who acted as practice managers for the IT infrastructure of their GPs took on this role of managing issues of trust.

It is often the IPAs who act as a kind of intermediary, and take on the role of ensuring that the systems actually in use are the latest versions of software and data. Here the IPAs are providing responsibility on behalf of the other sub-systems in this CDSS infrastructure and as such can be seen as key players in having the systems used in practice be seen as trustworthy by GPs and patients.

The IPA often has the responsibility to choose a preferred software development company. When choosing a preferred company a number of factors are important, and reliability is one of them. This is often expressed in terms of it being essential for the IPA to choose a company that they can trust. Providing updates and upgrades to the system is also important for the IPA. However, the IPA is not concerned that the software developer will not provide timely updates, since it is in the software developer’s best interest to provide the updates. On the other hand, the IPA is often concerned that the GPs will not install their updates in a timely manner. However, because the IPA is in a situation of some authority, it often resorts to insisting that the updates be installed.

Discussion

The factors involved in the trust models mentioned earlier include predictability, dependability, faith, competence, responsibility, and reliability. In our findings, we have come across issues that relate to some of these factors. We found evidence of faulty logic, concern over timeliness, and uncertainty.

The trust between the knowledge company and the software developer has several underlying factors, namely competence, responsibility, and reliability. In order for the knowledge company to proceed with the software developer, they must believe that the software developer has some degree of competence, i.e. that they have the expertise to produce such a system.

Due to the fact that one knowledge company had issues with trust factors, it was unable to trust any other software developer to develop their systems, and thus it decided to begin software development within its own company. The factors that were involved in the decision were those of reliability and competence. This knowledge company was convinced, perhaps from previous experiences, that having control over software development provided it with greater reliability and competence.
In another situation, a knowledge company had issues with dependability and competence of the software developers. However, instead of doing the development themselves, other action was taken. Due to experiences with errors in the display of the data, the knowledge company decided that the software developers were not competent to display the data as was required, causing the knowledge company not to depend on this being fixed in the future. Their course of action was to change the format of the data so as not to give the software developers a chance to err in the future.

The current situation is that the knowledge companies and software developers are able to predict that the GP will install the updates, but as yet there is no mechanism where the trust reaches the level of faith. It is evident, therefore, that the IPA have a continuing role to play to allow the knowledge company and the software developer to trust that their updates will get through to the end user.

With the IPA, there is little concern from their point of view that the knowledge company and the software developer are not reliable in terms of providing the updates, since there is a direct benefit to them in providing timely updates.

In some of the interactions outlined above, the knowledge company and the software developers have little option but to trust the other parties. However, where they can take control and responsibility for themselves, it is clear they are keen to do so.

**Trust and “Technical” Responses**

O’Neill (2002) presents a strong argument that, where “technical” measures are taken due to a reluctance to place trust, our underlying ethical values should not be forgotten. Such technical responses often include, along with the strategies that we found and summarised in the previous section: service level agreements, audits, quality indicator metrics, benchmarks and so forth. These may all play a helpful role where there is a lack of trust. There is considerable evidence that, within a quality-promoting framework such as a quality management system, such accountability measures as a minimum set a “floor” under quality of service, and if used judiciously are helpful in improving the quality of software based systems (Bissett & Siddiqi, 1995, 1996). They may also, as O’Neill argues, produce further malign effects such as increasing suspicion, and can often introduce “perverse incentives” (O’Neill, 2002, p. viii). An egregious example of the latter appeared in GPs’ surgeries in the UK during the summer of 2005. In response to a government target that patients should wait no longer than three days for an appointment with their GP, around a third of GP surgeries refused to make appointments more than three days in advance, an absurd and self-defeating scenario that provoked considerable derision. A reliance on accountability mechanisms on their own is not enough.

This touches upon a debate that has become especially sharp in the public sectors such as healthcare (Exworthy & Halford, 1999). O’Neill argues that professionals
should not lose sight of their fundamental values in their efforts to comply with audit systems. We are reminded once again of Gotterbarn’s (1996) advocacy of a “new professionalism” for those working in ICT.

Three paradoxical aspects of trust in the “information society” have emerged here. Firstly, as noted in our discussion of the nature of trust, the “information society” of the twenty-first century has by no means eliminated the issue of trust, and secondly, the proliferation of information has made placing trust, if anything, more problematic. The third paradox is that technical measures to address a lack of trust implicitly put trust back on the agenda; without strong guiding ethical values, such measures alone cannot guarantee the successful employment of information systems.

The guarantee that we would really like is that wise, experienced, knowledgeable professionals will conscientiously perform their duties.

Conclusion

The study of CDSS used by GPs in New Zealand shows that the question of trust is never far from the supply, operation, and maintenance of such systems. Responses to a lack of trust were various in nature; adaptive “technical,” organisational, or procedural measures were found. Typically these were creating a new role or job; providing a technical solution; providing an organizational solution; relying on contractual responsibility; and using an agent to manage issues of trust. Such strategies can be valuable in the situation studied, where successful use of a CDSS has an immediate impact upon human health. But ultimately the trust issue is difficult to escape; one would expect this human and ethical question to be pre-eminent in other situations where complex information systems have a key role.
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Values of an Electronic Social Record

Karin Hedström, Örebro University, Sweden

Abstract

This chapter analyses the effects of introducing ICT as a support for the social record in elderly care. The effects of the electronic social record are assessed by analysing the different values the electronic social record supports. These values are discussed in terms of “value areas” (values related to administration, integration, professional, and care), which is a categorization of anticipated and experienced effects of using ICT in elderly care. This is a case study where the analysis is a comparison of the social record before and after the introduction of ICT as a support for using the social record. Furthermore, the study also assesses how valuable it is to use “value areas” as an analytical tool when evaluating the effects of ICT.
Introduction

Development of ICT (information and communication technology) systems is a process of making social and technological design choices, with the purpose of serving human interest (Hedström, 2007). This means that development of ICT systems naturally involves moral value judgments (Klein & Hirschheim, 1996, 2001), and neither technology such as ICT systems nor the development process can be seen as value neutral (Klein & Hirschheim, 2001; Mumford, 1981; Winner, 1999). It is therefore important to be aware of the socio-political implications, as well as content, of ICT systems. One example of an ICT system, which in a high degree influences the social, is the electronic record. An electronic record is a medical or social record delivered and used through an ICT-system. ICT systems, such as the electronic record, can be more or less intentionally introduced as a way to change a work practice (see also discussion in Iacono & Kling, 1996). Design and use of records influences how the care is carried out. Introducing new technology, such as ICT systems changes work—and communication routines. These changes may be expected, but often are the effects of ICT difficult to anticipate, with sometimes positive and sometimes negative effects as a consequence.

This chapter analyses the use of a new electronic social record used by nursing assistants and section managers in elderly care, by comparing the use of the social record before and after the introduction of an ICT-supported social record. This article analyses, and discusses, the values of a new electronic social record introduced within elderly care. The social record analysed in this study is one module within a larger application, named SAVA, used for information sharing within elderly care (described in more detail below). The purpose of the social record is to provide documentation of elderly care. Another objective of this chapter is to test the concept of “value areas” (Hedström, 2007) as analytical framework for evaluating the electronic social record. The value of ICT in elderly care can be illustrated by different “value areas,” which demonstrates the values that have guided the development process as well as users’ experiences of utilizing the ICT system. A value area is classified from the organizational actors’ anticipated and experienced effects of introducing and using ICT. These value areas are common values related to the introduction and use of ICT within elderly care (Hedström, 2007) (more discussion on the choice and use of the analytical tool can be found in the section below), such as administration values, integration values, care values, and professional values.

The chapter is organized as follows: section two examines the nature of care work, and section three considers the values of ICT in elderly care. The fourth section describes the case study, followed by the research method in section five. The following and sixth section compares the use of the social record before and after the introduction of SAVA, and section seven analyzes the value of using the electronic social record. The last section in the chapter gives a short conclusion and summarizes the results.
The Social Record

A medical health record supports the interplay and coordination between different actors (Berg & Bowker, 1997), and is therefore important for the production of care services. The record is important for information transfer between care professionals working at a care unit and produces a patient with a history as the record gives a public account of what has happened (Berg & Bowker 1997). Recording is necessary for assuring that the care services are safe and adequate, and as a communication tool for sharing information and experiences about the daily lives and events, as well as actions, related the elderly. The record is dynamic and evolutionary, and can be seen as the hub connecting different care professionals with the elderly, their lives, and needs.

The social record, related to a specific individual, contains the information nursing assistants and section managers decide is important to share with others working with the elderly (an elderly is generally a person of 80 or older, who is entitled to home-care by the municipality). The social record typically contains information on important events and activities related to the production of elderly care, as well as information about the well-being and daily life of the elderly (family, social context, etc.).

The Nature of Elderly Care

Elderly care in Sweden a civil right, and the goal of elderly care in Sweden is to give the elderly the possibility to live such a normal and self-sustaining life as possible. Care services are related to the physical, psychological, and social needs of the elderly. These can be services such as providing food, help with personal hygiene, help to get dressed, medical help, or help to provide a social life. One important goal is to provide support for the elderly so he or she can live in their own home as long as possible This goal is stipulated in the Social Services Act:

_The Social Service should, through home-help, out patient care, or other similar social services make it easier for the individual to live at home and be in contact with others._

This means that elderly care services to a large part are provided within someone’s private home. Elderly care is therefore something very private, both in terms of types of services provided, and the location of the services carried out.
Conflicting Demands

An important aspect of elderly care work, which influences development and use of ICT, is the complex organization for delivering care services. Elderly care involves many different collaborating and communicating actions and actors, with civil servants, nursing staff, politicians, elderly, and their families as important actors. This complex structure leads to a varied and diverse work practice with many concurrent actors, norms, and actions.

The employees have to address demands not only from the elderly and their families, but have to be loyal to decisions made by politicians and civil servants on different levels in the organization (Silfverberg, 1999). Written documentation is very important due to the communicative and knowledge intense nature of elderly care. A working oral and written information transfer is fundamental for delivering safe and high quality care. Without sufficient information and correct information there is a risk for errors being made, which can, within elderly care, not only lead to inefficiency and irritation, but also become dangerous or even lethal. Development and implementation of ICT systems has to see to the care work’s need for communication and knowledge.

In Between the Public and the Private

Working in elderly care means being on the boarder line between the public and the private. The act of caring is fulfilled and created in the meeting between the care giving person and the elderly. To be able to balance the role as a government representative and a caring fellow human being is the big challenge of care work, with sometimes conflicting demands from the dual and concurrent roles. This dilemma is apparent in the care giving actions, when the care giver has to balance the demands from the organization with the elderly’s individual needs (Silfverberg, 1999). The employee has to take individual initiatives, and at the same time meet the demands from the organization.

Elderly care work embraces many different dimensions, raising conflicting demands the care givers need to address. It is physical and emotional work, where the action includes moral and ethical judgments. The care giving actions are often concrete and operative. The situations are constantly changing and the precise content in, and experience of, the meeting with the elderly can not be exactly decided beforehand. The care giver exists between the planned and real life, which often means compromising between the planned, and the actual situation at hand. ICT systems within elderly care have to support these varied, and sometimes, conflicting, dimensions of care work.
From Care to Administration

The work of the nursing assistant has changed from being mainly focused on care and the daily lives of the elderly, to include more nurse related work tasks. Concurrent with this is a change with more administrative and managerial work tasks. Politicians and civil servants believe that improved documentation and documentation routines will make elderly care more efficient and improve the quality of information, at the same time, as the work carried out within elderly care will become more visible, and therefore possible to evaluate, manage, and legitimize. These professional shifts coincide, and are made possible, with the use of ICT as a tool for planning, documenting, and evaluating the work in elderly care.

ICT systems within elderly care are often seen, and used as, organizational memories, which holds information that is always available, as well as time-and-space resistant. The information can be reached independent of the user’s location, or when the information is needed. Related to this is another purpose for using ICT systems in elderly care, which is to make information less private, and hence less vulnerable. This means that the nursing assistant becomes less personally involved which sees as important for developing a professional relation to the elderly, and minimizes the dependency on certain individuals.

The Value of ICT in Elderly Care

Care rationality and care related values are, according to many care researchers, based in praxis and experience (Eliasson, 1992; Sørensen, 1991), meaning that care rationality often is seen as colliding with the administrative and economic rationality commonly symbolized by ICT systems (Beck, 1997; Berg 1999).

Underlying this view on ICT systems care work is a view on the work practice of elderly care and care rationality as non-administrative. But delivering safe and advanced elderly care requires accurate, adequate, and sufficient information as well as safe work routines, which can be supported by well functioning ICT systems developed with attention to the nature of elderly care.

ICT systems embody the interests and values of the people taking part in the development process. Values have a role in the evaluation of ICT systems, as the evaluation of the effects of ICT systems is influenced by the evaluator’s own interests and values (for a discussion on the politics of evaluation (see e.g., Wilson & Howcraft, 2000). Values guide the development process towards the anticipated effects (Mumford, 1981), and determine how we value the effects that we experience when we use the implemented ICT system.
Values can be defined as an individual’s principles that decide what to prioritize and which actions to take (Kluckhohn, 1951; Rescher, 1969). ICT systems are developed through peoples’ actions where every alternative reflects a specific standpoint. The values we hold guide our attention, decide our actions, and influence how we value what we experience. Values are, consequently, related to the driving forces of ICT (c.f. Klein and Hirschheim, 2001), as well as to its effects (c.f. Wilson & Howcraft, 2000). Anticipated and experienced effects can thus be seen as illustrations of values. Anticipated effects are possible to identify through the effects that different actors hope that the future ICT system will contribute with. The anticipated effects include the intended and designed future effects as well as anticipated effects not explicitly included in the design. This can be compared with design ideals, which can be described as the underlying rationality that legitimate and support design decisions (Klein & Hirschheim, 2001). Our values influence which effects we perceive and wish to support. Values are, therefore, also identified through an individual’s experience of the effects developing, implementing, and using ICT systems has had on their work practice.

Four Value Areas of ICT

The values of an electronic social record within elderly care, is in this case investigated using the concept of “value areas.” This is a categorization of various actors’ anticipated and experienced effects of developing, implementing, and using ICT for administrative and communicative purposes in elderly care (Hedström, 2007).

The value areas consist of administration values, integration values, care values, and professional values (see Figure 1). Administration values are related to effects on the administration and management of elderly care. Here, I include effects related to increased efficiency, cost reduction, administrative support, quality assurance, and information security. Integration values focus on the use of ICT as a means for cooperation, mutual perspectives, and work routines, as well as increased understanding of other professional groups. Care values are related to the content of elderly care. An ICT system for care values is a support to increase the quality of care, and a support in the meeting between the elderly and the care professionals. Care values include effects relating to correct care, continuous care, and safe care, as well as increased time with the elderly and legal rights for the elderly. Professional values depict in what ways ICT systems can be used to strengthen the professional work in elderly care. These include ICT as a tool for modernization and increased status, knowledge development and support for national, organizational, and local norms, as well as developing the role of nursing assistants and giving care work higher visibility.
SAVA was developed as a communication tool with the purpose of supporting individualization and quality assurance in elderly care, as put forward in the Social Services Act and by the National Board of Health and Welfare. The objectives with SAVA was to develop an ICT system that could ensure that the elderly would attain the contracted and necessary care services for securing a good everyday life, and that the care service were carried out in a safe and secure manner with the possibility for evaluation. One major goal was to improve knowledge transfer between care employees as one way of ensuring safe and adequate care. Another aim with developing SAVA was to make routines possible to observe and therefore improve, while taking different actors’ values and norms into consideration. SAVA was developed as an action research project (Kemmis & McTaggert, 2000; Mumford, 2001), in collaboration with researchers and care professionals (nursing assistants and section managers) at one rural care unit located at different places in Linköping municipality. The care unit serves approximate 350-400 clients, and employs approximate 120 nursing assistants, section managers, and administrative staff.
Description of SAVA

SAVA supports communication between care professionals about the elderly, their needs, circumstances, as well as events and actions related to the life of the elderly and the work practice of caring. It means that SAVA supports the planning, carrying out, and following up of the nursing assistants’ work with the elderly (Cronholm & Goldkuhl, 2006). SAVA includes modules such as case management and planning, following up, records, archive, and administration (see Figure 2). The development of SAVA started in 1999, and the system was introduced in 2002, and is now used daily as part of the working routines by nursing assistants, administrative staff, and section managers.

The Electronic Social Record

The electronic social record in SAVA is extensively used by the nursing assistants and their managers. I will briefly describe one electronic document that is central in the record module. This is the document “searching for events” (see Figure 3),

Figure 2. First page of SAVA
which shows that an event has been registered (i.e., events related to the elderly could be medical or social events) and considered important enough to communicate and save) registered by nursing assistants or their managers. Events related to the elderly are registered together with actions taken, time, and registering user (see Figure 3).

It is possible to search for events and related actions on three different levels: general for the whole unit (district), organization within the district (organization), and a specific individual (client) belonging to an organization within a district (see Figure 3). It is also possible to search for events using dates and time as denominators (see Figure 3).

If a user wants to have more detailed information about the event, including information about actions taken, the user has to open another document (“show record sheet”). It is not possible to change an entry after it has been saved. If the user notices an error after saving, it is necessary to make another entry.

The first thing the nursing assistants do when they come in to work is to log on to SAVA and check the record to see if anything had happened since the last time they worked. As a nursing assistant said concerning the use of SAVA:
We use SAVA for records when we register a new client and when we search for family members. We use it several times every day. It is the first thing we do in the morning. To know what has happened since last time we worked. It is our report, naturally we check it.

**Development of SAVA**

SAVA was developed as part of an action research project where research questions and the needs of the practice were mutually developed (Mumford, 2001). The system was developed as a result of a collaboration between section managers, nursing assistants, and researchers at one elderly care unit. The nursing assistants and section managers and their questions and requirements were the main basis for development, whereas the researchers contributed with critical questions about the work practice and ideas on how ICT could be used in order to improve the work in elderly care.

SAVA was developed using four design principles. The first design principle is the principle of dialogue, the second design principle is the principle of using existing documents as a basis for analysis and reconstruction, the third design principle is the principle of shifting between the abstract and the concrete, and fourth and last design principle is the principle of development based on comparison and learning.

The principle of dialogue means having an open dialogue paired with critical questions and discussions, and has been central for understanding, analysing, and developing the practice of elderly care. This way of working was a fundament when we started to design SAVA. Ideas as well as more or less evolved prototypes were tried, discussed, analysed, and evaluated from its use in and effects on the work practice. The second principle focuses the use of existing documents as a basis for analysis and reconstructions, as the information they include communicate something of importance. Elderly care has a rich amount of local documents as well as documents used in the entire organization. These are used for communication and information transfer between different organizational actors. Using documents was also a way to meet and make dialogue and discussion possible. Actors knowing very little about elderly care can ask relevant questions based on the documents, at the same time as novice users find it easier to criticize and comment on suggested design solutions when using documents as a basis for discussion (Cronholm & Goldkuhl, 2006). One important document for study has been, of course, the social record. In order to penetrate the needs a future electronic version of the social record should meet we used the hand-written social record currently in use (see Table 1) as a starting point for discussion. We asked question such as (Cronholm & Goldkuhl, 2006):
Values of an Electronic Social Record

- What is the social record used for?
- Who uses the social record?
- When is the social record used?
- Is any information missing?
- What information is necessary?
- How is the social record used?
- What does the information in the current social record mean and stand for?
- Who uses this information?
- Who sees the information as necessary?
- Is there any information missing?

The knowledge developed from penetrating the social record was then used as a basis for designing, jointly by researchers, nursing assistants, and care managers, a new electronic version of the social record.

Closely related to the principle of using existing documents, is the third principle, which means shifting between the abstract and the concrete. Design suggestions and questions about the work practice were based on earlier theoretical work (see e.g., Goldkuhl & Ågerfalk, 2002), and discussed on a more abstract level. But at the same time made the practical nature of care work, together with the care professionals’ very limited experience of using and developing ICT systems, it necessary to work with concrete design suggestions. Using the concrete, in forms of documents or design suggestions as a basis, it was possible to analyze and discuss the work practice and ICT’s role in elderly care. The fourth and last principle, development based on comparison and learning, included using other similar work practices as a basis for developing SAVA and the social record further. We started to develop SAVA for one specific work group, but spread its use, as well as evaluated the use and adapted SAVA, to other work groups in the same elderly care unit.

Table 1. The hand-written social record (one patient’s) (the record notes are not related to a real person) as it was used at the case site

<table>
<thead>
<tr>
<th>Date</th>
<th>Action/problem/observation (notes in the journal has to been signed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>020206</td>
<td>Anna’s leg was hurting today. I gave her two Panodil (painkillers) / Astrid</td>
</tr>
<tr>
<td>020306</td>
<td>Anna has been to the hospital today with a meeting with the doctor about her leg. If it doesn’t improve, we shall call again / Emma</td>
</tr>
<tr>
<td>020406</td>
<td>Anna fell today in the morning / Annika</td>
</tr>
</tbody>
</table>
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Research Approach and Methodology

This is a case study (Yin, 1994), with a focus on the values of using an electronic social record. SAVA was selected as an example of an electronic social record as it provides interesting comparison between the use of the social record before and after the introduction of an ICT system. Another objective with this study is to validate whether the concept, and content of, “value areas,” is valuable for analysing the use of ICT systems within an organization. As this test is an important objective of the study it was important that the case study and the analytical framework matched (i.e., I wanted the case (the social electronic record in SAVA) to correspond to the types of systems used for developing the analytical framework) (for a description of the cases see Hedström, 2007). This match ensures the validity of the analytical model.

The use of SAVA as a social record, and its effects, has been studied through a combination of interviews and document studies (e.g., data triangulation) (Patton, 1990). I have conducted interviews with managers and nursing assistants using SAVA. The interviews for evaluating the use of SAVA were carried out during 2003 and 2005. The first set of interviews were carried out in relation to the implementation of SAVA, while the second set of interviews were carried out when SAVA had been in use for two years. The interviews lasted approximately one hour and were semi-structured. The questions asked were related to how, when, and by whom SAVA was used as a support for information transfer in the work practice. I also asked questions more specifically related to the use of SAVA as a recording system, and whether and how the introduction of an electronic social record had changed the work practice.

Another very important source of data for understanding how the practice of using a social record has changed has been the content of the social record. By having access to entries from the social record, before and after the introduction of ICT, I could compare the effects of introducing an electronic social record. The interviews were complemented with empirical data in the form of transcripts from the social records used in the elderly care unit before and after the introduction of SAVA. The content of the hand-written social record was compared with the electronic version of the social record implemented in SAVA. The comparison focused on how the record keeping was conducted, who was responsible for making notes, what type of information that was recorded, and changes in the work practice.

Result: A Change in Using the Social Record

The use of SAVA, in combination with a changed attitude of how, and why, to use a social record related to patient care, has changed the use of social records at this
elderly care unit. With SAVA, the recorded information has become much more contextual and holistic. Implementation of a new ICT system for documentation concurred with training on how to document and why. The nursing assistants have also been trained in how to use computers, and have started to use e-mail as part of their everyday activities. They were earlier total novices in using ICT. One section manager stresses that she sees it as very important to include the context when making entries in the social record. What seem as unimportant observations can in a later stage, be of utmost importance. She points out that it is very important to view documentation as evolutionary and dynamic. She also stresses that SAVA should be used as the main tool for communication.

Information in the social records, before the introduction of an ICT system, was mainly related to medical events. The use of SAVA has changed that. The current documentation serves many different interests, where exchange of medical information is only one part. The records now include information on work routines, goals related to patients’ well-being, and information about the atmosphere at the patients’ homes. One example on work routines and goals related to the patient gives the following note from the electronic social record. “We will train [the patient] to walk at least once a day. When we work with [the patient] we walk either from the bedroom to the toilet or the other way around. We use the walking buck and the red belt, at the same time as one of us walks behind the wheelchair.” The notes are now richer with references to the patient’s daily mood, and if considered important, notes on relatives’ moods and disposition. “[The patient] was silent and a bit sad when we arrived in the evening. [Her husband] was drunk.” The writings are often in form of dialogues. There are also greetings from patients to the nursing staff as well as notes directed to other members of the staff. “Hello night staff! Don’t forget to clean the toilet bucket after emptying, it smells so bad.” Other changes, compared to the manual records, are related to the elderly care unit’s district. As the staff work from different locations, the use of SAVA has made communication more efficient, more convenient, as well as improved quality of the written information. Records were earlier stored at one place, with no means of access from other locations. Now everyone can access the records, irrespective of location. SAVA has erased the border of space and time. Managers use the record as a way to communicate with nursing assistants. They save time and the information is easy accessible, not changing, and durable.

The way the records are used has also changed in terms of structure. As the ICT system supports a more structural approach to recording, it is easier to distinguish occurrences related to patients, and if relevant, actions taken as a consequence. When SAVA fails to support the needs of its users, or they find the system unnecessary complicated, they work around it. The users invent new usage patterns. Such as using the record for many different purposes and sometimes registering “XXXXX” instead of actions taken when reporting on events as a way to illustrate that he or she has been aware that he or she should write in that column, but chooses not to.
This means that communication has been canalized into one main medium, SAVA, and the number of loose, and sometimes dislocated, notes has decreased. There is less discussion during break about work related activates. Discussions during the daily morning report use the text in SAVA as a starting point and are of a more practical nature. It is assumed that information in SAVA is common knowledge, and questions and discussions use the recorded information as a starting point for discussions.

It can be viewed as a problem that the social record in SAVA includes social as well as medical entries. All entries are saved, and it is perhaps not necessary, and sometimes not even appropriate to save entries not directly related to the clients and their history. One example is entries directed to other employees (such as “Hello night! Don’t forget to empty the night bucket”). The communication pattern between care services employees in the elderly care unit has changed. It is not even accurate to call it a record anymore; a more correct term would be a communication system. The record in SAVA is a combination of record, diary, and dialogue. This illustrates the need for a more holistic and multifaceted system for dialogue and communication.

Analysis: The Value of the Electronic Social Record

If we relate the results of using the social record in SAVA to the value areas, we find that SAVA, in varying degree, supports all value areas. Most support can be found for administrative and integration values.

The social record in SAVA supports the administrative values. Information transfer has become more efficient, mainly due to a mutual organizational memory, where information is stored at one shared place. SAVA is an administrative support, and makes it possible to access information irrespective of time and place. Using SAVA has improved the possibility to inform oneself and inform others, without having to travel or use the telephone. There is also support for documentation, as the implemented record provides a structure for registration of information. Information security is another area, which has improved with SAVA. Information is more secure than before, as the number of miscellaneous notes has decreased, and users have to log in to view or enter information. Using ICT has improved information quality as information no longer is documented by hand, which makes it more accessible as writing by hand is less illegible. As SAVA supports different search functions and different ways of structuring information, the possibility for follow up and quality assurance has improved. SAVA is used as an organizational memory for documenting, sharing, and following up care related activities.
The integration values focus ICT’s role as a tool for collaboration, development of shared documentation, and mutual work routines. The social record in SAVA is in a high degree seen and used as an organisational memory with shared, lasting, and easily available information. Information will stay in the organisation irrespective of changes in the work force or illness. Record keeping is no longer a private affair, but is instead a matter of cooperation with, and criticisms of, colleagues (see also Berg, 1999). Support for communication between nursing assistants and nursing assistants and section managers is a major reason why SAVA is seen as a success. This might be especially important at this care unit as the nursing assistants and section managers work from different geographical locations. Another area that has improved is communication and information transfer between night and day staff. This was earlier a problem, but using SAVA has improved information transfer between these two groups. Another implication of using a common ICT system is the development of mutual work routines, as the process of developing, implementing, and using a new ICT system unifies work routines. Using a mutual tool for communication and documentation stresses the importance of similar ways of working.

An ICT system supporting care values is seen as an instrument for improving the meeting between the elderly and care professionals, as well as the client’s experience of being an elderly care recipient. In what degree the social record in SAVA supports care values is difficult to assess as no interviews have been conducted with the recipients of the care services—the elderly. But hopefully will the support SAVA provides improve the production of care services. SAVA is viewed as a communication and knowledge tool, where access to information increases the possibility to deliver accurate, individualized, and safe care. Improved knowledge about patients and their needs increases the possibility to offer tailored and personalized care, which takes the patient’s current disposition and home situation into account. It becomes easier to introduce new staff to the clients as information is collected at one place. Another important contribution is the section manager who uses SAVA as a tool for communicating with the nursing assistants. This increases the knowledge about patients and how to work in order to sustain and improve their health.

Professional values are related to SAVA as the introduction of a computerized social record, requires a development in documentation and ICT competence, as well as modernizes the work with the elderly. The professional values are mostly related to changes and developments in areas such as ICT competence and competence developing and using documentation. The use of SAVA has made the content of care work more visible, which is important for legitimizing care work, and improves the knowledge of the elderly and their needs. As the work tasks become more visible, they also become possible to criticize and manage (see also Berg, 1999). Visibility of care work is important for increasing the status of the care work.
Conclusion

This chapter had two purposes—to evaluate the use of a new electronic social record in elderly care, and to test an analytical framework using the concept of “value area” and its content as a guide in the evaluation process.

The chapter illustrates how the introduction of a new electronic social record has transformed the reasons for using, and the usage of social records within elderly care. It is evident that different practices of reading and writing the record has evolved (Berg, 1997). These changes concern changes in communication patterns, and documentation routines as a consequence of using a new electronic social record.

The introduction of SAVA coincided with training on how to use computers as well as discussions and training about documentation routines. Another very important aspect influencing the usage of SAVA is the section manager responsible for development of documentation routines and training who stressed the importance of recording in context, and using SAVA as the instrument for communication between employers. This, together with lack of support for a “general” communication space, has contributed to make the record SAVA multifunctional with records not only on medical matters, but also records such as diary notes, reminders, and greetings. The social record in SAVA contains medical as well as social and physiotherapeutic related information.

It is clear that the introduction of a new computerized social record changes the way social records are used, and the rational for using them. This as technology, such as ICT, includes the social as well as the technical. Implementation of new work systems and instruments invariably involves making decision about communication patterns and routines—elements that are by its very nature social.

The social record in SAVA has mainly influenced and supported the administrative and integrative value areas as the record in SAVA is seen and used as an organizational memory supporting communication, coordination, and documentation. The use of SAVA should also contribute to better care as the nursing assistants and managers experience SAVA as a valuable tool that has improved transfer and access of information about the elderly. This is however difficult to assess, as there is lack of data from the elderly and their experience of how SAVA is related to care values.

It has been valuable to use “value areas” for evaluating and analyzing the use of a new computerized social record. By using such a theoretical lens, focus is drawn to what can be considered as important aspects for administrative ICT systems within elderly care. One drawback can naturally be that important aspects, not covered by the value areas, are missed.
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Abstract

Are agency and responsibility solely ascribable to humans? This chapter explores the question from legal and ethical perspectives. In addition to presenting important theories, the chapter uses arguments, counterarguments, and scenarios to clarify both the actual and the hypothetical ethical and legal situations governing a very particular type of advanced computer system: medical decision support systems (MDSS) that feature AI in their system design. The author argues that today’s MDSS must be categorized by more than just type and function even to begin ascribing some level of moral or legal responsibility. As the scenarios demonstrate, various U.S. and UK legal doctrines appear to allow for the possibility of assigning specific types of agency—and thus specific types of legal responsibility—to some types of MDSS. The author concludes that strong arguments for assigning moral agency and responsibility are still lacking, however.
Introduction: Why MDSS Deserve a Closer Look

Are agency and responsibility solely ascribable to humans? The advent of artificial intelligence (AI) appears to be chipping away at the traditional foundations of moral agency and responsibility. Despite the increasing attention of many philosophers and ethicists to AI, there continues to exist a fair amount of conceptual muddle on the conditions for assigning agency and responsibility to such systems, from both legal and ethical perspectives.

In contexts where the requirements for attributing responsibility are not met, we are mistaken if we assign responsibility to machines. In such cases, we need to make it clear to those designing and employing the machines that responsibility rests on them. Since my argument has the conclusion that currently available computer systems do not meet the conditions for being responsible agents (although some will come close to meeting the conditions), it has an implication that for now issues concerning responsibility must be directed at those designing and using the machines. (Bechtel, 1985, p. 297, Bechtel’s own emphasis)

Bechtel wrote the previous passage over twenty years ago. Have things changed since then? This chapter explores the possibility that the answer could now be affirmative:

Now it can be shown that there is an increasing class of machine actions, where the traditional ways of responsibility ascription are not compatible with our sense of justice and the moral framework of society because nobody has enough control over the machine’s actions to be able to assume the responsibility for them. These cases constitute what we will call the responsibility gap. (Matthias, 2004, p. 177, Matthias’s own emphasis)

Roadmap of the Chapter

The first section of this chapter introduces the various types of advanced medical decision support systems (MDSS) and AI that are the focus of this analysis. It also outlines the moral and legal issues that drive the study. The second section presents important non-mainstream arguments and counterarguments for ascribing moral agency and responsibility to such systems. The third section, in addition to providing some background to the relevant legal principles, explores the potential current and future legal ramifications of MDSS, through the use of informed legal conjecturing and scenarios.¹
Introduction to Advanced MDSS: Types, Applications, & Functions

Should you ever require treatment at a reasonably advanced hospital, your treatment probably will either be monitored by an advanced MDSS or monitored by a healthcare professional who uses such a system to diagnosis your condition or to plan the next step in your treatment. Doctors, trainees, nurses, and other healthcare professionals often rely to various degrees on advanced MDSS for diagnosis, treatment routes, education, or a combination of these. GIDEON, Help, and Iliad are just a few examples of AI systems in routine use in primary care and point of care (Coiera). MDSS are used often in the diagnosis and treatment of diabetes, for example (Collste, 2000). Quick Medical Reference (QMR), which itself grew out of the INTERNIST-1 project, is yet another MDSS used for consulting and diagnosis (Miller & Masarie, 1990).

Miller and Goodman (1998) point out that MDSS can perform a variety of different roles—anything from reminder systems, to consultation systems, to education systems, to diagnostic and treatment systems. In a review of clinical trials of MDSS, Garg et al. (2005) suggest slightly different categories: systems for diagnosis, reminder systems for prevention, systems for disease management, and systems for drug dosing and/or drug prescribing. This chapter argues that it is possible—and necessary—to distinguish types and levels of responsibility assigned to MDSS, depending on whether it is used for reminding, consultation or education, and also whether the system merely “supports” the user’s autonomous decision-making, or whether it instead autonomously “replaces” some of the user’s decisions and, possibly, actions. The distinction between support and replacement is not always a sharp one and so requires that one analyze the entire environment in which the MDSS is used.

The design and operation of these systems pose a number of potentially problematic issues of human-computer interaction at the level of the user or operator. For example, MDSS can restrict the doctor’s treatment or diagnostic options to only those options programmed into the system at its conception. In addition, the architecture of the system’s reasoning and logic paths is seldom transparent, which means that the doctor might not be able to understand why the MDSS reached its decision. In short, the MDSS affects the doctor or healthcare professional’s decision-making process, to various degrees. Here, the verb “affect” necessarily has multiple and ambivalent connotations, with positive meanings (i.e., to improve, to enhance, to support), negative meanings (to limit, to hurt), and neutral ones (to frame, to shape, to mediate, to set the conditions for). The scope of this “affecting” is itself determined by the role the MDSS plays and the MDSS’s design. This, as will be shown, in certain cases requires that one assign a degree and type of responsibility to such systems.
The Three Dimensions of MDSS Use

This chapter classifies the consequences of MDSS into three different dimensions, each of which has ethical implications.

The *patient’s health* dimension concerns primarily questions of patient well-being and patient outcomes, which in turn can be interpreted either as receiving the best possible care or as receiving successful, effective treatment, or both.

The *doctor-patient relationship* dimension primarily concerns questions about the effects of MDSS on this relationship, which, for example, the Hippocratic Oath and the deontological duty of beneficence require that the doctor uphold. Within this dimension there is a concern that the time the doctor spends operating and consulting the system draws away from the time he or she could have spent speaking to and consulting the patient, who is the ultimate receiver of the MDSS’s operations.

The *doctor-only* dimension touches most fully upon questions of responsibility for knowledge and decision-making. Whether one views the MDSS primarily as a medical tool, or as a “partner” in decision-making (King, Garibaldi, & Rogerson, 2002), in most situations the MDSS stores, filters, or even analyzes medical knowledge and, in some cases, patient data. Each of these actions serves to reduce the doctor’s knowledge burden to know the patient’s exact data and medical history; yet simultaneously, each also serves to increase the doctor’s knowledge burden to understand the basic functioning and operation of the MDSS. The state of the system’s knowledge base is of primary importance to the doctor. Because the MDSS is a potentially safety-critical system, the doctor needs also to have faith in its analytical and reasoning “abilities” and accuracy of information. The ability to recognize “faulty reasoning” that is not immediately obvious (such as an incorrect diagnosis that does not stem from incorrect patient data but rather from faulty analysis), requires that the doctor understand, to a degree, the way the system works.

Systems that Learn

This chapter focuses primarily on intelligent systems because their unique system design enables greater capacities and wider applications, which, this chapter argues, may accord them a degree of agency and responsibility for their decisions. Here, “intelligent computer system” does not mean intelligent in the Turing test sense, as it is not really based on overt behavior; rather, “intelligent” here means that the system features AI in its design. In simplistic terms, AI allows it to assess its environment, to react to it, and to learn from this interaction. AI can itself be divided into categories and degrees of complexity (similar to “degrees of intelligence”).

Matthias (2004) categorizes “learning automata” (AI systems) into four types: symbolic systems, connectionism and neural nets, genetic algorithms, and autonomous
agents (p. 178-181). Most MDSS are symbolic systems. “A system built along these lines contains long sequences of axioms and derivation rules that are usually expressed in some kind of predicate calculus. The system is either able to derive conclusions from the facts stored in its database [what many in the field call its “knowledge base”], or else to extend this database by adding new rules and facts to it (which is what constitutes learning)” (p. 178). This learning process usually occurs when the system interacts with its user/operator or creator, who can usually correct “faulty” or incomplete knowledge, or incorrect “reasoning,” or inappropriate “behavior.” Indeed, the term “AI” may sometimes be applied to an MDSS more as a selling point or marketing ploy than as an accurate description of the MDSS. If unsure, one should examine the technical specifications of an MDSS before deciding conclusively whether or not it incorporates AI in its system design.

As the term is used in this chapter, the intelligence of the intelligent system is determined less by its outward behavior than by its internal system design. When it comes to determining agency and responsibility, however, judgment is determined largely by the system’s outward behavior, because these are inextricably tied to its role in its overall environment. Indeed, when judging whether or not an agent is morally or legally “responsible,” one is not always required to assess the agent’s internal (or mental) condition. For example, causal responsibility, like strict liability in the law, can be assigned irrespective of mental condition. A strict interpretation of role responsibility, for example, does not necessarily refer to the mental or psychological conditions of the agent. As Snapper (1998) notes, “[m]uch of the process for assessing [legal] responsibility does not depend on the human features of the agent, only on the nature of judgment” including, presumably, the appropriateness and correctness of that judgment (p. 48).

As an alternative to traditional and contemporary accounts of moral agency and responsibility that refer to human action and human intent, this chapter proposes an analysis that is similar to the Turing test, in that it does not consider how internally complex the computer system is but rather how it mediates its interaction with its environment, which here includes humans. Such an analytical approach—which focuses on the actual role the technology plays, its current functioning and application in today’s healthcare environment—is in theory able to avoid getting trapped in endless and fruitless debates about an intelligent system’s ability or inability to replicate human cognition and reasoning, and whether or not such ability constitutes a capacity for rational thinking and responsible action. While this behavioral and situational approach also examines the design and operation of these systems, it focuses more on the user: the way the user operates and navigates the system, and interprets and applies the information or decisions it provides. This chapter argues for a middle road position that considers both system design and behavior. This may force one to abandon, in some cases, traditional ethical and legal doctrines of agency and responsibility.
Are Agency and Responsibility Still Solely Ascribable to Humans

Ascribing Agency and Responsibility: Unique Ethical Perspectives

One could argue that all legal and ethical accounts seem to share one basic assumption: that agency comes before responsibility. Or, to put it another way: agency entails responsibility, provided that certain other conditions are met. For this reason it is appropriate to discuss moral and legal agency first, before moving on to moral and legal responsibility, which this chapter treats as natural outgrowths of agency.

Moral Agency has Aspect

In most accounts of moral agency, a moral agent exhibits aspect, much in the same way that languages do; thus, one can speak of first-person aspect and third-person aspect, or first- and third-person “perspective.” According to the first-person perspective, a moral agent “pursues personal desires and interests based on his or her beliefs about the world, and morality is a constraint on how those interests can be pursued, especially in light of the interests of others” (Johnson & Powers, 2004, p. 423). According to the third-person perspective, a moral agent can sometimes act to further the wishes or beliefs of another party, called either the “client” or the “principal” (Ibid.). When acting from—or in the service of—the third-person point of view, the agent is not free of morality but is “still being constrained […] in the guise of such notions as duty, right, and responsibility,” although the exact content of these notions will be determined by the role the agent plays in this agent-client or agent-principal relationship (Ibid.). When humans act as moral agents from this third-person perspective, the type of agency in question is often called “human surrogate agency,” as further discussed below.

Argument for Considering Computers as Intentional Systems

Dennett (1978), whose argument has been extended by Bechtel (1985), has identified—perhaps unintentionally—an intriguing way to tie computers to accountability and responsibility: via his “intentional system” theory. From the outset it must be noted that Dennett’s account of intention and rationality does not correspond to everyday, colloquial accounts of intention and rationality. As Bechtel also points out, Dennett’s original theory did not explicitly foresee its application to assigning some version of responsibility or accountability to a computer program, as the theory actual refers no more to a computer system than to an alien life form in another galaxy. Nonetheless, Bechtel’s extension of the concept to moral responsibility
theories has opened new doors, some of which this chapter walks through and re-examines, now that Bechtel’s writings are over two decades old.

One can apply the intentional system label under some conditions to something in order to predict its behavior. According to Dennett, an intentional system exhibits three primary features: (1) it has beliefs, (2) it has desires or goals, and (3) it responds to its environment. Dennett writes, “One predicts behavior in such a case by ascribing to the system the possession of certain information, and supposing it to be directed by certain goals, and then by working out the most reasonable or appropriate action on the basis of these ascriptions and suppositions. It is a small step to calling the information possessed the computer’s beliefs, its goals and subgoals its desires” (p. 6, Dennett’s own emphasis). Here, possessing information or misinformation means not only simply storing the information but also actually using and acting upon that information (p. 7). From an epistemological perspective, it is not important to know or be able to prove that the computer actually “believes” in the same sense as, say, a human might; rather, the important point is that someone who has adopted the intentional stance, can predict or explain its behavior by ascribing beliefs to it. While the intentional approach does, by Dennett’s own admission, suffer from a mild case of mentalism, Dennett has ready a response to critiques of this sort: “All that has been claimed is that on occasion, a purely physical system can be so complex, and yet so organized, that we find it convenient, explanatory, pragmatically necessary for prediction, to treat it as if it had beliefs and desires and was rational. The chess-playing computer is just that, a machine for playing chess, which no man or animal is; and hence its ‘rationality’ is pinched and artificial” (p. 7-8). To related critiques that the intentional stance serves to anthropomorphize its subject, Dennett counters that one only ascribes to the system a limited account of rationality, which here corresponds to its having justified beliefs, or beliefs in logical truths. This account of rationality does not exclusively apply to humans, as other animals may exhibit logical behavior.

Bechtel (1985) agrees with Snapper that any attribution of responsibility to computer systems must be shared with humans. He also suggests that one reason to consider partially attributing responsibility to computers is that humans are unable to bear the responsibility that currently rests on them when they design or use the computers (p. 297). Here one can refer to another philosopher’s writings on the inability of humans to bear full responsibility when they use computers: Moor, who writes of varieties of an “invisibility factor” (Johnson & Nissenbaum, 1995b, p.14-15) that require that the computer user’s degree of responsibility be reduced. Moor’s invisible programming values are what the programmer decides to include and to omit from the program’s specifications, which in turn mediates the entire user experience. Invisible complex calculation occurs when a computer program makes calculations that humans may be unable to comprehend. “The invisibility factor presents us with a dilemma. […] In terms of efficiency the invisibility factor is a blessing. But it is just this invisibility that makes us vulnerable […] [and] open
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to invisible abuse or invisible programming of inappropriate values or invisible miscalculation.” (p. 15).

The Black Box and Epistemic Enslavement

Analogous to a “black box,” these invisibility factors are an unavoidable aspect of computing. One would severely retard computing capacity if one did away with complex calculation, or required that it be visible. Invisibility factors may also imply that the moral responsibility of the user be reduced, according to van den Hoven (2001) and Matthias (2004). Van den Hoven argues that users of MDSS are subjected to “epistemic enslavement” because they are not able to control the acquisition of their beliefs (here, the beliefs or conclusions they reach as a result of the MDSS’s recommendations). A plausible counterargument to this view is to assert that the user is always able to choose not to believe the MDSS’s decision. Van den Hoven responds that, once the user has seen the decision, “once the user has given in, she is unable to provide good reasons to opt out [to not believe]…If a user is epistemically enslaved vis-à-vis system S, then non-compliance with the system’s output constitutes a form of moral risk taking [which] the user cannot justify, at the moment of non-compliance” (p. 6).

If one removes some degree of responsibility from the system’s creator or operator, to what would one add the now “unassigned” moral responsibility? Bechtel (1985) would argue that, under limited conditions, one may assign it to the computer system. He first establishes his conditions for assigning responsibility via Aristotle: “that the decision stem from the agent and be within the agent’s control” (p. 298). But to claim that control stems from the ability of the agent to do otherwise, which is the “free will” or “free choice” argument, and “is thought to require freedom from causal determination,” would imply that one must show that computers also possess a sort of free will or free choice (Ibid.). Bechtel responds that probabilistic and random events also appear to be free from causal determination. Instead, moral responsibility rests on whether or not the outcome was caused “in the proper way” (Ibid.). Even though computers perform what they are programmed to perform and thus do not possess a “free will,” the criterion for assigning moral responsibility is not dependent upon a “violation of causal determination of events,” and is thus a non-issue (Ibid.). Bechtel then looks for a type of causal determination “that is compatible with a decision stemming from an agent and being within the agent’s control,” for which he finds argumentative evidence if one views a computer system from Dennett’s intentional perspective, in which it possess beliefs, desires, and the ability to respond and adapt to its environment (even, Bechtel says, to have beliefs and desires about its environment). While Bechtel’s argument rests, at least in part, on a simplified understanding of the internal system design of the computer system, it nonetheless rests primarily on the external environment. “[A]n intentional system...
must both have the right kind of relationship to the environment and have an internal configuration that permits such a relationship” (p. 300).

Argument for Artificial Moral Agency

Floridi and Saunders (2004) argue that there is yet another way to locate some computer systems in the realm of morality: through ascribing to them “artificial agency,” as defined in a way different to the artificial legal agency of Chopra and White (described below). Floridi and Saunders’s “artificial agency” rests upon a distinction between moral agents (“as entities that can perform actions…for good or evil”) and moral patients (“as entities that can be acted upon for good or evil”) (p. 349). Essentially the distinction comes down to “sources” (agents) vs. “recipients” (patients) of moral action (p. 349-50).

They argue that focusing only on the mental and psychological capacities for agency and responsibility—and adopting an anthropomorphic stance, which ascribes such capacities solely to humans—is “worryingly dogmatic. Surely more conceptual analysis is needed here: what has happened morally when a child is deemed to enter adulthood, or when an adult is deemed to have lost moral autonomy, or when an animal is deemed to hold it?” (Ibid., p. 374). Underlying these remarks is the concern voiced throughout this chapter: that it is likely impossible and of little practical help to determine the precise mental and psychological conditions of moral behavior. Ignoring the fact that non-humans can be both the sources and receivers of immoral action results in a narrow and absolute view of morality, which itself ignores the often dual or shared nature of morality. An artificial moral agency approach is more appropriate. As described shortly, U.S. and UK law recognize such artificial legal agency, in certain circumstances, and grant such agents legal rights and obligations.

Argument for Surrogate Agency and Beyond

Johnson et al. (2004) argue that advanced MDSS are not mere “tools” but rather are able to mediate and influence the decisions that operator makes. “To think that only human designers are subject to morality is to fail to recognize that technology and computer systems shape what humans do” (p. 434). This shaping power of computer systems is indicative of their possessing “a kind of intentionality” (a lower-order, not higher-order intentionality) (Ibid.). Surrogate agency is a useful model for explaining and predicting the effects of certain types of computer system’s shaping or mediating power, but not all computer systems, nor all behaviors of those systems, fit the analogy of surrogate agency. “The best computer surrogate agents, then, are likely to be expert systems, or perhaps even ‘artificially’ intelligent
computers, that can advise clients or users through a maze of complex rules, laws, and guidelines” (p. 432).

In human surrogate agency, the agent acts as “an agent of a third party—a client. The surrogate agent acts from the point of view that can be characterized as a ‘third-person perspective.’ […] consider[ing] not what he or she wants, but what the client wants. […] The morality constraining surrogate agents is role morality, a system of conventions and expectations associated with a role” (p. 423). Third-person agency is currently the only type of agency a computer system can express (p. 427). But “while computer systems do not have first-order desires and interests, they are designed in ways that represent interests, interests about the interests of users” (Ibid.). Users indicate their interests through requesting the system to perform certain tasks, and they have an expectation that the system will accurately and correctly perform those tasks. Assuming it is designed to fulfill requests (as opposed to ignore them, act duplicitously, or otherwise “misbehave”), then the system “adopts” the user’s interests as its own.

• **Counterargument 1:** MDSS is simply a tool that supports human decision-making and action. In that supporting role, and being a computing technology, the design of the MDSS will necessarily result in some loss of user control, some limiting of user’s scope for decision making. For example, of the treatment options suggested by the MDSS, there will also be options left out. Any tool, however, mediates the user’s experience. This, in and of itself, simply pushes the matter into the realm of ethical deliberation. It does not, however, necessarily mean that the system also assumes responsibility.

• **Counterargument 2:** Most counterarguments to the surrogate agent model focus not on the feasibility of extending the model but rather on any attempt to ascribe agency and moral responsibility to non-human actors, regardless of the type of agency or responsibility. The current mainstream accounts of action, actors, and agency—particularly their requirements of anthropocentric and corporeal action—appear not to allow room for digital actions. Most accounts also require the requirement of intentionality. The type required for moral deliberation—what Dennett calls “higher-order intentionality” (1997, p. 354)—is itself an outgrowth of empathy, perceptual input, and complex interaction with one’s environment. As of 1997, Dennett finds higher-order intentionality lacking in any AI system.

**Argument for Legal Liability on Utilitarian-Consequentialist Grounds**

Snapper (in Goodman [ed.], 1985, 1998) argues that continued use and future uptake of safety-critical technologies might be encouraged if some degree of responsibil-
ity or accountability were assigned to the intelligent computer system. Although his argument is here referring explicitly to intelligent computer systems, it is not a stretch to conclude that it applies to intelligent MDSS, which themselves are a type of computer system. Snapper’s main arguments are that MDSS perform a necessary role both in the immediate doctor-patient interaction and in the overall healthcare environment, and that they function as “borrowed servants” of the hospital (1998, p. 49). Advanced MDSS are able to perform tasks “better” than, or at least faster than, the humans who operate them. In order to provide the best possible care, healthcare professionals must then use them, constituting a new standard of care.

- **Counterargument 1:** Not all MDSS play such a role. The creators of a consultation MDSS intend their system to be used for just that—consultation—but nothing more. The attending physician or healthcare professional may consider the recommendations, but nonetheless retains full autonomy (and thus full responsibility) in reaching decisions. This counterargument, however, ignores the mediating power of the technology.

- **Counterargument 2:** Where are the data? A study by Garg et al. (2005) indicated that data on practitioner performance only demonstrated overall improved practitioner performance (such as helping a doctor detect high blood pressure) in 64% of the cases studied (p. 1223). Of the 52 trials that assessed at least one patient outcome, only seven reported an improvement in outcomes (such as achieving lower or better-controlled blood pressure) (Ibid.). A relative dearth of data across a large population and time period makes it difficult for anyone to verify claims as to the prevalence, use, and effectiveness of MDSS. As previously noted, such claims often find their way into utilitarian-based arguments for assigning responsibility to MDSS on both moral and legal grounds, such as the “standard of care” argument. Some data do exist, however.

**Argument that Uncertainty in Law Hinders Uptake**

Snapper (1998) also argues that uptake of MDSS will be hindered by uncertainty in the moral and legal arenas. Some doctors will morally object to relinquishing some decision-making control to a computer system. Other doctors will be reluctant to use MDSS due to uncertainty of the legal consequences that could come to bear on their use.

- **Counterargument:** This argument is more of a cluster of assumptions than an argument, in the sense that the statements are largely unverifiable (it is far from clear how, for example, a social scientist would go about empirically testing that “uncertainty” would negatively impact the future use of MDSS).
That said, it is not entirely unthinkable, and it appeals to one’s intuition. As for uncertainty in the legal situation: this uncertainty is a constant feature (some might call it an asset) in any legal system in which doctrine can be set and broken by precedent, or case law. While it can be valuable to venture predictions about which legal doctrines would plausibly apply in a particular case, in the end the only definitive answers come from either a legislature’s lawmaking or a judge’s ruling.

**Argument for Shared Responsibility Due to Unpredictability**

Nearly 20 years after the comment by Bechtel, which appears at the beginning of this chapter, Matthias (2004) claims that a responsibility gap has arisen. Advanced MDSS perform not only invisible complex calculation but also unpredictable, uncontrollable complex calculation. It is not morally defensible to hold either the system designer or the operator responsible for behavior they cannot conceivably control.

- **Counterargument 1**: This depends on the type of AI used by the MDSS. The system operator of a symbolic system-based MDSS can almost always edit the system’s knowledge base to update facts or correct errors, so a great deal of control is possible.

- **Counterargument 2**: Matthias has not defined “responsible.” The term is more nuanced than his usage would suggest. Responsibility—particularly causal responsibility—is hardly confined only to the area of blameworthiness. It also includes praise and recognition, as in “the aid agency was responsible for saving the lives of thousands of refugees.” Here it can mean that the agency has a role responsibility, to see to it that lives are saved. It can also mean that the agency’s actions (or omissions or failures to act) are causally responsible for saving lives.

**Argument that MDSS Constitute New Standard of Care**

What to do if advanced MDSS form the *de facto* standard of care, bestowing a moral responsibility on healthcare professionals to use them? Many argue that, when used properly, expert systems may lead to improved health, increased efficiency, cost savings, and overall increased welfare for both healthcare professionals and patients.

- **Counterargument 1**: Again, where are the data to back up such an assumption of improved patient outcomes and increased efficiency, not to mention
the claim to improved “well-being,” however defined? Hard data are hard to come by. As discussed earlier, Garg et al. (2005) conclude, in their review of 100 clinical trials of MDSS, that the majority of MDSS do improve practitioner performance, but that the current lack and low quality of data preclude the conclusion that MDSS use also improves patient outcomes. Success rates varied significantly across system application areas (diagnosis vs. drug prescribing, for example).

- **Counterargument 2:** MDSS negatively impact the doctor-patient relationship, by decreasing “face time” when the doctor is updating the system, operating it, or considering its decision. This argument is of the more general “technology encroachment” type.

- **Counterargument 3:** Even if this assumption could be verified independently, it still smacks of utilitarianism. Just because a technology is used now, does not mean that it should be used. One must move from the “is” to the “ought.”

---

**Ascribing Agency and Responsibility:**

**Unique Legal Perspectives**

**What is a Legal Agent?**

One might assume that the ethical perspectives on agency usually inform the legal ones, and also that there exists a sort of feedback mechanism by which the legal perspectives reinforce and sometimes influence the original ethical ones (although not all laws concern expressly moral issues, nor do they always concern positive or negative rights; some are simply rules about procedure). Some might take issue with this assumption, to which one could respond that the question, “which comes first: ethics or the law?” is a bit like the “chicken or the egg” conundrum, and, ultimately, does not serve to advance any meaningful discussion.

Upon further examination, however, legal perspectives on agents and agency have seemingly little to do with ethical perspectives—at least, not in some important aspects. Although it may seem counterintuitive at first glance, the law actually does not function solely upon humans. For example, non-human entities that may enter into contracts and be both subject and object in a liability case include immaterial things (such as organizations and corporations) and, sometimes, material things (such as ships). Although these things, on their own, cannot perform actions (they can only do so through agents), they are commonly said to have legal “personality” or “personhood.” Potentially confusingly, the term is often used interchangeably with legal “agency.” But one would not want to overstate the amount, type, and oc-
currence of legal agency currently ascribed to such entities. Legal agency derives its nature, in turn, from the precise nature of a relationship, as explained below. Indeed, humans, or human-made decisions and actions, are not far removed from either corporations or other material things that are given legal agency or legal personality. For example, humans create and manage a corporation; thus, one could argue that human brains and brawn are largely behind the actions of a corporation.

In law the terms “agent” and “agency” usually arise only in the context of the relationship between an agent and a principal (the legal definitions employed in this chapter are common to both the U.S. and UK legal systems and can be found in nearly any legal dictionary, and the terms are essentially the same in both jurisdictions, regardless of the area of state or federal law). Simply put, an agent acts on behalf of a principal. Depending on the relationship, agent and principal can be people or entities, in singular or plural form, or a combination of all of these (such as a company’s board of directors (the agent or agents) vs. the company shareholders (the principal or principals)).

In addition, U.S. and UK law is generally silent when it comes to defining “action,” as in, “what does it mean for an agent ‘to act’?” To view it another way, the law adopts an open definition, which ensures the law’s applicability to potential current and future situations, where the definition of “action” might not include any physical or bodily manifestation or produce any physical effect. This way the law can be stretched to cover digital and electronic actions. When it comes to considering MDSS as legal agents (with the attendant rights and obligations), the law lags behind, however, as it is created by humans and for humans, with little exception (remember corporations?). Thus, when discussing MDSS, current U.S. and UK law explicitly regulates the humans that develop, build, or use the system. At this stage in U.S. and UK law, MDSS use (or non-use, refusal to use) falls most likely under the various doctrines of tort law, particularly negligence, products liability, and strict liability. At present the author is unaware of any cases in the U.S. state, U.S. federal or UK courts that involve MDSS use and questions of agency. Given this lack of precedent, the following discussion is necessarily exploratory.

Whatever the name—legal “agency,” “personhood,” or “personality”—the concept entails rights and obligations, including the obligation of responsible action. Both legislation and case law in the U.S. and UK lag behind the reality of DSS usage today.

**MDSS as Artificial Agents**

If one adopts the agency theories presented earlier—surrogate agency, artificial agency—it would seem possible legally to apply agency to computer systems. Most relevant to this study is the legal status of non-living, non-human entities, such as digital or electronic “artificial agents.” Today, the commonest approach is
to treat such electronic agents as “mere tools” or “mere means of communication” (Chopra et al., 2004, p. 636). This approach creates the possibility that the designer, manufacturer, or vendor could be held liable for any damage, injury, or mistakes that result from the agent’s actions, whether in the area of tort law or contract law. This approach also would prevent liability from being assigned directly to the artificial agent; as stated, liability rather bounces back to humans or the corporations for which they work.

Interestingly, many seemingly commonsensical notions about moral agency fail to find their complement in legal theory. Ethical perspectives on agency and responsibility often originate in a list of criteria required for assigning moral agency and responsibility. Often on the list are criteria such as autonomy, the mental capacity to make decisions, the ability to perform cognitive tasks, self-awareness, existence in physical bodily form, and so on (this list is not exhaustive). Not surprisingly, many philosophers adopt a similar approach when refuting the ascription of moral agency and liability to non-human agents: comparing such agents to the preceding grocery list of criteria, and marking where artificial agents fall short.

Chopra et al. raise the point—as does this chapter—that debates on the mental capacities and intelligence of any agent, human or otherwise, inevitably reduce to irresolvable debates about the validity of unverifiable assumptions about mental and physical processes. Such discussions often dissolve into semantic debates (such as on the meaning of “cognitive processes,” and whether the algorithmic and electrical functioning of a computer system can be classified as cognition, even though they are synthetic). Instead, Chopra et al. advocate a pragmatic approach (which often finds its purest form in legal theory) that adopts Dennett’s intentional stance and focuses on an agent’s behavior, rather than the mental and physical processes that led to the behavior. They write,

\[i]t is not clear, however, whether a legal system would deny an agent [legal] personality on the basis simply of its internal architecture, as opposed to whether it engaged in the right kinds of behavior, because its behavior is what will regulate its social interactions. Note, too, that the distinction made above assumes that we know what the actual features of mentality are. (Ibid., p. 638)

By “the right kinds of behavior,” Chopra et al. do not appear to mean “right” in any normative sense, as in “good” or “proper”; rather, they refer to rightness as those types of behavior governed by law.

This is a good point at which to deal quickly with some oft-heard legal arguments against ascribing legal personality to artificial agents:
1. Some argue that artificial agents are not their own “person,” and so cannot enter into contracts. In U.S.-UK legal systems, however, no contract is necessary to establish a relationship between a principal and agent that will have the force of law.

2. Some argue that artificial agents do not exhibit the required mental capacity of a human adult. This argument compares the artificial agent’s internal system design, not behavior, to the assumed mental and psychological makeup of a human. But here again, possessing the mental capacity of a human adult is not a requirement for entering into a contract. Many jurisdictions rely instead on a “sound mind” for agency, which usually “means that the agent must understand the nature of the act being performed” (Ibid., p. 637), although there may be debate as to exactly what is involved in understanding the nature of an act (for example, does it require recognizing the internal logic of an act, or just anticipating the consequences of an act, or does it mean judging—ethically or morally—the environment and conditions in which the act is to be performed? All of these seem plausible interpretations).

3. Some argue that some degree of consciousness is necessary for legal agency and responsibility. But “[t]he [U.S.-UK] legal system has not seen consciousness as a necessary or sufficient condition of legal personality. Historically, many categories of fully conscious humans—such as married women, slaves and children—have been denied legal personhood. Conversely, persons in comas or asleep […] are not denied legal personality on that basis […]” (Ibid., p. 638).

There does exist an important criterion for assigning agents legal personality: their ability to control money. Obviously, this criterion arose out of tort law’s raison d’être: to award financial compensation for injury and damage. It also makes only non-human entities that have money—such as corporations—able to compensate for their actions (although it must be noted that the corporation itself cannot handle or dispense money; agents must act on its behalf). In the case of computer systems, this means that compensation currently falls to the humans who designed, built, or sold the system, or even to the user who incorrectly used or applied the system, as further discussed next.

Many artificial agents are able to act autonomously and remain within legal boundaries. “Autonomy” is allowed for in many agency relationships, such as general agency, where the agent carries out actions on behalf of the principal in all matters in furtherance of the principal’s particular business. In most legal contexts, “[a]utonomous action takes place without the knowledge (at least contemporaneously and of the specific transaction) of the principal” (Ibid., p. 636). Autonomous action does not necessarily equal unpredictable, erratic action, however. Indeed, unpredictable or
unforeseeable behavior could be the limit up to which the autonomy standard holds: if behavior is unpredictable (as Matthias claims it can be, or almost always is), then the standard could fail. But this is not necessarily the case.

**Legal Definitions of Agency**

The law distinguishes between more types of agency than just the artificial vs. the actual type. **Express agency** exists when the principal, either in writing or by speech, authorizes the agent to act on the principal’s behalf (note that the principal may state the exact nature of the agent’s authority, but does not have to). **Implied agency** exists when the principal, by nature of her actions (including the non-verbal and non-written), reasonably signals her intent to forge an agency relationship with the agent. **Special agency** specifies the exact acts that the agent may carry out—such as when, where, and how. **General agency** describes an agency relationship in which the agent carries out actions on behalf of the principal in all matters in furtherance of the principal’s particular business.

**Legal Definition of Action**

The law (here, U.S. state and federal law, UK local and national law) is generally silent when it comes to defining “action,” as in, “what does it mean for an agent ‘to act’?” To view it another way, the law adopts an open definition, which ensures the law’s applicability to all potential current and future situations, where the definition of “action” might not include any physical or bodily manifestation or produce any physical effect. This way the law can be stretched to cover digital and electronic actions.

**Legal Responsibility and Liability**

HLA Hart wrote extensively on responsibility, and his work appears to form the backbone of current U.S.-UK legal philosophy. It can be difficult to divorce the terms “agency” and “responsibility,” particularly when speaking about legal perspectives, because the law often views agency and responsibility as two sides of the same coin. When a human reaches “legal age,” he or she is usually deemed to possess the conditions for agency. Much of the same argument can be made about moral agency: that it is required for responsibility.

Categorization of the types and elements of responsibility serves to clarify an important point: that responsibility does not necessarily entail liability. Often, legal liability is created in situations where there exists some sort of moral blameworthi-
ness. But this is not always the case. The U.S.-UK doctrine of *respondeat superior* (lit. “may the superior give answer”) arises only in tort law and, even then, usually only in employment contexts, where the employee is the agent and the employer is the principal. In a tort law situation, where the agent’s actions have caused injury or damage, *respondeat superior* holds that the principal can be legally liable for those actions, regardless of whether they stemmed from the principal’s direct orders (such as in special agency relationships), or whether they are reasonably deemed merely similar to the actions the principal herself would have made (such as in general agency relationships). The concept of *respondeat superior* falls under the more general term *vicarious liability* (note that the author is not aware of any continental legal systems that recognize vicarious liability of this or any sort).

By the same token, an actor can be causally responsible for an outcome of his actions (such as setting in motion a series of events), without being legally liable, because many doctrines require that the actor fulfill a series of psychological criteria, such as awareness of the law, awareness of consequences of action, and ability to control action. But there are exceptions to this, too: if the standard applied is that of strict liability, for example, the actor’s psychological state is immaterial to establishing liability.

**Courts’ Treatment of Liability**

When speaking of legal responsibility, the courts usually refer to legal liability. Liability arises in instances of defect, damage, or harm, and involves a duty to remedy or compensate said defect, damage or harm. Harm can be physical or mental, tangible or intangible (such as economic harm), and can affect humans, non-humans, property, and intangibles (such as reputation, or brand). In this regard there is an explicit connection between the law and morality: the injurer, who by virtue of his obligation of care to the injured, also has a duty to remedy injury that is the direct and foreseeable consequence of the injurer’s actions (although note that, in most types of negligence, such as UK’s negligent misstatement law, there must be a degree of proximity in the relationship between the injurer and the injured, to establish a reasonable standard of the accused party’s ability to foresee and prevent harm, as well as reasonably to contemplate the potential people or things to which they might be liable). This duty to remedy harm usually manifests itself in economic terms, whereby the liable party compensates the injured party with money or other financial instrument. It can also manifest itself in punitive damages, whereby the liable party is punished—by paying fees, by performing community service, by losing a professional accreditation, and so on.

Liability is also not an absolute quality, insofar as it can be held to various degrees, where some types of law are concerned. The idea that liability can be shared *and* quantified (*i.e.*, a dollar amount can be assigned to it, which may increase or de-
crease with respect to the number of parties to the suit, or the degree to which each party is deemed liable) is the primary driver behind the monetary awards given in a liability suit. In some liability doctrines, however, the injured party’s contribution to her own injury is a bar to compensation.

In clinical medicine, liability arises usually in cases where a healthcare professional’s actions or failures to act have caused injury or harm to a patient. Such liability suits are usually referred to as medical malpractice cases, where “malpractice” implies that there is some generally agreed-upon standard of care in the profession, which has not been upheld. Where this study is concerned, liability suits can arise when the healthcare professional uses (or fails to use) any variety of medical tools, potentially including intelligent computer systems such as MDSS, if the use of MDSS is deemed the standard of care, as discussed throughout this chapter. Many MDSS (particularly those used for diagnosis and treatment) are termed “safety-critical” because they regulate or affect life-critical processes. As will be discussed more below, in the U.S. and UK, purchasers and users of defective or damaging hardware or software can find remedy through both the civil law (contract and tort law), and, in some cases, the criminal law.

As this chapter has already hinted, when it comes to tort law, it is also relevant whether the computer system (here, hardware plus software) is a product or a service. In most cases involving computer systems, however, the lines are blurred; most computer systems, particularly those used in clinical medicine, exhibit properties of both products and services. Hardware on its own is a product, whereas software is often classified as a service. Which doctrines of tort law that can apply will depend on which aspect of the system is claimed to be defective.

In order to fall under the protection and control of contract law, the purchaser of the software must also be the aggrieved or harmed party. On the other hand, invoking tort law, which concerns civil wrongs, does not depend on the existence of a contract between parties, and so is more likely to be the appropriate type of law in most cases involving clinical medicine, doctors, and their patients. U.S. and UK tort law includes the law of negligence, negligent misstatement, and products liability.

While products and services—both of which are non-human, one of which is intangible—may be deemed faulty and defective, in both everyday speech and legal proceedings, they in and of themselves cannot provide remedy to the injured party. The express purposes of tort law, for example, are to provide remedy to the injured party (usually by offering economic compensation), to ensure the proper application of products and services (by punishing people who incorrectly use a product and thus cause a harm), or to deter the appearance of faulty products and services on the market (by punishing careless or negligent designers, manufacturers or vendors). In most cases, a product, on its own, cannot provide compensation (it has no money, nor can it be punished), but its manufacturer or developer can. The manufacturer may be in the legally-recognized form of a corporation, or it may be
a person. So, while the courts might in theory locate the direct and proximate cause of an injury in a defective product or service, in practice they will look to human, or to a money-possessing entity, to provide compensation.

A number of legal principles (pragmatically termed “laws”) govern contract and tort law cases involving safety-critical computer systems:

- **Negligence** forms the basis of medical malpractice suits (Miller, 1989). It can be invoked only if three conditions are met: (1) that the relationship between the injured party and the defendant involved a duty of care; (2) that the duty of care was breached; (3) and that damage (to persons or property), injury (to persons or property), or other loss (mental, physical, or economic) occurred as the direct and reasonable result of that breach (Bainbridge, 2000).

- In the U.S., a case of *negligence per se* (also called “negligence *res ipsa loquitur,*” lit. “the thing speaks for itself”) does not require a trier of fact to prove the exact acts of negligence that led to injury, because the circumstances and degree of injury are such that it is obvious that there was negligence (for example, a doctor leaves a medical instrument inside a patient after surgery). *Gross negligence* occurs when the defendant did not exercise any regard whatsoever for the safety of others; gross negligence can also bring criminal charges. In some instances, *contributory negligence* (whereby the injured party has to some degree contributed to his or her injury, possibly including implied risk) is a bar to compensation.

- The law of *negligent misstatement* (in the UK also called “tortuous liability for negligent advice”) is of particular relevance to intelligent expert systems, such as MDSS. No contractual relationship is necessary in order to this doctrine to apply; rather, the defendant must simply present himself (and be understood as such) as an expert and give “advice which is intended to be taken seriously and acted upon” (*Ibid.*, p. 188). If the recipient of the expert advice suffers injury, damage, or loss as a direct and proximate result of the advice, then he or she may have legal recourse to seek compensation from the designer or manufacturer of the system. At present, UK law has:

> [...] the effect of making the persons and organizations responsible for the creation of expert systems liable to the ultimate consumers of the advice generated. The experts who provided the rules and facts used by the system, the knowledge engineers who formalized the knowledge, the programmers and analysts responsible for designing the inferencing and interface programs could find themselves liable if the advice generated by use of the system is incorrect. (*Ibid.*, p. 189)
There are at least two defenses possible to this in today’s UK law: there was no duty of care (either the damage was not foreseeable, the relationship between system developer and recipient of information was too attenuated, or the information was used for a purpose unknown to or reasonably unintended by the system designer), or a reasonable disclaimer, exemption clause, or limitation clause existed which limited or absolved the creators of the system of liability (Ibid.). That said, no disclaimer absolves of liability in cases of product liability or malpractice that lead to death or personal injury (Ibid.). The potential implications of applying various negligence claims to cases involving MDSS is presented next.

*Products liability* allows the consumer to sue the designer, manufacturer, or vendor of a defective product without having to prove negligence and without having to prove a contractual relationship. Of course, products liability can refer to negligence law, but does not have to. In the U.S., products liability often takes the shape of strict liability (described below). It can also involve claims on warranty of fitness. All products liability cases center on a claim or claims of fault or defect in one (or more) of the following areas: design, manufacturing, or marketing. Locating the defect can be incredibly difficult in cases involving hardware and software.

The most important and effective defense to products liability suits in the UK is that of “state of the art,” whereby the defendant need only prove that “the state of scientific and technical knowledge at the relevant time was not such that a producer of products of the same description of the product in question might be expected to have discovered the defect if it had existed in his products while they were under his control” (Ibid., p. 195). Once a product has left the factory floor, however, “control” by the manufacturer is largely no longer possible.

The doctrine of *strict liability* (which operates primarily on manufacturers and vendors of products) requires that the injured party demonstrate that the faulty or damaging product is the direct and proximate cause of injury. For strict liability to hold, the causal pathway may not be too attenuated between injured party and faulty product, nor may the injured party have in any way and of own volition contributed to the injury. Not important, however, is whether or not the defendant exercised care in preventing the injury; carefulness does not even enter the picture. Strict liability is, thus, a special type of liability that recognizes causal responsibility, regardless of intent. In other words, someone may be held strictly liable for an event or outcome if it can be shown that that person’s actions directly and causally led to the outcome.

The initiator of an accident, or of unintended consequences, can come under this doctrine. As mentioned above, the establishment of a clear, limited causal pathway between agent and outcome is sufficient to assign strict liability; but establishing causal or strict liability is quite different from establishing moral responsibility, which sets the bar at a higher level. Should the doctrine be applied often to cases involving harm or damage due to MDSS use, it could effectively curtail research
and development of future systems, as manufacturers and vendors would be held legally responsible to create systems of an impossible (and undesirable) standard: the error-free system (Miller, 1989). The potential implications of applying products liability or strict liability to cases involving MDSS is presented next.

**Potential Legal Scenarios**

While this chapter has primarily focused on the possibility of assigning some level of legal responsibility to advanced MDSS, the chapter has also noted that current liability and negligence law already acts upon the users of MDSS (usually, the medical professional) and the objects of MDSS use (usually, the patients and sometimes the medical professionals, too, if they are using the system in order to increase their knowledge).

The legal issues that arise with the use of MDSS most often involve questions of liability for harm or damage caused. The law of negligence—as invoked in medical malpractice suits—turns in part on the “standard of care” due the patient. The future-proof standard is always evaluated with reference to the field in question, and so will differ by medical area, geographical location, and time. At some point it may no longer be possible for medical professionals—and the hospitals that employ them—to avoid using MDSS; indeed, they will have a duty to use them, both legally (to uphold the standard of care and thus avoid malpractice) and ethically (to uphold the principle of beneficence, to provide the best possible care to patients). Once this happens, and assuming that intelligent systems continue to develop so-called intelligent capabilities, one could even argue that advanced MDSS move from being mere tools in decision making, to being partners in decision making, perhaps partners in healthcare. From this perspective it would appear imperative that some degree of legal liability be assigned to the intelligent system.

- **Strict Liability Scenario 1:** Should strict liability be applied often to cases involving harm or damage due to MDSS use, it could effectively curtail research and development of future systems, as manufacturers and vendors would be held legally responsible to create systems of an impossible (and undesirable) standard: the error-free system (Miller, 1989, p. 76). Because of the potentially exorbitant costs to physicians and hospitals to purchase products liability insurance for using MDSS, Miller argues that judges are not likely to apply strict liability except in the most clear-cut and extreme of cases.

- **Strict Liability Scenario 2:** What Miller did not consider in 1989, however, is that today’s systems that feature AI in their system design are unable to function entirely error-free, as committing mistakes is part of the way in which they “learn.” This makes strict liability an even more prohibitive doctrine to
apply (as it would stifle development) and more difficult legally to justify (as
it relies on a clear connection between human error in design, manufacturing,
or marketing, and damage or injury to the defendant).

- **Products Liability Scenario 1:** The designer of a controllable system that
  aids or replaces human decision-making can be held liable (under products
  liability) for the damage the system creates only if the product has functioned
  or performed incorrectly due to its design, manufacturing or marketing, all
  of which are determined prior to the product leaving the factory floor. For
  products liability, the type of MDSS is of little issue, so long as its incorrect
  or damage-causing behavior can be traced back to human error.

- **Products Liability Scenario 2:** The designer of a system that performs outside
  of human control (outside of human predictability) is likely not liable for the
  above situation, under products liability, because the incorrect or damage-
  causing behavior cannot necessarily be traced back to human error. To do so
  would effectively end the development of all learning automata.

- **Negligence Scenario 1:** If a healthcare professional uses a system that func-
  tions as aiding, but not replacing, decision-making, the operator retains ultimate
  control of, and legal liability for, the application of the MDSS’ advice, under
  negligence law. If a patient is injured as a result of the operator’s decision
  (even though it was partially informed by the MDSS), and not as well by the
  patient’s own accord (as contributory negligence is a bar to recovery in many
  jurisdictions), then the patient has the right to seek recovery via negligence
  law.

- **Negligence Scenario 2:** If the use of MDSS is claimed to form the standard of
  care, then a healthcare professional’s decision not to use it could bring negli-
  gence claims. In legal systems that recognize vicarious liability, the employer
  of the healthcare professional (usually a hospital) is potentially also open to
  negligence claims.

- **Negligent Misstatement Scenario 1:** Insofar as an MDSS is considered an
  expert system by users, the person or persons who create, edit, or update the
  MDSS’s knowledge base are likely to be held responsible for the accuracy
  of that information, as they have a duty of care to the receiver of such exper-
  tise.

- **Negligent Misstatement Scenario 2:** But where the MDSS “learns” from iter-
  ated interaction with the user, and in the process makes mistakes and adjusts
  behavior, it is less clear that a person or persons would be held liable for the
  accuracy of such statements, as it is far less clear who holds the duty of care.
  An analogous situation: licensed physicians graduate from medical school,
  where they receive much of their ground education, which is later supple-
  mented by interning at medical facility. If a physician’s actions cause damage
  or injury to a patient, neither the medical school nor the medical facility where
the physician received his or her practical training, is open to liability under negligent misstatement, although it could be argued that the physician bases his or her actions on the “statements” or expertise offered by, and gained at, the medical school and the medical facility. One could thus draw an analogy with the duty-of-care status of the person(s) who supply and edit the MDSS’s knowledge base.

One important theoretical reason why negligence (including negligent misstatement) claims might still operate only on humans (as opposed to the system) is that, where a healthcare professional owns and operates an expert system, he or she could be held partially liable for the misapplication or misinterpretation of the expert system’s advice. This is because “[p]ossible existence of errors in communication may make it difficult to establish the product as the direct cause of the patient’s injury” (Miller, 1989, p. 79). Errors in communication could stem from the user interpreting commands and prompts differently than that system (or, the system designer) intended. Unfortunately, the user would necessarily discover communication errors post fact, after acting upon information provided by the MDSS and noticing harm or damage to the patient (because, before that point, the communication cannot be deemed to be incorrect or faulty but must be considered correct).

Conclusion

Responsibility Differs by MDSS Type and Usage

The arguments and theories summarized in this chapter generally subscribe to one of essentially two ways of viewing MDSS:

1. As a black box, where “users are unable to monitor what is going on in the system as a matter of fact (inaccessibility) and secondly, even if they could monitor what was going on, they would not be able to keep track of it (intrac-tability)” (van den Hoven, 2001, p. 2); or

2. As a complex internal system, the behavior of which can ultimately be controlled and predicted.

To determine which view to adopt, one should assess the MDSS’ behavior and usage environment. Is it used (or to be used) as an aid or a substitute for human decision-making? The arguments and counterarguments presented herein for as-
signing least three types of agency to computer systems are all dependent upon the classification of the MDSS as an aid/supporting system, or a replacement/substitute for human decision-making. Nearly all such arguments eventually rest upon role responsibility: surrogate agency, borrowed-servant agency, artificial legal agency (via Chopra & White), and artificial moral agency (via Floridi and Saunders). Where an MDSS actually actions a course of treatment, causal responsibility can be assigned. The causal pathway is less clear for an MDSS that is used in a primarily support position.

Legal Agency and Liability are Most Viable

This chapter’s exploration of the relevant legal doctrines of tort law indicates that the easiest way to assign agency and responsibility is to do so via the law. In this respect, there appears to be a significant divergence between moral and legal philosophy, which usually overlap to a high degree.

Chopra and White are correct to point out that the law does not yet preclude the possibility of applying artificial agency to non-human actors, as legal agency and legal personhood do not rely necessarily on consciousness, adult mental capacity, or the presence of a contract between agent and principal, all of which are oft-voiced barriers to granting legal personhood. If one argues that an MDSS fulfills the conditions for legal personhood via artificial legal agency, this comes with rights and obligations, including the possibility of liability under both negligence and strict liability law.

This chapter also notes that current liability and negligence law already applies to users of MDSS and the objects of MDSS use, which are usually patients but can also be the medical professionals if they are using the system for increasing their knowledge. Some might argue that to hold the system designer or operator liable for the to-some-degree-unpredictable statements of a computer system would serve to stifle development in the industry.

The legal issues discussed in this chapter most often involve questions of liability for harm or damage caused. The law of negligence—as it is invoked in medical malpractice suits—turns in part on the standard of care due the patient. Goodman (1998) writes: “The future of the health professions is computational,” (p. 1), potentially implying that MDSS uptake will increase until it becomes the norm: “Suppose the use of medical computers evolves to the point that half of all practitioners employ them to good effect. Are those who do not use computers then providing substandard care? [...] It will not be obvious when we cross such a Rubicon” (p. 7, Goodman’s own emphasis). Standard of care is a future-proof legal concept, insofar as it changes in step with developments in technology. The standard is always evaluated with reference to the field in question, and so will differ from field to field, country to country.
The legal discussion herein is intended to highlight some of the potential legal consequences of MDSS use. As there is a dearth of actual precedent (in both the case law and legislative law) upon which to base them, the scenarios presented herein are necessarily hypothetical and exploratory. Uncertainty in the law is a constant feature in any legal system in which doctrine can be set and broken by precedent. As stated earlier, it can be valuable to venture predictions about which legal doctrines would plausibly apply in a particular case, but in the end the only definitive answers come from either a legislature’s lawmaking or a judge’s ruling, but at the same time, not forgetting that matters of law are often matters of interpretation.

Greater Capacities, Wider Applications

The scope of the issues raised by learning automata extends beyond the immediate world of healthcare. Healthcare is an industry in which the technology is gaining a firm foothold and in which the use of decision support systems is often safety-critical, which it is not often in other areas in which decision support systems are sometimes employed. The reality today is that decision support systems are used in many aspects of modern life. For example, if you buy shares in a mutual fund, the fund manager’s decision when to buy or sell stock is almost certainly informed (if not actioned) by a computer program, which crunches large amounts of market data to identify the optimal conditions—arbitrage situations—for executing a trade. If you apply for private, non-federal health insurance in some countries, your medical, financial, genealogical history—and even geographical location—may all be analyzed by a computer program to calculate the premium you pay, or the amount of the claim you may seek, each of which itself is assessed by calculation of the risk that you will draw on the insurance at a certain time, for certain amounts.

There is little reason to suspect that the use of intelligent or advanced decision support systems will not extend into yet other areas of society, commerce, and science in the future. But blind faith in the advantages and capabilities of an advanced decision support system can be just as harmful as irrational fear of the technology. It is time to begin thinking of potentially novel ways to deal with the moral and legal consequences of their use. MDSS technology continues to develop and evolve; so, too, should the debate.
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**Endnotes**

1 This chapter is a condensed and significantly revised version of part of a published Master’s thesis: Haviland, H. “The Machine Made Me Do It!”: An Exploration of Ascribing Agency and Responsibility to Decision Support Systems, available on-line at: http://urn.kb.se/resolve?urn=urn:nbn:se:liu:diva-2922

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
(retrieved on 2007-09-19) to which I would refer any readers interested in a fuller treatment of the ethical and legal theories presented so briefly here.

2 See, for example, HLA Hart (1994 edition), *The Concept of Law*.

3 Hart writes, “[...] though in certain general contexts legal responsibility and legal liability have the same meaning, to say that a man is legally responsible for some act or harm is to state that his connexion [sic] with the act or harm is sufficient according to law for liability. Because responsibility and liability are distinguishable in this way, it will make sense to say that because a person is legally responsible for some action he is liable to be punished for it.” (*Ibid.*, p. 521).

4 Although if the injured party seeks compensation in the form of ensuring that the product is removed from the market and no longer poses a threat, then the product’s removal could be a form of compensation—albeit intangible, mental compensation. But there again, it is a person or persons who actually remove the product from the market. The product cannot do so itself.

5 According to Bainbridge (2000), the UK law of negligence has its origins in *Donoghue v. Stevenson* [1932] AC 562, which is a generally uncontested assumption. I have yet been unable to determine the exact case law origins of US negligence law.

6 UK law of negligent misstatement has its origins in *Hedley Byrne & Co Ltd. v. Heller & Partners Ltd* [1964] AC 465, according to Bainbridge (2000, p. 188). *Hedley Byrne* has since been stretched to cover negligent provision of a service (*Ibid.*, p. 193), which theoretically brings it into the domain of expert systems based on software *per se*.

7 In the UK, products negligence law stems from the *Consumer Protection Act 1987*. In the US, products negligence law stems from various state statutes, some of which are based on the *Model Uniform Products Liability Act* and the Uniform Commercial Code. No federal products liability statutes exist in the US.

8 One could potentially go so far, invoking King and Rogerson’s (2004) study of ethical principles, to argue that the patient’s right to equality (here, equal care and treatment) requires the use of MDSS.

9 I first heard the terms “aid versus substitute” used in this context during conversations with Simon Rogerson, May 2005.
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Abstract

In this chapter, we look into the potential problems arising from the use of information and communication technology (ICT) artifacts in electronic health. We focus on issues such as liabilities and responsibilities and discuss these issues on the basis of patient-physician relationship, negligence, agentization, and anthropomorphism. We conclude the chapter with recommendations originating from different fields of industry. These recommendations are applied to the field of electronic health in order to make users more aware of the nature and use of ICT artifacts in various health care situations.
Introduction

In electronic health, care is mediated using different ICT artifacts, sometimes over geographical and organizational barriers. The technology provides an extension to health care processes, which are traditionally interpersonal by nature. Ideally, the introduction of technology should not negatively affect the quality of care. However, the constantly advancing technology and ever increasing demand of cost deductions can lead to a situation where less attention is given to ethical issues. Many of the solutions of electronic health exist today only to serve the purposes of better profit and decreased costs of operations. While these reasons are undoubtedly valid, they should not be pursued at the expense of ethics, which is the foundation of all medical practice.

When ethical, legal and risk issues in electronic health in general are considered, the following issues are typically raised (see, e.g., Rodrigues, 2000; Stanberry, 2001; Wagner, 1999):

- Confidentiality
- Security
- Consent
- Responsibility
- Liability

While confidentiality and security are vital aspects in electronic health, in this chapter we focus on the issue of responsibility, to which issues of consent and liability are closely tied. Our emphasis is within the context of the issue of the implementation of the technologies, giving less attention to technological details such as the standardization of communication protocols for example.

While our sole focus is not in the technology per se, we must acknowledge that its rapid advance has had a tremendous impact on the health care processes and practices. The rapid adoption of different artifacts of information and communication technology (ICT) in health care has created a concern about a patient’s ability to identify where the responsibilities lie when these artifacts are used. The patient does not necessarily know when an actual doctor-patient relationship is formed or with whom it is formed. ICT intensifies this problem since in electronic health the technology not only enables information exchange with physicians or other professionals of health care; it also enables the use of different information systems or devices in the decision making process related to the actual care. This is problematic especially in a situation where the patient is not aware that the interaction originates from a device or a system, not from a clinician.
Issues such as agentization and anthropomorphism further muddle the picture since the artifacts used in ICT mediated health care may contain characteristics which are intended to create an illusion of life where there is none. This can be particularly problematic in a situation when the user is not familiar with the technology they are using, or where they have a decline of mental or cognitive capability that may have an effect on their user experience. This may be especially relevant given the current trend of creating ubiquitous or “invisible” solutions in the field of home care.

The lack of ethical procedures, guidelines, and standards in the field of electronic health could easily be blamed on the speed of technological development. This view, however, is flawed since many of the legal and ethical issues related to electronic health are common to health care in general (Stanberry, 2001). Such issues simply emerge in a different fashion when they are considered in the context of electronic health. In general, the change has been so rapid that legislation and standardization have not been able to keep up with the changing context.

This is particularly the case in electronic health where the legislation is inconsistent and ranges from a light “reasonable” approach to the very strict (Wachter, 2002), and where professional guidelines, standards and regulations are either inadequate or do not exist (Stanberry, 2001). Due to this rapid development of technology, standardization, and legislation tend to be reactive, rather than proactive. This has resulted in a situation where rules and regulations specific to the field of electronic health come into force after the technical applications and associated systems are already in production. However, in order to ensure the successful and seamless adoption of electronic health, consideration on how they should be adopted and integrated into the health care system in general must be made beforehand, not at the production stage.

Models of Patient-Physician Relationship

Throughout history, ethics has always played an important role in (western) medicine. Until the emergence of modern medicine around 1800, philosophy and medicine enjoyed a rather close partnership (Svenaeus, 2001). For example, the Hippocratic Oath founded by Hippocrates around 400 BC still captures the essential responsibilities and duties of physicians today. Even though the speed of technological advance today is almost impossible to comprehend, the practice of medicine should still be about patients, not just about science and technology.

Patients and their relationship with their physician has been one of the central aspects of medical ethics ever since the early days of the Greek and Roman philosophers. In the spirit of these ancient philosophers, this relationship has been characterized as a form of friendship, which was the focal point of the moral life at that time (see
e.g., Plato 380 BC, Aristotle 350 BC). Much later, particularly in Spain, this friendship between the patient and the physician has been known as “medical philia” (Svenaeus, 2001), which emphasizes and even idealizes the special relationship between the two.

Childress and Siegler (1984) further characterize this relationship using five different models. The first model, paternalism, describes the relationship as akin to a relationship between a parent and an infant. According to this model, the relationship is by nature asymmetrical and hierarchical, and the doctor has a moral authority over the patient. If we consider the empowerment of patients enabled by the increased and ever increasing access to different medical information sources made available via the Internet, this model is now under heavy dispute. For example, the pharmaceutical companies advertise their products more directly to patients (via email for example), creating a potential conflict between the demands of the empowered patient and knowledge of the physicians. Nowadays it is not unheard of that the patients challenge the authority of their “parents” (i.e., physicians) by demanding a certain type of treatment or medication.

The second model, partnership, emphasizes collaboration and association between the patient and the physician creating a covenant of a sort. In this model, the two parties together strive to pursue the shared value of patient’s health. In contrast to the paternalistic model, this one perceives the patient more as an equal, or as an adult, and respects the personal autonomy of the patient. In partnership, the physician does not automatically “know” what is best for the patient and the physician considers the patient as an indispensable source of information, that must be taken into consideration when planning their health care.

The partnership model is a step closer to the third model, which is known as rational contractors, in which the care is perceived as a contract between two parties. Like the second model, this describes the relationship between the two parties in terms of equality and autonomy. In this model, the parties agree to exchange goods and services according to contracts, which are often subject to governmental sanctions. The sequential nature of these contracts largely forms what we understand as patient trajectory. It can be argued that this kind of model promotes mutual trust, but it fails in many areas. For example, the model neglects the fact that some sick and elderly people with declining mental and cognitive abilities are unable to act as full partners. As described by Childress et al. (1984), the model also neglects virtues of care and compassion, which are present in the previous two models.

The fourth attempt to describe the relationship between the patient and the physician is called the friendship model, which in practice captures the spirit of “medical philia” discussed earlier. Distinct from the medical partnership, which emphasizes the limited scope of the relationship and emotional reserve related to it, the medical friendship stresses the intensity of the relationship applying ingredients from more personal models into the mix. This friendship model is probably the closest one to
the arguments made by Post (1994) who states that in order to recover trust physicians must demonstrate personal care and compassion to their patients.

While the first four models create plausible models for the relationship between the patient and physician, Childress et al. (1984) consider the final model as the most unrealistic and undesirable. This final model—known as the technician model—perceives the physician as an engineer, who provides a technical service to patients who are consumers. In this model, the physician simply describes the facts of the condition thus handing the autonomy, and largely the responsibility, over to the patient. In her article, Cohn (2004) compares the physician in this model to an automobile mechanic. Similarly to a mechanic, the physician assesses the problem, provides available options, and is obligated to provide the treatment selected by the patient. In this model, there is no real two-way relationship between the parties and it is hard to point to where the moral responsibility lies. While Childress et al. (1984) consider this model as the most unrealistic of the five, we argue that this model captures some of the worst elements of electronic health, creating a potential to multiply risk issues. Like Post (1994) we argue that the pressures of technology, as well as those of time and money, work against the kind of care that promotes personal care and compassion.

---

**Defining Electronic Health**

To give a comprehensive definition of electronic health is difficult. The concept of using ICT artifacts in health care has many faces and many names. In literature the concept is known variously as “telecare,” “telehealth,” and “telemedicine” (amongst other), which all give a special notion on the use of technology. One of the concepts that capture certain key elements of electronic health is “telemedicine,” which literally means “medicine at distance.” A more formal definition for telemedicine is provided by the European Commission (1993): “Rapid access to shared and remote medical expertise by means of telecommunications and information technologies, no matter where the patient or relevant information is located.” This term draws its power from a vision of providing care to those who need it, disregarding all barriers. What this definition itself does not explicitly state is the nature of medical expertise; does it originate from “the man or the machine”?

Amongst others, electronic health has applications in basic health care (diagnostics and treatment), health education, health informatics, self-care, and research. Especially in (western) industrial countries, there are only a few, if any, domains in health care in which ICT artifacts are not used. Due to its wide spectrum, electronic health is considered in this chapter as an inclusive term, which covers all health care professionals and different customers of health care services. Fundamentally, the
term is about providing best health care possible to those who need it.

Using ICT in health care has a long and interesting history. If electronic health is considered in a broad sense, it came about with the introduction of telephone when Dr. Alexander Bell called “Watson come here, I want to see you” on March 10, 1876 because he inadvertently spilled acid on himself (Hodson, 2003). Today, medical practitioners around the world are starting to realize the potential of ICT in health care. Powered by modern telecommunication technologies, it is possible to interact with colleagues and patients around the globe. This possibility to overcome geographical distance is considered as the major technical novelty in electronic health (Raes, 1997). While overcoming geographical distances might be just a matter of technology, a more challenging obstacle lies in the organizations that employ ICT in health care processes. In order to fully utilize ICT in day-to-day operations of health care, organizational (including legislative) and social barriers (such as user resistance to change) must be leveled as well.

Example applications in use today include: remote consulting, transfer of images and health data on patients, data mining of patient records for use in medical education and training, intelligent medical systems (see e.g., Coiera, 2003; King, Garibaldi, & Rogerson, 2002), and interaction with medical hardware such as diagnostic instruments or the remote monitoring of a patient either by a clinician or by a system or a device.

Defining Anthropomorphism

Anthropomorphism, which commonly means endowing human characteristics to nonhuman objects or forces, arose initially in the context of theology, where the question was how to understand the nature of God. In the context of ICT anthropomorphism is commonly attributed towards artificial intelligence, robotics, or user interfaces (see e.g., Carrier, 1990). According to Takeuchi and Naito (1995) through intentionally designing anthropomorphic interfaces even experts, let alone laymen, are easily led to act as if the computer software was a social actor, in regard to computers and software such as the patients or physicians might use.

Anthropomorphism has intentional and unintentional dimensions. Intentional, or planned, anthropomorphism exists when human-like attributes are purposefully introduced to electronic services and applications in order to provide natural and comfortable interaction, and conversational communication (Marsh & Meech 2000; Takeuchi & Nagao 1993). Non-intentional anthropomorphism occurs when people humanize the inhuman for example, by attributing human-like attributes to computers and other media, treating them like people (Heckman & Wobbrock 2000). According to Heckman & Wobbrock (2000): “With surprising ease, overly trusting consumers
may be persuaded to interact with anthropomorphic agents in a way that endangers them” (p. 435). This is even more the case in electronic health, where the possible danger is direct and ever-present due to the nature of the situation. In the field of electronic health, intentional anthropomorphism exists for example in applications and systems of telepresence, and in electronic services for the aging. For example, a Japanese nursing home has used ifbot 620, a robot that can sing, express emotions and give trivia quizzes, in their elderly care (Reuters, 2007).

Regardless of the potential benefits of intentional anthropomorphism there are some possible risks—especially in the matters of authenticity, trust, and credibility (Dowling, 2001). Users must be able to discriminate between real and unreal. As Dowling suggests, the inability to make a distinction between human-originated and machine-originated data is of importance; but the authors want to stress the importance particularly in electronic health, since in such a critical area people must be able to effectively utilize and judge the information they receive. If the information is of dubious value, it is unlikely to be incorporated into the individual’s decision-making (Bengtsson, Burgoon, Cederberg, Bonito, & Lundberg, 1999) but if the information received from an intentionally or unintentionally humanized interface is taken uncritically, then relevant questions will not even arise.

In electronic health, anthropomorphism has taken extreme forms in the teaching and training of medical skills. While we all are probably aware of using the Resusci ® Anne CPR training manikin for the training of resuscitation skills, far more advanced artifacts are used. For example, in the UNAM University in Mexico City and Royal North Shore Hospital in New South Wales, amongst others. These facilities

*Figure 1. Gaumard ® Noelle ® birthing simulator (Figure courtesy of Gaumard Scientific Company, Inc.) Used with permission.*
employ extremely anthropomorphized artifacts in patient care and in training for midwifery (Lahtiranta & Kimppa, 2006a). One of the companies, which provide highly anthropomorphized manikins to the field of medical training, is Gaumard Scientific Company, Inc. (www.gaumard.com). Their products, such as the Noelle® birthing simulator (Figure 1) are used for training of medical students in most of the Kaiser Permanente’s 30 hospitals in the United States (Elias, 2006).

The Noelle® is a programmable, full-size simulator, designed to reproduce different births, including those with such complications as caesarean sections and breach deliveries, in real time or accelerated speed. The simulator is equipped with an interactive female model with one birthing baby and one interactive neonate. With the simulator, the students can have a safe environment in which to learn about effective work in a real world clinical situation.

**Defining Agentization**

The advent of different self-diagnostics and online solutions has given birth to a different kind of problem, which is closely related to the technician model by Childress et al. (1984). In addition to anthropomorphism, a different kind of phenomenon is emerging, namely agentization of ICT artifacts. While anthropomorphism by its definition is about giving human characteristics to nonhuman objects and forces, agentization is about imposing human-like activity on non-human objects. In future studies, agentization also contains a notion of independence and existing independently of the human. Agentization, like anthropomorphism, is something we use and encounter on a daily basis. Probably every one of us remembers more than one situation in which we wonder what our computer does all by itself. In those infuriating moments, it almost feels like “it” (the computer) has a will of its own.

Like anthropomorphism, agentization can be considered as a way of handling uncertainties. It is easier to imagine that an ICT artifact acts like a human thereby allowing the opportunity of predicting its operation. For example, when a computer is under a heavy workload and the pointer on the screen turns into an hourglass (or similar), some users refer to the action as “thinking” (i.e., the computer is thinking what it is going to do next). In electronic health, agentization can be considered as a way of shifting responsibilities or even distancing oneself from the patient. A physician, or a patient, can use agentization as a defense mechanism and a utility of the technician model by referring to a computer as an authority. The computer users can also use an ICT artifact as their base of power, as a way of justifying their actions (i.e., it “said” that certain conditions are met, therefore specific actions “must” be taken). This kind of attributing of human action onto a computer may lead to a gradual erosion of control as the users create a habit of misplacing trust on to the
ICT artifacts. By giving away a part of their autonomy to these artifacts, and by extension to their authors (e.g., programmers, etc.) they will eventually pick up a habit of considering ICT artifacts as actors, not as the tools that they should be. For a more thorough insight into this issue, see Chapter V by Gröndahl in this book.

**Defining Ubiquitous**

In 1991 Mark Weiser, a man considered today as the father of ubiquitous computing (Yu, 2005), wrote his seminal article in which he declared, “The most profound technologies are those that disappear. They weave themselves into the fabric of everyday life until they are indistinguishable from it.” (Weiser, 1991). After this first declaration of what today can be considered as ubiquitous we have witnessed the slow evolution of his vision.

At first, Weiser’s (1991) vision was brought to reality in the form of mobile technologies and slowly as the technology advanced, more multiform technologies came into play. Surrounding the concept various projects were launched in universities and companies around the world, some of the most famous ones being Xerox’s Smart Media Spaces and Microsoft’s Easy Living (cf. Ma et al., 2005; Yu, 2005). The purpose of these projects was to create a dynamically adaptable environment for multiform (ICT) devices in order to create a single, coherent, user experience where the devices communicate seamlessly with each other and with the users.

Weiser’s (1991) vision has also given rise to other closely related, or even overlapping, concepts such as ambient and pervasive technologies. For example, European Union’s Information Society Technologies Program Advisory Group (ISTAG) defined the concept of ambient intelligence as a situation in which people are surrounded by intelligent intuitive interfaces that are embedded in all kinds of real-world objects producing an environment which is capable of recognizing and responding to the different individuals in seamless and unobtrusive way (cf. Ducatel, Bogdanowicz, Scapolo, Leijten, & Burgelman, 2001). Regardless of the actual term, all of these concepts share the same notion presented by Ludwig Wittgenstein in his Philosophical Investigations (1968): “The aspects of things that are most important for us are hidden because of their simplicity and familiarity (one is unable to notice something—because it is always before one’s eyes).” In the spirit of this notion, ubiquitous, ambient and pervasive technologies are similarly inconspicuous, sharing the following basic requirements: they need to be contextualized, responsive, (inter)connected, and invisible.

In electronic health, ubiquitous solutions have become abundant during the last few years. Particularly with regard to home care for the elderly ubiquitous solutions are considered as a partial solution to the imminent and large-scale demographic
change in which the proportionate amount of the elderly is forecast to increase rapidly. For example, the European Union has allocated significant funds in its Framework Programmes to projects such as CAALYX (http://caalyx.eu) which aims to answer the needs of the ageing population through the implementation of ubiquitous systems.

Consent

Consent is one of the key issues when ethical, legal, and risk aspects in electronic health are considered. Consent is about the acceptance of, and the need for, the patient to give fully informed approval for a physical examination, other health care procedures, and also to the use of electronic data, which contains personal identifiable health data.

In general, two types of consent can be identified—implied and expressed. Implied consent is behavioral (for example, the patient undresses for the examination). Express consent is explicit; the patient gives permission verbally or in writing (Machin, 2003). Consent can never be regarded as a paper exercise or mere process. It is essential that the patient knows what the consent is about and what they are agreeing to (i.e., the patient is informed). Without knowing what the consent is referring to and what the consequences of it are, the patient cannot make sound judgments, and therefore the validity of the consent is questionable. In addition to being informed, the consent must be valid before the law; the patient must be competent as defined by law and the consent must be given freely. The fourth issue raised by Machin (2003) is a requirement that the consent is appropriate (for example, consent to sterilization does not include bilateral salpingectomy, that is, the removal of both fallopian tubes in a woman).

Informed consent originated from common law principles of non-disclosure. Since then it has developed from various interpretations by the courts and legislatures into a patient’s right to participate in the decision-making process regarding to the type of treatment the patient is about to undergo (American Association of Endodontists 1997). In the majority of western countries the patient’s right of informed consent is protected by the legislation. Furthermore, the contents and structure of the informed consent documents and process are defined in a detailed level (for example: Connelly, 2000). Despite the legislation, due to the number and type of different actors potentially involved in the care and because of different interpretations on the contents of the consent form, it can be difficult to ensure that the patient has given consent, informed or otherwise.

Different parties related to the care of patients exchange, require and contain different information in such amounts that a complete picture of the information flow between
the parties can be hard to control—or even to understand. As communication with different parties outside the sphere of health care is required to a greater extent, the complexity of information that is being exchanged grows even more. For example, in the case of a chronically ill elderly patient the chain of service might require interaction with transportation, laboratory, general practitioner, specialist, nurses, and so on (Lehto, 2000). All of these actors require different information on the patient and they interpret the information they receive in their own unique ways.

This kind of cross-referring between and within different actors might cause distortion of the health information that has been exchanged especially when information is conveyed by a human actor between different ICT artifacts, or when the information exchanged is converted to meet the requirements of different channels and standards used in the communication between the ICT artifacts. Distortion, or even corruption, of the health information can go unnoticed especially if the clinician or patient does not feel the need to question the validity or the reliability of the information conveyed by some ICT artifact. Distortion and uncritical views towards ICT mediated health information has direct implications for consent and care. If the physician presents the information from an ICT artifact to the patient or to the colleague as facts without verifying the validity and origin of the information the rationale behind the informed consent becomes flawed. Therefore the patient and the physician should always be aware of the origin of the information and of the possible effect of the information exchange standard or mediating channel used.

**Distancing**

Generally, distancing can be defined as declaring oneself to be unconnected or unsympathetic towards something or someone. In practice, this means that individuals, or groups of individuals, create emotional or physical barriers between themselves and the objects they perceive in negative fashion (fear, loathing, even awe). Lott (2002) approaches this social phenomenon by dividing it into two categories, cognitive and institutional, according to its function.

Cognitive distancing occurs when individuals emotionally separate themselves from other individuals, or groups of individuals. This phenomenon typically relies heavily on stereotypes, creating a distinct view of two different groups, “us” and “them.” For example, this kind of separation can be made on the basis of social status (economic, occupational, or educational), religion, or ethnic background. Lott (2002) also describes institutional distancing, which is the more tangible and direct of the two categories. Effectively, institutional distancing is implemented by creating barriers of societal participation and it can be realized, for example, via education, legal advice, and health care. It is not unknown that those with low
social status, are often forced to attend to state owned schools, or they have to rely on public health services, which usually suffer from lack of resources and may be of lower quality.

While these two forms of distancing stem from individuals, from their values, morals and education, effectively defining discrimination, and thus separating “us” from “them,” we must consider the phenomenon both ways. In addition of being devalued by an individual, or a group, the target of this phenomenon can suffer from more tangible exclusion as well. Alienation, or forcible disconnection from the people, values, or things, which are important for an individual can be viewed as a similar mechanism of social distance as that of distancing, with one distinctive difference; this forcible separation is typically enforced by external factors, such as for example the prevailing views of the general public.

Particularly in the case of home care, where different solutions of ubiquitous technology are emerging, potential effects of distancing must be taken into account. For example, if patients are forced to interact primarily (or solely) with their care provider by using a technological medium (such as a computer or a digital television), they may be prone to institutional distancing. The patients may feel discriminated against, or separated, perhaps even not worthy of the “normal” face-to-face health care they are used to. For elderly people in particular, the visit to the physician can have a significant social meaning, potentially superseding the significance of the care itself. If this social interaction is diminished, or completely removed due to an ICT artifact, the effect of institutional distancing may be even stronger. In situations in which the information exchange goes unnoticed, via some ubiquitous solution, the patient may especially feel stripped of all emotion and compassion—as described in the first four patient-physician models by Childress et al. (1984).

In addition to institutional distancing, interaction that primarily (or solely) is based on some electronic medium can also make the patient and the care provider prone to the effects of cognitive distancing. The risk of this effect is particularly increased where the technology is used to encapsulate certain ethnic or demographic groups. For example, if ubiquitous solutions for home care become abundant amongst elderly people who live assisted lives alone at their homes, the technology can be used to separate, and potentially alienate, this group from other patients and groups.

**Patient-Physician Relationship in Electronic Health**

Rapid advancement of ICT combined with organizational and social innovation has brought applications of electronic health from the context of health centers and hospitals to the layman. This move from a process or patient centered health care delivered by professionally trained staff towards consumer health care has created
new business models, introduced new service providers and given room for new and alternative treatment methods. As applications of electronic health become commonplace and multiform, they give rise to new forms of the chain of care where the patient-physician relationship is more difficult to construct and, if constructed, it is in general inferior to the non-mediated interactions between patient and physician (Bauer, 2004). The change in the relationship and in the duty that follows from the relationship has created a situation where the practice of electronic health has intensified liability and risk issues, which are already inherent in conventional medical practice.

The purpose of electronic health is to assist in the delivery of health care regardless of the location of patient, health care provider and relevant information. In practice, this means that the patient can access not only their family doctor in the same town or cardiologist in the same country, but also some other health care professional anywhere in the globe. Or, by the nature of electronic health, the patient can access all three of them. This means that there can be any number of professionals involved in the care of a single patient and these professionals can consult any number of other professionals anytime anywhere in the world during the period of care. The number and geographical distribution of the physicians potentially participating in the care of a single patient has created a situation where the patient does not always know if and what kind of patient-physician relationship is created.

The relationship between patient and physician is further blurred with the use of technology, which by definition plays a central role in electronic health. This means that information exchange and communication, and even decisions on how and what kind of care is provided to the patient can be based on different computer applications or information systems. Due to rapid advances in technology, applications and information systems used in electronic health care can range from inexpensive hand-held devices to email or telephone, or even to large and complex expert systems of health care. In Figure 2, we have provided an illustrative example of a potential network of communicating actors and artifacts that can all be related to the care of a single patient.

This complicated Web of different technologies and actors has already had an impact on the patient-physician relationship. When the patient and the physician meet face-to-face, they are generally in a situation where both parties are aware of the professional relationship and respect it. In electronic health this mutuality is usually not present and the relationship can be formed on the basis of distant interaction without actual (physical) examination of the patient. In this situation information on the patients or of their condition does not necessarily originate from the patient themselves but indirectly from another source, such as the devices and applications used in electronic health. While in a face-to-face situation, the relationship can be regarded as one conforming to the partnership or friendship model described by Childress et al. (1984), a complex Web of different ICT artifacts can easily lead to the technician model in which the physician merely dictates the results and hands
over the responsibility of care to the patient. The risk of employing this kind of model is also present in different self-diagnostic utilities and online services. Services and solutions where the patient-physician relationship is not formed or maintained in a traditional face-to-face manner are abundant in the Internet environment. Different counseling and guidance services in particular have become common during the last few years—for example, the interactive symptom checker offered by WebMD (http://www.webmd.com/), one of the pioneering companies offering health information and online health management tools. The symptom checker uses interactive Internet technologies to analyze what an individual’s symptoms may mean. First, the user provides background information related to his or her current physical condition (such as gender and age). Then, they select the symptoms that apply to their ailment. Following a step-by-step process the user is able to review possible conditions and is provided with instructions as to when they should seek medical care. In such cases, which typically require immediate action, the system instructs the user to seek prompt medical attention.

As part of their online services, the WebMD also provides a centralized health record service in which the users can store and maintain their personal health history. With the service, the users can manage and share their health information with other users, such as authorized care providers. When combined with the WebMD risk assessment, the users can compare their personal health score to their peers and track their progress against a predefined health plan. Furthermore, a personalized health...
report, containing potential health risks, is provided to the user by the system for discussions with the health care provider.

Another example where the traditional patient-physician relationship is affected by introducing an ICT artifact to the chain of care is a device, which provides (semi) automatic care for patients suffering from diabetes. The device is a product of Medtronic MiniMed Inc. (http://www.minimed.com) and is approved by the Food and Drug Administration (FDA). The device interprets the metabolic situation of the patient and automatically calculates the correct quantity of insulin for the insulin pump to use. The dose is not automatically injected and the product is not intended for everyday use but it would seem that approval of the device by the Food and Drug Administration (FDA) can be considered as a prelude to a future where adaptable control loop systems are commonplace to self care. A similar device for personal diabetes treatment has also been researched in the EU-project ADICOL, which ended in 2002 (Information Society Technologies 2003). In the EU Framework Program 6 (IST) the technology developed in ADICOL project was further refined into CLINICIP system (http://www.clinicip.org), which is a glucose monitoring system intended to be used in intensive care units.

At the moment physicians are generally aware of the source of their information regarding patients. As the applications and systems of electronic health are developed incorporating more or less anthropomorphic features, the line between human-originated and machine-originated diagnosis becomes faint. One example of an anthropomorphic interface that mixes real and virtual data—potentially altering engagements between patient and physician (Bauer, 2003)—is telepresence. This has a unique place in the field of electronic health. For example, at the moment applications of telepresence are utilized in the advanced casualty treatment procedures of battlefield electronic health (Riva & Gamberini, 2000).

In the situations previously described, distancing is also taking place. If the interaction between the user and artifact forms into a complex Web of different ICT artifacts, the health care professionals are easily distanced from the patients. When the professionals use the artifact for inputting health related information, or recover the information from it, they can be seen as sole mediators of the information, or human extensions to a technological artifact. This kind of interpretation can be further emphasized when the health care professionals use artifacts during the face-to-face patient visit changing a relationship, which is bilateral and deeply personal by its very nature, into something else. Distancing may also occur in very special health care conditions, such as in the battlefield when the nature of the care becomes more a case of preserving warfighters’ efficiency, or when the health related information is used for justifying actions in a crisis area (Lahtiranta & Kimppa, 2005).
Where Does the Responsibility Fall?

Liability and responsibility issues in electronic health and in health care in general are intertwined with the concepts of malpractice and acts of negligence. Health care professionals have duties that are specific to their field of expertise. In addition, professionals must follow certain standards of health care in order to help their patients. If the professionals neglect their duties or breach standards of care, they commit negligent acts (Ashley, 2002). Some of these duties and standards are common to all in the profession. Some of them are dependent on the legislation. In electronic health, the patient and the physicians in the care of the patient can all reside in geographically different locations to the extent of being in different nation states. Therefore it can be difficult to decide which standards and laws apply.

The role of technology in electronic health creates an interesting aspect with regard to liability and responsibility issues. It is according to the spirit of electronic health that a device or system can be used for self-care or self-diagnostics, for example in diabetes. A physician may further use the information from the device or system and base the diagnosis or recommendation on care for the patient solely on that information. If the physician—when using a device or system—acts in accordance with a practice supported by a responsible body of medical practitioners experienced in the relevant specialty and causes direct or indirect harm to the patient, who can be held liable? The answer could be (For other examples, see e.g., McCarthy, 2001; Tremblay, 1997):

- Equipment manufacturer
- Equipment seller
- Equipment operator
- Maintenance provider
- Telecommunications company (or other service provider)
- Sponsoring hospital or similar party, such as some governmental institute
- Patient
- Health care provider at either or both ends of the chain of care for
  - Decision to use or not to use
  - Inadequate training
  - Misuse
  - Misinterpretation of data

In general, proving malpractice can be laborious. Before a physician or other health care professional can be blamed for such an act, it must be proven. In addition, the
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Act must meet the criteria for malpractice or negligence in the legislation, which can vary regionally. Proving such an act can be particularly difficult since those who are accused are typically the ones who write the medical records and take a central part in the paper trail, which forms the basis of accusation. This can be even more difficult in ICT mediated health care where the actual paper trail might not exist, except in the computer log files of the different parties (if there are any). Even if malpractice can be proven, it should not have occurred because of ICT use in health care. Any such potential situation should have been resolved proactively before the related ICT artifact(s) had been put into practical use.

First, a patient-physician relationship—which is the prerequisite for the subsequent duty—must be proven. The court may decide that the relationship is formed if some kind of advice has been provided. Then, it must be proven that the following duty has been breached. And finally, the harm caused by the breach must be pointed out (U.S. Congress 1994). If these three issues can be pointed out, the juridical basis for further actions is relatively solid. In electronic health, these issues become murkier, especially due to the lack of appropriate case law (Erickson & Sederstrom 2004) and due to the mosaic or Web-like structure of different actors involved in the care of a single patient. For example, in the following scenario proving patient-physician relationship, duty and harm can be difficult: the physician remotely diagnoses a patient on the basis of feedback from different devices and systems. Then the physician consults a number of different colleagues and expert systems for advice and second opinion. As a result of the diagnosis the patient must be treated. The treatment is provided by a group of physicians and other personnel using robotic surgery. Afterwards, different devices and systems are used to control the condition of the patient. Some or all of the care provided after the patient has been discharged is given by using approved instruments and systems of self-care and self-diagnostics. Who is responsible in the case of malpractice or negligent act, how can such an act and its consequences be pointed out afterwards?

Certain information systems of health care keep extensive logs on what information has been accessed and altered, who has made changes, as well as the original record. The paper trail and medical records are replaced with digital counterparts and access to the information is monitored. In this case, it is not easy to alter or hide information afterwards. However, in general the logging only provides information about the data that has been accessed and altered. It does not necessarily provide sufficient information on the act itself; what has been done and by whom; or moreover, what is thought to have been done and whether the act was intentional or not. The interpretation of the action still remains with the actors themselves.

Distancing occurs outside the agentization phenomenon as well. When the health care professionals interact with the patients from behind layers of technology, sometimes even asynchronously, they can effectively insulate themselves from the patients, removing the more personal elements such as care and compassion from the relationship. While certain mediated care provided by (asynchronous) ICT ar-
ifacts can be seen to promote medical partnership, for example due to more exact collection of personal health information, the “medical philia” (medical friendship) can be diminished. The lack of a personal touch in electronic health care can also lead to a situation where the patients feel alienated and even unimportant.

Proposed Solutions and Discussion

Legislation and International Cooperation

The role of different standards, guidelines and recommendations has increased, and will increase, in working life. Different companies apply different standards and protocols in order to ensure the high quality and efficiency of their products and processes. Especially in health care these instructions are plentiful, yet most of them are not applicable, or are not applied, to electronic health in particular. The scarcity of different recommendations and instructions, which are specific to the field of electronic health, suggests that it has not yet become routinely used and therefore can be regarded as immature (Loane & Wootton, 2002). As electronic health is commonly considered to be one of the most significant ways of providing high quality care for the increasing amount of elderly people, the need for developing these standards, guidelines and recommendations in global cooperation is immediate—not when different devices and systems of electronic health are in production and routine use.

As long as legislature is not violated, organizations and individuals related to the care of a single patient can craft their own private agreements on responsibility and liability matters. Therefore, especially in the field of electronic health, responsible partnering must be employed. Responsible in such a manner that partnering agreements are formed only with organizations and individuals who comply with the relevant standards, guidelines and recommendations of good practice. An issue closely related to responsible partnering is transparency. Transparency in partnering and funding is needed in order for each partner to demonstrate capability, and a commitment to assess its own dependencies and interests. Principles of responsible partnering, informed consent and privacy, amongst others, are included in the eight principles of the eHealth Code of Ethics, which was introduced by the Internet Healthcare Coalition (IHC) in the spring of 2000 (Carey, 2001).

It is particularly problematic when information systems or devices of electronic health are unintentionally anthropomorphized, or they are ubiquitous by nature. This hinders the ability to treat the applications with the required objectivity. In order to prevent a potentially distorted interpretation about the participating identity (actor or artifact), its role and credentials must be clearly established. Both the patient and the health
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...care professional must be aware when they are using an artifact and not consulting directly with another person. On top of this, they must understand limitations of the artifact and not to trust it as they would trust a person with a complete picture of the situation at hand. This could be done with technical means by removing the unnecessary intentional anthropomorphism from systems and devices, by defining distinct means for separating human-oriented information from machine-oriented information, and by avoiding the placing of artifacts behind a veil of invisibility (i.e. making them ubiquitous) without a proper justification.

Applying E-Commerce Solutions

We agree to a large degree with the danger reducing suggestions made by Heckman et al. (2000) in regard to anthropomorphic agent design, and we are confident that these suggestions can be applied to the field of electronic health. When applied to electronic health the design suggestions can assist in limiting threats to the consumers and users of the devices and systems of electronic health. Heckman et al. (2000) present five different suggestions:

- Create transparent agents
- Create humble agents
- Avoid unnecessary realism
- Carefully consider agent-mediated persuasion
- Facilitate user goals

The suggestions can be elaborated to fit the field of electronic health in the following manner.

Create transparent agents. In the anthropomorphic agent design this principle suggests that the agent should not be a “black box,” which presents apparently intelligent thoughts and behaviors. Instead, the agent should inform the user of their intentions and when needed, explain their actions. Similarly, the principle of transparency should be adapted to the devices or systems of electronic health. The decision making criteria, as well as the utilized health information (or other data) and its origin, should be clearly presented to the user. Furthermore, the device or system should be able to present the rationale behind the use of certain analysis method or algorithm. This kind of transparency should lessen the illusion of the infallibility of ICT, and should also assist in decision-making since the origins of the decision provided by the device or application are presented.

Create humble agents. Anthropomorphic agents should be designed in such fashion that they do not strive to maintain the illusion of life by pursuing a life-like dialogue.
unnecessarily (for example by turning around an unanswerable question). We suggest that the agent should rather inform the users of the boundaries of the agent. In electronic health the awareness of the limitations and boundaries of the artifact in question is of utmost importance, since the information provided by them can be utilized in a critical decision making process with regard to the health and care of the patients. When the device or system of electronic health provides results to the user, it should be able to present the error margins and risk factors related to the results. In addition, if the system recommends certain treatment on the basis of the results, it should be able to reflect the error margins and risk factors to the potential risks emerging from applying the suggested treatment. This view is also supported by Don, Brennan, Laurel, and Shneiderman (1992) who consider that systems, which are capable of behaving as interactive partners, should be able to present their limitations frankly. By combining the principles of creating transparent and humble agents, the user should be sufficiently informed about the potential risks related to the use of the artifact, and if the user should transfer this knowledge forward, for example to a patient, it should promote aspects related to making an informed consent. The question about the boundaries and limitations of an artifact is a particularly tricky one in the case of ubiquitous systems. Presenting their limitations and making the system in question transparent in terms of decision making typically requires stripping it, at least partially, of the very properties that make it ubiquitous.

Avoid unnecessary realism. In many areas of user interface design realism is used to provide a better user experience. However, there is no clear indication that realism should result in better user experience. For example, there are various arguments for and against anthropomorphism in ICT. While some argue that the introduction of human-like features into ICT artifacts creates unpredictability and vagueness (Nass & Moon, 2000; Schneiderman, 1988), others claim that anthropomorphism ensures better user acceptance and creates better user acceptance (Cassell et al., 1999; Gong, 2002). The principle of avoiding unnecessary realism should be applied when a device or system of electronic health is designed. By avoiding unnecessary realism the unnecessary anthropomorphism of the artifact can be reduced. In this regard the impact of the anthropomorphism and agentization which could affect the way we interact with the ICT artifacts can be, at least partially, removed from the decision making process. Again, the ubiquitous systems are problematic in this regard since when they are implemented according to their essence, they are gracefully integrated to daily activities of human society (Yu, 2005). In this regard, avoiding unnecessary realism means making systems less ubiquitous.

Carefully consider agent-mediated persuasion. In e-commerce and in electronic health the use of persuasion is a delicate matter. However, the use of illusion to affect the attitudes and behavior of the user may result in user injury and designer liability. Especially in electronic health the use of persuasion may have dire consequences on the patient and on the liability of the physician. Therefore, applications and systems of electronic health care should not persuade the users but merely state the
necessary facts that can be deciphered from the situation. In this area, if ubiquitous systems are implemented in such fashion that they are truly indistinguishable from everyday life, this principle is typically already in place since such systems are in a sense submissive to real human processes, in leisure and work. However, if the systems steer human processes, slowly altering them to meet the visions of those who implemented the system in first place, this aspect is more valid.

**Facilitate user goals.** The facilitation of user goals should be one of the goals in anthropomorphic agent design, and in the design of devices and systems of electronic health. This facilitation should not be employed at the cost of user safety nor should it have a negative impact on the definitive judgment of the user. As an aspect specific to the field of electronic health, the facilitation of user goals should not muddle informed consent of the patient and it should not impact negatively on the decision making. The facilitation features of the device or system (ubiquitous or not) should follow the principle of careful consideration presented above, and therefore the manifestation of the features should be carefully considered.

In addition to the recommendations by Heckman et al. (2000) we would like to recommend the following actions to be taken when anthropomorphic applications and systems of electronic health are designed:

- Enable the use of an ombudsman.
- Make a clear distinction between actors and artifacts.

**Enable the use of an ombudsman.** Particularly in a situation in which the degree of user’s capabilities are lowered or unknown, use of an ombudsman, or similar practice, may be in order (Lahtiranta & Kimppa, 2006b). The purpose of the ombudsman is to support the user’s actions and ward off one of the potential risks of the ICT mediated transactions. Especially in the field of electronic health, the need for such a mediator may arise due to the terminology and concepts used, or due to the potential differences between the health care practitioners. When considering the use of ubiquitous or anthropomorphized ICT artifacts, an ombudsman may be needed to point out the differences between the artifacts and actual human actors. It might also fall to the ombudsman’s realm of responsibilities to convey the instructions and care, mediated by different ICT artifacts, in such a way that the human touch, the personal care and compassion, are not lost to the patient, thus mitigating the distancing effect. Furthermore, considering that one of the key aspects of electronic health is to overcome organizational and geographical boundaries, a mediator who understands the differences, for example in licensing and reimbursement, may be a requirement.

**Make a clear distinction between actors and artifacts.** In the literature there is an ongoing debate about the potential benefits and disadvantages of anthropomorphic
user interfaces. We would like to recognize the possible scenarios in which highly anthropomorphic interfaces may be irreplaceable. However, we recommend that in such situations, such as in teaching and training of medical skills, the artifacts are clearly marked in order to make a clear distinction between an artifact and an actor (Lahtiranta & Kimppa, 2006a).

**Conclusion**

We have introduced the application field of electronic health, discussed consent, patient-physician relationship, and responsibility issues and arrived at some conclusions as to what is necessary to be done in the field of electronic health. The proposed solutions of this chapter are related to legal, international treaty and technical solutions, the last of these three arising from existing solutions from the field of e-commerce. National legislation must be put in place for the clinicians to be able to know who is responsible and to be able to inform their clients on this. International treaties must at least try to harmonize the field so that the individual clinicians can trust the application of electronic health to be somewhat similar in other states and countries as is it is in theirs. Solutions from e-commerce will hopefully make the use of electronic health more transparent and remind the clinician or the patient of the potential problems with the automated health care they are applying or receiving.

When health care professionals are consulting each other, they must be aware of all sources of the information used in the decision making process. The same applies to the health care professionals’ conduct with the patients. The patients must also be able to know the source of the information, especially if the health care professionals are not physically present. Uncritical reliance on computer generated information for health care issues might bias the information processing, and the decision making might thus be based on false premises.

The direct consequences of trusting applications and devices of electronic health always fall to the patient, but the responsibilities and liabilities of those consequences can be difficult to determine.
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Abstract

Grid computing is a new technology enhancing services already offered by the Internet offering rapid computation, large-scale data storage, and flexible collaboration by harnessing together the power of a large number of commodity computers or clusters of basic machines. The grid has been used in a number of ambitious medical and healthcare applications. While these have been restricted to the research domain, there is a great deal of interest in real applications. There is some tension between the spirit of the grid paradigm and the requirements of healthcare applications. The grid maximises its flexibility and minimises its overheads by requesting computations to be carried out at the most appropriate node in the network; it stores data at the most convenient node according to performance criteria. A healthcare organization is required to maintain control of its patient data and be accountable for its use at all times. Despite this apparent conflict, certain characteristics of grids help to resolve the problem: “grid services” may provide a solution by negotiating ethical, legal, and regulatory compliance according to agreed policy.
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Introduction: The Computing Context

This chapter will develop an argument concerning “healthgrid,” the application of grid computing to biomedical research and healthcare. The issues that will concern us arise in the first place from a number of exemplar projects and research prototypes in the field.

Let us first consider the concept of grid computing. “Distributed computer systems” predate even the Internet and the World Wide Web (“the Web”). By means of a network of interconnections, computers are able to share a workload that would ordinarily be beyond the capacity of any one of them; they may also distribute data to different locations according to need or frequency of use. On the other hand, since the explosion of the Web in every conceivable statistic—users, nodes, volume of information—we are familiar with its ability to serve information and misinformation in equal measure. The grid combines the technical features of distributed systems and the Web, but efforts are also being made to ensure that it is not beset by the same problems of abuse, misuse and contamination as the Web has been.

The ideal grid, envisaged as a servant of a new paradigm of scientific research called “e-science,” would provide transparent processing power, storage capacity and communication channels for scientists who may from time to time join the grid, do some work and then leave, so that the alliances they form in their scientific endeavours might be described as “virtual organizations” or VOs for short. Different sciences have different needs, and the grid concept has become differentiated: particle physics generates enormous amounts of data which must be kept, but not necessarily instantly processed; on the other hand, data in bioinformatics is not large by comparison—it is, of course, in plain terms, large—but requires intensive processing.

In extending the application of grid computing to biomedical and healthcare applications, another feature becomes pre-eminently necessary: that of collaboration. Indeed, from the outset, grid computing has been associated with smoothing the process, or “workflow,” in data- and computation-intensive science; this is the notion, which led to the term e-science. Were it not that the term “e-health” was already in use and generally accepted to mean something at once broader and narrower—“health services and information delivered or enhanced through the Internet” (Oh, Rizo, Enkin, & Jadad, 2005)—the term “healthgrid” would not have had to be invented.

An important consequence of the fluidity of collaboration in grid computing has been in the choice of “architecture” for grid systems. “Architecture” is used loosely in computer systems to describe the manner in which hardware and software have been assembled together to achieve a desired goal. Favoured also in the commercial application of the Web, the so-called “service-oriented architecture” (SOA) has been widely adopted in grid applications. In effect, it means that needed services—software applications—once constructed, are provided with a description in an agreed language and made available to be “discovered” by other services that need them. A
“service economy” is thus created in which both ad hoc and systematic collaborations can take place. It may almost be objected that SOA is no architecture at all, since the assembly of services (its “components”) takes place as and when required.

Compared with data from physics or astronomy, medical data is less voluminous, but requires much more careful handling. Among the services it therefore calls for are “fine grained” access control (e.g., through levels of authorization and authentication of users) and privacy protection through anonymization or pseudonymization of individual data or privacy enhancing technologies, such as “outlier” detection and disguise in statistical data. There are, of course, many more specialist medical services, as our examples below reveal. It is a current requirement in the United States, for example, that if head images are communicated outside the team immediately caring for a patient, all facial features, which might identify the patient, must be removed. Thus a three-dimensional image created for radiotherapy planning, say, should not depict so much of the face that the patient is recognizable. (Conversely, programs that are used to recreate facial features from skeletal data, for example, to identify murder victims, pose a risk to this method of “de-identification.”)

Breast Cancer and MammoGrid

Breast cancer is arguably the most pressing threat to women’s health. For example, in the UK, more than one in four female cancers occur in the breast and these account for 18% of deaths from cancer in women. Coupled with the statistic that about one in four deaths in general are due to cancer, this suggests that nearly 5% of female deaths are due to breast cancer. While risk of breast cancer to age 50 is 1 in 50, risk to age 70 increases to 1 in 15 and lifetime risk has been calculated as 1 in 9. The problem of breast cancer is best illustrated through comparison with lung cancer, which also accounted for 18% of female cancer deaths in 1999. In recent years, almost three times as many women have been diagnosed with breast cancer as with lung cancer. However, the five-year survival rate from breast cancer stands at 73%, while the lung cancer figure is 5%. While this reflects the perniciousness of lung cancer, it is also testament to the effectiveness of modern treatments against breast cancer, provided it is diagnosed sufficiently early. These statistics are echoed in other countries. The lifetime risk of breast cancer in the USA has been estimated as 1 in 8. Here also incidence has increased but mortality decreased in the past twenty years. Twenty years ago, breast cancer was almost unknown in Japan but its incidence now approaches Western levels (Ahmedin, Ward, & Thun, 2007; Cancer Research UK 2005).

The statistics of breast cancer diagnosis and survival appear to be a powerful argument in favour of a universal screening programme. However, a number of issues
of efficacy and cost effectiveness limit the scope of most screening programmes. The method of choice in breast cancer screening is mammography (breast X-ray); for precise location of lesions and “staging” (establishing how advanced the disease is) ultrasound and MRI may be used. A significant difficulty lies in the typical composition of the female breast, which changes dramatically over the lifetime of a woman, with the most drastic change taking place around the menopause. In younger women, the breast consists of around 80% glandular tissue, which is dense and largely X-ray opaque. The remaining 20% is mainly fat. In the years leading up to menopause, this ratio is typically reversed. Thus in women under 50, signs of malignancy are far more difficult to discern in mammograms than they are in post-menopausal women. Consequently, most screening programmes, including the UK’s, only apply to women over 50.2

The increasing use of electronic formats for radiological images, including mammography, together with the fast, secure transmission of images and patient data, potentially enables many hospitals and imaging centres throughout Europe to be linked together to form a single grid-based “virtual organization.” The full range of advantages that may accrue to radiologists working in such virtual organizations is not yet fully understood, since the technological possibilities are co-evolving with an appreciation of potential uses. One that is generally agreed is the creation of large, broad-based, “federated” databases of mammograms, which appear to the user to be a single database, but are in fact retained and curated in the centres that generated them. Each image in such a database would have linked to it a large set of relevant information, known as metadata, about the woman whose mammogram it is. Levels of access to the images and metadata in the database would vary among authorized users according to their “certificated rights”: healthcare professionals might have access to essentially all of it, whereas, for example, administrators, epidemiologists, and researchers would have limited access protecting patient privacy and in accordance with European legislation.

The Fifth Framework EU-funded MammoGrid project (2002-05) (European Commission 2001a) aimed to apply the grid concept to mammography, including services for the standardization of mammograms, computer-aided detection (CADe) of salient features, especially masses and “microcalcifications,” quality control of imaging, and epidemiological research including broader aspects of patient data. In doing so, it attempted to create a paradigm for practical, grid-based healthcare-oriented projects, particularly those which rely on imaging, where there are large volumes of data with complex structures. Clinicians rarely analyse single images in isolation but rather in a series of related images and in the context of metadata. Metadata that may be required are clinically relevant factors such as patient age, exogenous hormone exposure, family and clinical history; for the population, natural anatomical and physiological variations; and for the technology, image acquisition parameters, including breast compression and exposure data.
As a research project, MammoGrid encompassed three selected clinical problems:

1. Quality control: The effect on clinical mammography of image variability due to differences in acquisition parameters and processing algorithms;
2. Epidemiological studies: The effects of population variability, regional differences such as diet or body habitus, and the relationship to mammographic density (a potential biomarker of breast cancer), which may be affected by such factors;
3. Support for radiologists, in the form of tele-collaboration, second opinion, training and quality control of images.

The MammoGrid proof-of-concept prototype enables clinicians to store digitized mammograms along with appropriately anonymized patient metadata; the prototype provides controlled access to mammograms both locally and remotely stored. A typical database comprising several thousand mammograms was created for user tests of clinicians’ queries. The prototype comprises (a) a high-quality clinician visualization workstation (used for data acquisition and inspection); (b) an interface to a set of medical services (annotation, security, image analysis, data storage and queries) accessed through a so-called GridBox; and (c) secure access to a network of other GridBoxes connected through grid middleware. The GridBoxes may therefore be seen as gateways to the grid (Warren et al., 2007a)

The prototype provides a medical information infrastructure delivered in a service-based grid framework. It encompasses geographical regions with different clinical protocols and diagnostic procedures, as well as lifestyles and dietary patterns. The system allows, among other things, mammogram data mining for knowledge discovery, diverse and complex epidemiological studies, statistical analyses, and CADe; it also permits the deployment of different versions of the image standardization software and other services, for quality control and comparative study. (Warren et al., 2007b)

It was always the intention of MammoGrid to get rapid feedback from a real clinical community about the use of such a simple grid platform to inform the next generation of grid projects in healthcare. In fact, a Spanish company has already entered into negotiations to commercialize the project and to deliver a real, MammoGrid-based radiology service in the region of Extremadura. Thus, many ideas which came up as questions, issues or obstacles in research, must be solved in a real-life system within the next two or three years.

We may now imaginatively consider what may happen in the course of a consultation and diagnosis using the MammoGrid system. A patient is seen and mammograms are taken. The radiologist is sufficiently concerned about the appearance of one of
these that he or she wishes to investigate further. In the absence of any other method, he or she may refer the patient for a biopsy, an invasive procedure; however, she also knows that in the majority of cases, the initial diagnosis turns out to have been a false positive, so the patient has been put through a lot of anxiety and physical trauma unnecessarily. Given the degree of uncertainty, a cautious radiologist may seek a second opinion: how can the MammoGrid system support her? He or she may invoke a CADe service; the best among these can identify features which are not visible to the naked eye. Another possibility is to seek out similar images from the grid database of mammograms and examine the history to see what has happened in those other cases. However, since each mammogram is taken under different conditions, according to the judgement of a radiographer (“radiologic technician”) it is not possible to compare them as they are. Fortunately, a service exists which standardizes and summarizes the images, provided certain parameters are available—the type of X-ray machine and its settings when the mammograms were taken. Perhaps at this particular moment the radiologist’s workstation is already working at full capacity because of other imaging tasks, so it is necessary for the image to be transmitted to a different node for processing. Since our grid is distributed across Europe, it now matters whether the node, which will perform the standardization is in the same country or not. Let us suppose that it is a different country. A conservative outcome is to ensure that, provided the regulatory conditions in the country of origin and in the country where the processing will take place are mutually compatible (i.e. logically consistent, capable of simultaneous satisfaction) that they are both complied with. If one set requires encryption, say, but the other does not, the data must be encrypted. If both sets of regulations allow the image to be transmitted unencrypted but one country requires all associated data transmitted with the image to be pseudonymized, the data must be at least pseudonymized. These are human decisions, but it is clear that they can be automated. It is not entirely clear how the question of responsibility would be answered even if all decisions were taken explicitly by professionals, but it will be further confounded if technology is implicated in some way (e.g., through a decision process which may have been misprogrammed). Indeed, what may go wrong varies widely: confidential data may be inadvertently disclosed, patient identities may be mixed up or the primary clinician may unwittingly fail in his or her duty of care. We lack the legislation to address many of these questions, nor have they been tested in a court of law.

In any case, the story has further ramifications: the whole idea of MammoGrid is to build up a rich enough database of images and case histories to provide a sound basis both for diagnostic comparison and for epidemiology. Once standardized and returned, the image may be stored and made available to others for comparative use, or it may remain outside the system. This choice raises a question of informed consent and technology. Will a service, in the sense we have already used the term, be trusted to determine whether such informed consent as the patient has given covers this question? This is in effect a question of trust in the technology: assuming
the question of consent itself can be answered unambiguously by an expert, can an intelligent system be trusted to make the decision on an automated basis.

We now consider the comparison the radiologist wanted to make—the reason for standardizing the image to begin with. The intention is to find images which are sufficiently similar and whose associated history gives an indication of the associated risk. For example, if from among the ten most similar instances, seven turn out to be malignant, there would be good reason to proceed to the more invasive stage of investigation. But how is the database to be queried so as to suggest valid comparisons? Clearly, this goes beyond image similarity. The risks for a childless woman of 65 are very different from a 50-year old mother of three. Image similarity would not be sufficient to warrant a comparison. Thus we must transmit, as part of the database query, data that potentially identify the patient; and the result of the query may provide data which potentially identify patients. On a need-to-know basis, the radiologist has to know details of the cases, but not necessarily the names of the patients, although it would not be difficult to imagine a case where the name reveals something about ethnic background and this turns out to be significant.

In a fully deployed system, there may be relevant cases and images from several countries; the system must be capable of “policy bridging,” as described above, to ensure that all regulatory conditions are met. Indeed, if the impact of including a case from one particular country would be to render the comparison less useful overall, perhaps the system should be able to reject that particular case—in other words, to apply a criterion which maximizes the information obtained subject to satisfaction of applicable laws and regulations—where the “applicable set” is itself taken to be a variable.

---

**Quality and Quality Control**

Acquisition parameters for mammograms include the peak voltage at the X-ray anode and the total energy dosage (measured in kVp for peak kilovolts and mAs for milliampere seconds); the characteristics of the film and of the digitizing scanner (if film is being used, as in MammoGrid) or of the electronic tablet on which the image is captured; and the degree of breast compression. Commonly, these settings are subject to certain protocols but also left to the radiographer’s discretion: she will consider the individual patient and set the apparatus accordingly. There are many things that may be amiss in an exposure. Apart from poor physical conditions, such as insufficient compression of the breast when pressure proves painful, less than optimal settings will result in over- or under-exposed X-rays, with poor contrast. The equipment itself requires maintenance and calibration, with images of standard objects (“ghosts”) of known structure and opacity used to ensure optimal calibration.
If the aim of a system is to support comparison of mammograms, the least that will be required is a means of standardizing images so that they can be compared as if taken under the same conditions. Indeed, software to do this, based on a detailed mathematical analysis of the entire X-ray process, is available commercially. Using this software in experimental mode, it is possible also to study images for which the settings have not all been recorded (as is sometimes the case) in order to retrospectively suggest the most likely settings used by the radiographer. These experiments allow a body of expertise to be built up which enables radiological services to exercise a degree of quality control over the images taken in regular screening programmes.

For epidemiological use across a number of centres, it is therefore necessary not only to ensure the quality of particular images or of images from each centre individually, but to establish a consistent approach. Cultural differences in what may constitute acceptable practice may exist, so that adherence to an abstract protocol—in the sense of one applicable to all centres equally—will be necessary to ensure consistency. In this context we speak of data having good “provenance,” (i.e., precise information about how they were obtained) when and where, using which protocols and respecting which ethical codes, and by whom; this information will extend to the level of qualification of individuals and of certification of the centre, as well as to the equipment used, its calibration and settings.

Quality has an ethical dimension: it is the aspiration and goal of modern “evidence-based practice” in medicine that care is to be based on the “best” information about the patient and the “best” available knowledge. Noting that, even in the simplest cases, information to be used by the clinician may not have originated from a process within his or her control, reliable provenance information should be available with any data. In view of this, it is worth considering the steps taken by the MammoGrid partners in defining minimum standards for collaboration. In order to join the collaboration and add to the pool of patient data, any unit screening for breast cancer and caring for breast cancer patients had to prove that it met the requirements of EUSOMA¹ both in terms of the unit itself (standards of the core team of staff, the equipment, the services offered, and so on) and in terms of its quality assurance processes. Thus any unit wishing to join the programme had to meet the double requirements of adherence to a demanding European standard and to the protocols of the project at the same time. This was the concrete expression of the need for provenance for any data that might be used within the project and was considered to be an adequate guarantee; although it was stated as a “minimum requirement,” there is evidently nothing minimal about the demands it placed on anyone wishing to contribute and take advantage of this example healthgrid.
Evidence and Evidence-Based Healthcare

Hitherto, I have given a “naïve” account of one system and its approach to diagnosis. How is such a system to fit into the modern conception of evidence-based medicine (i.e., medicine that is based on scientific results, rather than on the doctor’s intuition, personal knowledge and craft skill)? Evidence-based practice rests on three pillars: medical knowledge, as much as possible based on “gold standard” (double-blind, controlled) clinical trials whose results have been peer reviewed and then published; knowledge of the patient, as complete as the record allows; and knowledge of the resources, procedures, and protocols available in the setting where the encounter with the patient is taking place.

There is a very extensive literature on knowledge management and the difficulties and opportunities it presents. Some work currently undertaken in the healthgrid context, such as on ontologies and on knowledge representation, is relevant here. A development which is bringing economics into conflict with the traditional approach to the establishment and dissemination of knowledge is online publication of research results. While in medicine at present this is restricted to electronic publication of papers that have already been peer reviewed and are in the pipeline for printing in a journal, in other fields of science, notably physics, immediate online publication of un-peer reviewed results so that they can be viewed and critically assessed is now common. It has been argued that the open and public scrutiny that ideas receive in this manner is at least as critical as a journal peer review process, while it is evidently quicker. However, there are bound to be some qualms about results that have not necessarily been reviewed, and all the more so in fields such as biomedical research.

In another field, the journal Nature recently conducted a comparative study of errors in Wikipedia and in the Encyclopaedia Britannica; the results were equivocal, leading some to argue that an online, user-managed encyclopaedia is less error prone, although there have been many hacking attacks on Wikipedia. (Giles, 2005) In the case of medicine, not only malicious postings, but poor research may have serious results. In the case of clinical trials, some have advocated a global databank, so that both successful and, perhaps more importantly, unsuccessful and inconclusive trials are documented. Here it may be said that the traditional approach to knowledge has failed; negative results are often not published and, as certain legal cases have brought to light, even results suggestive of risks are kept under wraps.

Another practice that would benefit from being formally documented is the effective prescription of certain drugs beyond their designed purpose or licence, where nevertheless anecdotal clinical evidence has led practitioners to believe they are effective. This practice is sufficiently widespread to have acquired a name—“off-label prescribing”—and to have been studied in the literature, from the point of view
of particular diseases and medications, from the perspective of practice in different countries and in the submissions of pharmaceutical companies. However, beyond these examples, the MammoGrid application we have described above (and other similar projects) takes us a step further in the direction of “dynamic” construction of knowledge. If images and histories are to be used as part of the diagnostic knowledge in new cases, it is imperative that they are collected with as much care and rigour as the cases in a controlled trial. Therefore, it is essential to know the “provenance” of the data with precise details of how it has been handled (e.g., if standardized and subjected to CADe, which algorithms were used, set to what parameters, by whom, and if capture and interpretation were subject to appropriate practice standards). I have labelled this set of issues “the question of practice-based evidence for evidence-based practice.” If this were to be accepted as an appropriate source of diagnostic information, the underlying grid services which maintain it would have to make quality judgements without human intervention.

Integration, Individualized Medicine and Ethico-Legal Consequences

We have suggested that a highly networked, collaborative healthcare subsystem, such as the one envisaged by MammoGrid, would naturally tend to construct its own evidence base. None the less, traditional sources of knowledge would not be

Figure 1. Levels of biosocial organization, knowledge disciplines, pathologies, and informatics (acknowledgement: BIOINFOMED/F. Martin-Sánchez, ©2001 used with permission.)
ignored but rather would have to be integrated and managed together with the new evidence accruing from the use of the system itself. It is envisaged that the means of such integration would go beyond the familiar methods of informatics and would itself be informed by an integral view of the human subject and recognition of the inter-relatedness of the different “life science” disciplines, especially in relation to human pathologies.

A major breakthrough in healthcare is anticipated from the association of genetic data with medical knowledge. In the healthgrid research community the Bioinfomed (European Commission, 2001b) study has provided us with a map that has become almost an article of faith (Figure 1).

This view of “life” is in fact shared by many different disciplines, system biology being the most obvious among them. Drug development is increasingly driven by a molecular view of the world, using a variety of models to understand both how drugs act and how their action may be enhanced, inhibited or frustrated. This usually means understanding what proteins are present and, therefore, which genes code for those proteins. In the foreseeable future, we may anticipate certain drugs to be available in subtypes to account for the specific genetic endowment of the patient.

This would suggest that genetic information would have to be accessed routinely in the course of healthcare. Viewing this as part of the information held on a patient raises a number of difficult problems. Among these are the predictive value and the shared nature of genetic information. Knowing a person’s genotype could mean knowing what diseases they may or may not be susceptible to. Knowing one person’s genetic map also reveals that of his or her siblings’ in large measure. This introduces a range of questions, from confidentiality to “duty of care” issues. If physicians will be held liable both for what they do and what they do not do, is it necessary for the underlying knowledge technology to “be aware” and to inform them of the possibilities?

It is generally held that data protection legislation and duty of care may conflict in particular cases and indeed that only case law is likely to clear up this issue, in the sense that case-by-case clarification of what is and is not defensible to do in different circumstances for different patients may require particular judgements. The complexity of interactions between different laws may well be more easily untangled by an automatic system that could at least provide first line advice whether reference to a legal expert is indicated.

Grid and Electronic Health Records

The grid could provide the infrastructure for a complete “electronic health record” with opportunities to link both traditional patient data and genetic information to
bring us closer to the ideal of genomic medicine. Among many questions being investigated in current projects is a set concerning development and illness in childhood, especially conditions in which genetic predisposition is at least suspected and in the diagnosis of which imaging is also essential. Physicians want to know how certain genes impact the development of diseases and radiologists want to know what the earliest imaging signs are that are indicative of a disease. For example, the Health-e-Child project (European Commission, 2005a) is investigating paediatric rheumatology, cardiac dysmorphology and childhood brain tumours using this approach. Consider its aims:

1. To gain a comprehensive view of a child’s health by vertically integrating biomedical data, information, and knowledge, that spans the entire spectrum from genetic to clinical to epidemiological;
2. To develop a biomedical information platform, supported by sophisticated and robust search, optimization, and matching techniques for heterogeneous information, empowered by the grid;
3. To build enabling tools and services on top of the health-e-child platform, that will lead to innovative and better healthcare solutions in Europe:
   • Integrated disease models exploiting all available information levels;
   • Database-guided biomedical decision support systems provisioning novel clinical practices and personalized healthcare for children;
   • Large-scale, cross-modality, and longitudinal information fusion and data mining for biomedical knowledge discovery.

With major companies looking to translate research results into products, successful outcomes from this and other projects would bring the scenario described above closer to reality.

**Next Steps**

The SHARE project, a so-called “specific support action” within the European Information Societies Technology programme, will over the two years 2006-2007 be seeking to define a research road map that will allow not only the technology to be developed but the social issues also to be addressed, with the goal of establishing a healthgrid as the infrastructure of choice for European biomedical activity in the next ten years. The SHARE collaboration includes both computer scientists, experts on social requirements and medical law specialists. The project begins
with the fundamental assumption that technical and social requirements must be addressed concurrently. It has identified these challenges to the modernization of health systems (European Commission, 2005b):

- Creating and populating, connecting and understanding patient records across organization boundaries and, in due course, across different national health systems;
- Increasing the openness and accessibility of systems (e.g., providing patients with ownership of their healthcare record); while
- Ensuring privacy, confidentiality and ethical compliance in the socio-legal plane, and
- Maintaining data integrity, security and authenticity (e.g., provenance and semantics) in the technical plane;
- Providing appropriate levels of authorization and authentication of users across all the services and the citizen;
- Discovering, grading and certificating trustworthy sources of knowledge and case information to guide future action; finally,
- Winning the trust and commitment of the medical professions at a time of immense change and economic pressure.

At present it seems unlikely that technology will be allowed to determine answers to questions of a legal nature, much less so of an ethical nature. Yet the extent to which we trust financial affairs to the Internet and the extent to which we have allowed privacy to be invaded by online transactions, “cookies” and preference tracking (to say nothing of store loyalty schemes) (Freedman, 2006) suggests that we may be more flexible in our attitudes that our legal attitudes may imply. Indeed, as far as personal data are concerned, the financial analogy has been made before in the concept of a personal data bank. Would patients be less trusting of a “bank” with their health record than they are with their money?

I have argued that “healthgrid,” the augmented application of grid computing to health, presents an opportunity to review not only information technology for health—a major enough task—but also our approach to the complex issues of ethical, legal and regulatory compliance as mediated by the technology. The case in favour of the technology, in terms of improved information and knowledge for clinicians, patients, public health officials, administrators and governments, is not difficult to make. The need for ethical and legal safeguards cannot be circumvented, but in itself this may prove an insuperable obstacle for the deployment of the new technology. One way forward is to analyse precisely these “social” requirements and
enhance the technology with the means to apply them automatically with minimal human intervention.
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**Endnotes**

1 This chapter has its origins in a workshop held at the 16th International Congress on Medical Law (Toulouse 2006) where an early draft was presented to highlight and illustrate these anticipated legal and ethical difficulties.

2 In [6] the MammoGrid research team provide evidence from the project that breast density per se is a risk factor for breast cancer.

3 EUSOMA is the abbreviated name of the European Society of Mastology, the branch of medicine related to care of the breast. EUSOMA’s mission is to define gold standards in the management of breast diseases, favouring a rapid transfer of knowledge from research centres to clinical practice. (www.eusoma.org)

4 An Industrial Tribunal in the UK in 2007 found in favour of a care worker who had, against his employer’s rules, contacted a client’s General Practitioner because he believed the client to be suicidal. The Tribunal found that the action was entirely justified in the circumstances, even if it entailed breach of confidentiality.
See also http://info.cancerresearchuk.org/cancerstats/types/breast/ and links from there for incidence, mortality and survival statistics as well as risk factors and other scientific issues.

See also the Information Societies Technology Network of Excellence INFO-BIOMED Structuring European Biomedical Informatics to Support Individualised Healthcare, EC Contract IST-2004-507585 at http://www.infobiomed.org/

All web references accessed on 21st July 2007.
Chapter VIII

Clinical Safety and Quality Management in Health IT

Benedict Stanberry, Medical Imaging Group Limited, UK

Abstract

This chapter describes the principle risks that are associated with the supply of healthcare information systems, services, and technologies and the emerging best clinical safety and quality management practices that are being adopted by both users and suppliers in order to mitigate or remove these risks. It states that there are two principle sources of risk: one derived from the potential harm that could be caused to patients and users in a care environment and the other derived from possible failures to achieve the specifications and service levels demanded by a buyer. It argues that for a health IT supplier, implementing industry best practices in an effective way not only provides a high level of protection from both sources of risk but has in any event now become a minimum expectation on the part of users such as the NHS Connecting for Health programme. The chapter concludes that although quality, safety and performance standards in health IT still lag behind other, more established sectors of healthcare innovation—such as pharmaceuticals and medical devices—new standards for clinical safety and quality management are rapidly emerging, introducing a new dimension into informatics standardisation and substantially but necessarily raising the barriers to entry into the health IT market place.
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Risks and Liabilities

Sources of Risk in Health IT

There are four basic sources of risk to which a provider of information systems, services, or technologies for use in health or social care can be exposed:

- Hardware defects
- Software defects which affect an automated physical process
- Software defects which affect the advice given to a user
- Organisational and human failures

This classification is complicated by the fact that hardware, software, organisations, and people all interact and it may require a detailed analysis to discover the precise cause or causes of an adverse incident. This is especially the case in health and social care, where a typical care pathway may carry a patient and their information through several different care environments and perhaps through different settings within those environments, where they will come into contact with a diverse range of technologies, equipment, drugs, skills, and expertise. Given the complex interactions that are taking place it is inevitable that sometimes things will go wrong.

Within the immediate care environment, risk management and patient safety are crucial components of the overall quality management system known as “clinical governance.” But they are no less important outside of that environment. Every supplier of products and services, which are used in a health or social care setting must recognise that these products and services are being used in a safety-critical environment and must, as is discussed in depth in this chapter, conform to the best quality, safety and risk assurance and management practices that are presently available.

Indeed, when supplying such products and serviced there are two principle sources of risk. One is the external source associated with clinical safety and previously described, which derives from the potential harm that could be caused to patients and users of a product or service in a care environment. The other, however, is an internal and subtly different risk: that of failing to achieve the specifications and service levels defined in a contract to supply these products and services, which will lead to the payment of financial penalties to a client. For a supplier of healthcare IT products, systems and services, implementing industry best practices in an effective way can provide a high level of protection from both sources of risk.
Performance Failures

Significant risks can be associated with delivering health IT products and services to clients in accordance with their contractual requirements in terms of time, cost, quality, and quantity. The most important existing and future users of such products and services—such as the UK’s National Programme for Information Technology in the National Health Service (known as NHS Connecting for Health)—are likely to buy products and services at fixed competitive prices, transferring financial and delivery risk to the supplier. In such circumstances, the supplier will not be paid until the contracted products and services are delivered and working. The payment of “performance deductions,” “delay deductions” and other types of liquidated financial damages by the supplier to a client where specifications, service levels and other delivery milestones have not been achieved will act as a strong incentive for it to tightly manage the risks involved, even where it is possible to win these deductions back through improved performance during the remainder of a contract. For example, within NHS Connecting for Health some £241 million was budgeted to be paid to Local Service Providers in 2004-05 but, as a result of delays in delivery of systems and following negotiation on Contract Change Notices (CCNs), £133 million was actually paid (i.e., approximately 55% of the revenue that suppliers had anticipated receiving during that financial year). Consequently, some suppliers received less income from the National Programme than was originally forecast in their accounts, which had to be re-stated (National Audit Office, 2006).

The Director-General of NHS Connecting for Health, Richard Granger, has stated:

*I use a husky dog-sled racing analogy when I am talking to suppliers.... If one of a pack of huskies is lame, you kill it and feed it to the others. This speeds up the pack in three ways: it is not held back by the lame dog; the other dogs go faster because they are better fed; and the remaining dogs also know what will happen to them if they do not keep up. If a supplier falls behind, we can remove work from them and give it to the supplier who is doing best. It gives the suppliers who fall behind the chance and incentive to catch up, and they can focus more effectively on a diminishing portfolio. We want them to realise how much they stand to lose, much as some of the suppliers involved in the congestion charging ended up hiring specialist subcontractors at their own expense because it still cost them less than the delay-deduction would have done. You need to have a contestable framework and a degree of contestability to make this work. We had to design our procurement process with this in mind.* (Toppin & Czerniawska, 2005)
NHS Connecting for Health is, moreover, known to use comprehensive due diligence, multiple suppliers, parent company guarantees, and “intrusive but supportive” contract management techniques to identify problems and take action to address deficiencies in suppliers’ performance. Multiple suppliers have been used to create competitive tension, with failing suppliers being threatened with termination of contract and replacement by a competitor (a recent example of this policy is the replacement of GE Healthcare—previously known as IDX Systems—with Cerner as the supplier of electronic patient record software in the BT-led London cluster; (e-Health Insider, 2006)). Some adjustment of contractual milestones for the delivery of functionality may be a necessary pragmatic response to difficulties caused by client expectations, which were, with hindsight, overambitious. Nonetheless, there will be little or no margin for error in most contracts of the kind a typical health IT supplier will be entering into for the supply of knowledge-based products and services to NHS Connecting for Health.

Figure 1. Adverse incidents by care environment reported as severe or associated with death (statistics from National Patient Safety Agency, 2005)
Care Environments

Health IT products and services will typically be used in care environments which are, by their very nature, safety-critical. According to statistics available from the National Patient Safety Agency (NPSA) through their National Reporting and Learning System (NRLS), the majority of occasions where patient safety is compromised in some way (known as “adverse incidents”) cause no harm to patients. Adverse incidents leading to severe harm or death account for about one in every 100 incidents. Amongst the 86,142 patients affected by adverse incidents during the period covered by the NPSA’s last report, there were 420 deaths and 678 patients who suffered from severe harm. The proportion of incidents in each care environment, which are reported as severe or associated with death is shown in Figure 1. Although these figures are instructive in terms of the comparative “riskiness” of different care environments, the NPSA has urged that they be used with caution since some environments, such as general practice, may over-report severe harm and death and under-report moderate, low and no harm events. Other settings, such as

Figure 2. Reported adverse incident types in general practice (statistics from National Patient Safety Agency, 2005)
mental health and ambulance services, may have a higher proportion of severe harm and death due to the more serious nature of the pathologies they treat, as compared with, say, community and general dental services.

**General Practices**

Fewer studies of patient safety incidents have been conducted in primary care than in secondary care. Primary care differs from secondary care in several key respects. It aims to provide longitudinal personalised care that is customised to individual beliefs, needs, values, and preferences across a broad spectrum of concerns relating to health and illness. Given the different population of patients, the different priorities for their care, and the ambiguities of that care in relation to diagnosis and patient choice, delineating “right or wrong” practice is more complex in primary care than in secondary care (Wilson & Sheikh, 2002).

As Figure 2 shows, within general practice the most commonly reported adverse incidents involve improper or insufficient documentation (104 reported incidents,

**Figure 3. Reported adverse incident types in ambulance services (statistics from National Patient Safety Agency, 2005)**

<table>
<thead>
<tr>
<th>Incident Type</th>
<th>Percentage of Total Reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient accident</td>
<td>10</td>
</tr>
<tr>
<td>Medication</td>
<td>5</td>
</tr>
<tr>
<td>Documentation (including records, identification)</td>
<td>20</td>
</tr>
<tr>
<td>Consent, communication, confidentiality</td>
<td>15</td>
</tr>
<tr>
<td>Access, admission, transfer, discharge</td>
<td>10</td>
</tr>
<tr>
<td>Clinical assessment (including diagnosis, scans, tests)</td>
<td>5</td>
</tr>
<tr>
<td>Infrastructure (including staffing, facilities, environment)</td>
<td>10</td>
</tr>
<tr>
<td>Medical device / equipment</td>
<td>20</td>
</tr>
<tr>
<td>Treatment, procedure</td>
<td>15</td>
</tr>
<tr>
<td>Implementation of care and ongoing monitoring/review</td>
<td>5</td>
</tr>
<tr>
<td>Disruptive, aggressive behaviour</td>
<td>10</td>
</tr>
<tr>
<td>Infection control</td>
<td>5</td>
</tr>
<tr>
<td>Patient abuse (by staff/third party)</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
</tr>
</tbody>
</table>
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which is 23.7% of the total). This is followed by medication errors (20.8% of the total) and problems around consent, communication, and confidentiality (16.0%). Significant risks also exist around access, admission, transfer and discharge (10.0% of reported incidents) as well as clinical assessment, which includes diagnosis, scans and tests (9.1%). Health IT products and services such as electronic records, clinical information systems and decision-support software are taking a growing role in supporting decision-making in these latter areas, as well as with regards to medication selection, dosage, drug interactions, contra-indications and allergic reactions. These products and services may therefore take a pivotal role in risk reduction but if defective may equally become implicated in an adverse incident.

**Ambulance Services**

In the period to March 31, 2005, 396 reported incidents took place within ambulance services (see Figure 3). The most frequent incident types are those involving medical

*Figure 4. Reported adverse incident types in acute / general hospitals (statistics from National Patient Safety Agency, 2005)*
devices and equipment (125 reported incidents, which is 31.6% of the total), patient accidents (20.2% of the total), access, admission, transfer and discharge (16.7%) and medication errors (8.8%).

**Acute / General Hospitals**

The majority of incidents reported to the NPSA take place in acute / general hospitals and just under half of these incidents are patient accidents such as slips, trips, and falls (30,063 reported incidents, 44.6% of the total). Of the other categories, the most frequent incidents are associated with treatments and procedures (9.8% of the total) and medication (8.6%) - both domains in which clinicians may increasingly rely upon information technologies such as decision-support software, to guide choice.

**Other Care Environments**

Perhaps the most significant care environment is the one for which the least information regarding adverse incidents is available: the home. We know from the work of organisations such as the Royal Society for the Prevention of Accidents (RoSPA) that more accidents take place in the home than in any other environment, that more than 4,000 deaths are caused by such accidents each year and over 2.7 million people present themselves to Accident and Emergency Departments after an accident in the home (RoSPA, 2007). However, accidents are only one small element of the health and social care needs that arise in the home. At the present time there are no figures available by which to gauge the nature and magnitude of the risks to which a supplier could be exposed by providing health IT products and services - for the monitoring of chronic conditions, for instance - that are directly relied upon by the public in making treatment decisions while at home, about when and how urgently medical intervention should be sought and about where to go for that intervention.

NHS Direct—part of the NHS that uses decision-support software to provide 24 hour healthcare advice that is directly relied upon in a home environment - does not participate in the NPSA’s National Reporting and Learning System and does not place information about adverse incidents, complaints, or legal claims in the public domain. Hence it is impossible to draw any accurate conclusions about the levels of risk involved in providing such a service. Suffice to say, anecdotal evidence from newspaper articles seems to show that there is the potential for severe harm or death to result from inaccurate medical advice given to and acted upon by people in their homes, but that such serious consequences are very rare. In October 2001, for instance, it was reported that a 60-year old diabetic woman had died after inappropriate advice had been given by an NHS Direct nurse. The woman had com-
plained of fluctuating and often very high blood sugar levels, nausea and sweating. The woman’s daughter called NHS Direct and was advised to give her mother flat lemonade or coke to drink with paracetamol and then to let her sleep. The woman fell into a coma and later died. The Coroner recorded a verdict of death by natural causes to which neglect contributed. NHS Direct sacked the nurse adviser concerned and changed its guidelines on diabetes (BBC, 2001).

**Sources of Liability**

Both performance failures by a health IT supplier as well as adverse incidents in which their products or services are implicated can give rise to legal liability based upon one (or more) of three different potential causes of action:

- Breach of contract
- Product liability
- Negligence

**Breach of Contract**

If a client (for example, NHS Connecting for Health) commissions a supplier to provide health IT products or services, this will certainly create a contract between that client and the supplier, the terms of which will almost always be set out in writing. Subject to any express provisions in the contract setting out the supplier’s obligations in more depth, the supplier’s contractual liability to their client will be governed by section 13 of the Supply of Goods and Services Act 1982, which implies into the contract a term that the supplier will take “reasonable care.” The supplier will be in breach of this term if they fail to take as much care in supplying their products or services as a hypothetical “reasonable supplier” in the same position, professing the same expertise, would have done. It is therefore vital, if the supplier is to fulfil this contractual term that they at the very least conform to the current state of the art in terms of quality and safety management systems and processes. Indeed, any contract with NHS Connecting for Health will require the supplier to conform to good industry practice, of which such appropriate quality, safety and risk assurance and management systems are a key feature.

Notwithstanding the provisions of the 1982 Act, present and future health IT users such as the NHS usually describe their quality and safety management expectations in considerably more detail than simply asking a supplier to take “reasonable
These expectations will almost always be contained in a written contract, which contains detailed specifications and clear provisions for acceptance testing against those specifications, as well as a clear statement of the service levels to be achieved. Failure to achieve these specifications and service levels—or to deliver them within a certain time—would expose the supplier to contractually pre-determined financial penalties, such as service credits or liquidated damages. As we have already discussed, such failures and delays are exposing existing contractors and sub-contractors to NHS Connecting for Health to significant financial problems and causing many to have their contracts prematurely terminated. In addition to these detailed specifications, the contracts for the National Programme contain a very broadly defined clause regarding “Expected Standards.” By this, NHS Connecting for Health imposes a requirement for a contractor to accept and adhere to:

... using standards, practices, methods and procedures conforming to the law and exercising that degree of skill and care, diligence, prudence and foresight which would reasonably and ordinarily be expected from a skilled and experienced person engaged in a similar type of undertaking and in circumstances where services are being supplied for us in critical clinical environments.

If a supplier has provided similar health IT products and services to a user in the past they may feel confident in giving an absolute warranty that the products and services being supplied in a future contract will perform to that user’s exact specifications. However, the supplier may feel that achieving all the functions in a client’s specification is not feasible, or not feasible at the price agreed, in which case a qualified warranty - that the supplier will use reasonable care and skill to achieve the specification—may be given instead. Much will depend upon the relative bargaining power of the client in each case, and the specifications and service levels they have demanded.

Under sections 2(2) and (3) of the Unfair Contract Terms Act 1977 it is not possible for a supplier of health IT systems to exclude the term implied by section 13 of the Supply of Goods and Services Act 1982 from a contract with a user, unless such an exclusion satisfies a test of reasonableness: that the exclusion is, under the circumstances, a fair and reasonable one.

Such is the nature of the health IT business that there may be some circumstances in which what is being supplied to a user is not classified under English law as goods and services, but as goods alone. This could be the case where a customer purchases an existing product from a supplier which is either sold to them “as is” or with only minor modifications. If this product is sold on physical media, such as software on a CD-ROM, then it is even more likely that it will be classified as being “goods.” The reason this classification matters is because under English law the legal classification of software bears very little relation to commercial classifications.
bespoke and custom software are usually classified as “services” (to which section 13 of the Supply of Goods and Services Act 1982 applies), packaged software will normally be classified as “goods,” as it is supplied on physical media in multiple copies. “Goods” are not subject to section 13 of the 1982 Act, but to sections 13 and 14 of the Sale of Goods Act 1979, which requires them to be reasonably fit for their common or specific purposes and would not excuse a supplier from liability simply by reason that they took all reasonable precautions to ensure that the goods supplied were reasonably fit for purpose.

Product Liability

The Consumer Protection Act 1987 brings into force, in English law, the EC Directive on Product Liability which renders anyone who produces or supplies a product in the course of business liable to anyone who suffers personal injury or property damage caused by a defect in that product, irrespective of any fault on the producer or supplier’s part. A product is “defective” if it does not provide the level of safety (in respect of property as well as the person) that persons generally are entitled to expect.

A “product” is defined in section 1(2) of the 1987 Act as “any goods or electricity” and “goods” are defined in section 45 as including, among other things, “substances.” Services do not fall under the Act at all, therefore, and a health IT supplier’s products will only fall within the scope of the 1987 Act if they are a “substance,” which requires that they are marketed on some form of tangible medium such as paper or a CD-ROM. Since nowadays it is highly unlikely that health IT products will be supplied to customers in this way, it is unlikely that liability will arise under this cause of action, just as it is unlikely that the Sale of Goods Act 1979 will apply, instead of the Supply of Goods and Services Act 1982.

Negligence

For most potential claims against a health IT supplier (other than those arising under contract), the common law of negligence offers the best chances of recovery to a claimant. Moreover, since a claim of negligence does not require a contractual relationship to exist between the potential claimant and the supplier, it is under this cause of action that potential liability to a patient or user of health IT systems is most likely to arise.

Negligence is part of an area of law known as “tort.” A tort is a civil wrong that imposes legal liabilities on a person who has acted carelessly or unreasonably omits to do something. The law of negligence is founded upon the legal principle that, under certain circumstances, one person may owe another a “duty of care” and
will be liable to compensate the other person if they fail to exercise an appropriate standard of care and the other person is harmed as a result. A claim in negligence does not depend upon the existence of a contract between the two parties. So if a patient or user is harmed as a result of a problem with a supplier’s products or services, they will be able to claim against that supplier directly, provided that three essential ingredients are present:

- That the supplier owed the claimant a duty of care.
- That the supplier breached that duty.
- That the claimant was harmed as a direct result of the supplier’s breach of duty.

**Duty of Care**

The landmark case on negligence is *Donoghue v Stevenson* (1932) which established that a manufacturer who sold a product in such a way that the purchaser or ultimate consumer could not discover a defect by inspection of the product, is under a legal duty to the ultimate purchaser or consumer to take reasonable care that the article is free from any defect likely to cause injury to health. This duty of care is owed to anyone who it is reasonably foreseeable might be injured by the act or omission of the manufacturer. To this “narrow rule” the judge in this case—Lord Atkin—also added a “wider rule”:

*You must take reasonable care to avoid acts or omissions which you can reasonably foresee would be likely to injure your neighbour. Who, then, in law is my neighbour? The answer seems to be—persons who are so closely and directly affected by my act that I ought reasonably to have them in contemplation as being so affected when I am directing my mind to the acts or omissions which are called into question.*

It should be noted that under this “wider rule,” although the supplier will not be potentially liable in negligence to the world at large, they *will* be liable to those persons whom they can reasonably contemplate would be adversely affected by any negligent act or omission on their part. This could include:

- “Client” users (e.g., NHS *Connecting for Health*);
- Other users (e.g., GPs, nurses, pharmacists); and
- Patients and their dependents.
To be in breach of their duty of care a health IT supplier must omit to do something, which they could reasonably and prudently be expected to do. Put another way, the law expects a supplier to show the amount of competence—often referred to as the “standard of care”—associated with the proper discharge of the duties of their trade and if they fall short of that and cause harm in consequence, they are not behaving reasonably. The standard of reasonable care is set by law but its application in a particular case is a question of fact that depends upon both the magnitude of the risk, the purpose for which it is being taken and the practicability of the precautions that can be taken against it. Generally speaking, the greater a risk, the less receptive a court of law is likely to be to a defence based simply upon the cost, in terms of money, of the required precautions. Indeed, there may be situations in which an activity must be abandoned altogether if adequate safeguards cannot be provided.

For a health IT supplier the duties of their trade will naturally include a “duty to warn.” Where a defect in a product or service becomes known to the supplier they will be under a duty to warn clients and users that could be adversely affected by this defect and to undertake modification or replacement.

Harm

The third essential ingredient necessary for a health IT supplier to be liable in the tort of negligence is that a claimant must have suffered harm. This may take the form of death or physical injury but can also include financial loss. In most situations where outsourced, managed health IT systems and services are being provided to a client it is unlikely that negligence in the provision of that system or service will cause a loss that is not purely financial. However, the safety-critical nature of IT systems and services used in health and social care means that it is certainly foreseeable that careless actions or inactions could cause physical injury or death.

Financial Loss

In the cases of Junior Books Ltd v Veitchi Co Ltd (1983) and Caparo Industries plc v Dickman (1990) it has been accepted by the courts that a purely financial loss can be recovered from a defendant where that defendant has undertaken responsibility for achieving a particular result and financial loss was a foreseeable consequence of a failure to meet that responsibility. For a health IT supplier, such a claim in negligence for a purely financial loss is most likely to arise where it is sub-contracted by a software or system provider to supply knowledge-based products and services - such as a structured knowledge base of health treatments, which will be
incorporated by the provider into their own products and services. It will therefore be important, in such a case, for a supplier to ensure that they effectively limit their tortious liability using the terms of their written sub-contract with the provider, since where liability in negligence has been effectively limited by the terms of a sub-contract a court is unlikely to be persuaded that it would be fair, just and reasonable to impose a higher liability. This principle also holds true in the case of direct contracts between a supplier and a client user, though it may be more difficult to justify limitations upon liability in such circumstances. As is the case with qualified contractual warranties, much depends upon a supplier’s bargaining power relative to that of their client.

**Negligent Misstatements**

Liability for financial loss, as well as for other types of loss arising from proven negligence on the part of a supplier, might be considered to arise from the fact that the output of a knowledge-based product or service constitutes advice which it is foreseeable—indeed expected—that the user of the product or service will rely upon. Hence incorrect advice has been said, in cases such as *Hedley Byrne & Co Ltd v Heller & Partners* (1964), *JEB Fasteners v Marks, Bloom & Co* (1983) and *Re Market Wizard Systems (UK) Ltd* (1998) to be closely analogous to something called a “negligent misstatement” under which anyone in a sufficiently close relationship with a supplier would be able to claim against it for a loss caused by their reliance upon a knowledge-based product or service which produced incorrect advice. Sufficiently close relationships would include:

- Anyone who contracts or sub-contracts the supplier to provide knowledge-based products and services.
- Anyone falling within a class of persons for whose use the products and services were provided, with the intention that they would use and rely upon them.

However, it is very unlikely that a health IT supplier would ever owe a duty of care to patients or the public at large.

**“Res Ipsa Loquitur”**

In very extreme cases where a electronic record or clinical information system produced incorrect results, the absurdness or obvious inaccuracy of those results might so strongly suggest negligence on the part of its supplier that the legal doctrine of *res ipsa loquitur* (a Latin phrase meaning “the thing speaks for itself”) will come into effect. Under this doctrine the burden of proof moves from the claimant to the
defendant. Hence it would not be for a claimant to prove negligence on the part of a supplier but for the supplier to disprove it by showing that their quality management system was sufficiently well planned, designed and executed. In a typical case where this doctrine was used, such as *Henderson v Henry E Jenkins & Sons* (1970), it was not sufficient that a defendant operated a generic quality management system. The court held that the defendant must have in place a system that was tailored to manage the particular risks and hazards that arose from the products and services they provided, for which the generic system used by the defendant was inadequate.

**Standards of Care in Contract and Tort**

The standard of care that a health IT supplier must reach in order to fulfil its duty of care under the tort of negligence is, in most practical respects, identical to that demanded under contract: to take reasonable care in the creation, updating, maintenance and presentation of their products, systems and services, as well as in the integration or interfacing of these with other products, systems and services (where it has accepted responsibility for integration).

**Damages and Insurance**

The most common remedy demanded under any of the causes of action described above is monetary compensation. For insurance purposes the sources of risk specified at the beginning of this chapter essentially fall into two broad liability categories. Hardware and software faults would tend to be covered by third party public and products liability insurance and organisational or human failures will be covered by professional indemnity insurance. It is common practice for an NHS client procuring information technologies or systems to require their supplier to carry both these types of insurance with suitable limits of indemnity. There is usually some scope for negotiation as respects these limits, provided that the supplier takes out suitable policies of insurance, in accordance with good industry practice and the law.

The minimum limit of indemnity demanded by a client will vary greatly from contract to contract and from circumstance to circumstance. It will depend upon both the size of the contract and the magnitude of any potential harm that could result from its breach or from negligence on the part of the supplier. In recent years it has become standard practice for NHS contracts to demand a minimum limit of indemnity of £5,000,000, which is generally considered adequate to cover the highest compensation awards that could be made in respect of death, personal injury, property damage or financial loss.
Standards

Sources of Standards

While the established sectors of healthcare innovation—principally pharmaceuticals and medical devices—are subject to a significant level of regulation and control as regards quality, safety and performance, healthcare information technologies remain largely unburdened by the need for clinical trials and safety studies to have taken place prior to being placed on the market or implemented in clinical settings. Though the regulatory barriers to entry into this, the newest sector of healthcare innovation, are in this sense unsubstantial, the considerations of risk and liability examined in the first part of this chapter require health IT suppliers to have in place formal, auditable systems for quality, safety and risk assurance and management. Such systems should not only assure the supplier’s conformance with the standards of care necessary to avoid defects in its products and services causing or contributing to adverse incidents and hence attracting legal liability, but also assure achievement of the specifications, service levels, and delivery milestones demanded by clients.

As has already been considered in the first section of this report, to avoid liability for breach of contract or the tort of negligence, a supplier must achieve the standard of care associated with the proper discharge of the duties of their trade. Both contract and tort law describe this standard as “reasonable care”: the standard, which a hypothetical “reasonable supplier” in the same position as the supplier in question, providing the same products and services, would be expected to achieve. Contracts issued by NHS Connecting for Health describe the expected standard of care as the use of practices, methods and procedures that conform with the law as well as the exercise of the degree of skill and care, diligence, prudence and foresight which would reasonably and ordinarily be expected from a skilled and experienced person engaged in a similar type of undertaking and in circumstances where services are being supplied for use in critical clinical environments. Such a standard is normally referred to simply as “best practice.”

Best practice in the context of healthcare information systems, services and technologies is an evolving concept. Until 2004, NHS Connecting for Health had formal systems for quality assurance and management which largely mirrored those used elsewhere in the NHS, but did not have a specific system, as such, for safety and risk assurance and management. Over the last two years, however, there has been significant activity in this area leading to the implementation—supported by the NPSA—of a comprehensive safety and risk management system, which places significant demands on both the programme and its suppliers.

The Department of Health always expects high standards of quality from its service providers. Wave Two of the £1 billion Independent Sector Procurement (ISP) Pro-
gramme for outsourced diagnostic services (Sims, 2005) for instance, has required bidders to demonstrate ongoing compliance with:

- Good clinical practice
- NHS requirements
- Good industry practice
- NHS Litigation Authority Risk Management Standards
- The Standards for Better Health and National Minimum Standards and Regulations

Not all of these standards will necessarily apply to the supply of health IT products and services. The latter two in particular - the NHS Litigation Authority’s Risk Management Standards and the Standards for Better Health / National Minimum Standards and Regulations—have only been demanded in the ISP Programme because the products and services to be provided include significant elements of direct patient care. However, conformance with good clinical practice, NHS requirements and good industry practice is *always* a minimum expectation in an NHS or similar contract.

**Good Clinical Practice**

Providers of health IT products and services must ensure that those products and services enable healthcare professionals to conform to good clinical practice. Good clinical practice is a relative rather than an absolute concept, varying from specialty to specialty and from situation to situation, but conformance with it will usually enable a healthcare professional to meet both their professional (i.e., ethical) obligations and their legal duty of care. A healthcare professional will have fulfilled their legal duty of care and therefore not be guilty of negligence when they have followed good clinical practice, since in doing so they will almost always have acted “in accordance with a practice accepted as proper by a responsible body of medical men skilled in that particular art.” (*Bolam v Friern Hospital Management Committee* [1957] 1 WLR 582).

While good clinical practice varies with the clinical circumstances, certain fundamental behaviours such as those described in the General Medical Council’s guidance for doctors will be expected. These behaviours include:

- Making an adequate assessment of a patient's condition based on their history and symptoms and, if necessary, an appropriate examination.
• Providing or arranging investigations or treatment where necessary.
• Taking suitable and prompt action when necessary.
• Referring a patient to another practitioner when necessary.
• Being competent when making diagnoses and when giving or arranging treatment.
• Keeping clear, accurate, legible and contemporaneous patient records which report the relevant clinical findings, the decisions made, the information given to patients and any drugs or other treatment prescribed.
• Keeping colleagues well informed when sharing the care of patients.
• Prescribing drugs or treatment, including repeat prescriptions, only where there is adequate knowledge of the patient's health and medical needs.
• Reporting adverse drug reactions as required under the relevant reporting scheme and co-operating with requests for information from organizations monitoring the public health (General Medical Council, 2001).

As respects all these required behaviours, health IT products such as electronic records, clinical information systems and decision-support software have the potential not only to enable healthcare professionals to achieve good clinical practice but to substantially mitigate many of the most significant risks that are frequently present within that practice. Typical contracts that a health IT supplier might be awarded over the coming decade could:

• **Enable relevant clinical information to be accessed at the time of consultation:** Lack of knowledge and lack of timely access to information have been described as major root causes of medical errors (Leape et al., 1995). Clinical information systems and electronic records help avoid these errors.
• **Increase access to knowledge:** Such as textbooks and referenced articles, by putting evidence-based clinical information at a healthcare professional’s fingertips.
• **Provide clinical decision support:** So that care is driven by high-quality, evidence-based knowledge. This helps improve the quality and safety of decisions, increase the efficiency of care and satisfy the needs of clinical governance.
• **Improve communication between members of the care team:** Inadequate “handovers” remain the commonest factor contributing towards adverse events (Schmidt & Svarstad, 2002). Linked to an evidence-based knowledge database, hazard alerts in electronic patient records will help reduce errors due to poor communication.
• **Provide information and assistance with calculations**: Such as the prescribing of drugs. Constraints can be placed on the dose or route of administration of a potentially dangerous medication.

• **Assist with the monitoring of patients**: By computerising this process (which can become tedious and therefore an inherent source of error) with “smart” monitors and applications that sift through the wealth of data in real time, looking for trends, highlighting abnormalities and alerting clinicians accordingly. This is particularly beneficial in areas such as intensive care and the out-of-hospital management of long-term conditions. Knowledge-based systems, when linked to such monitoring technology, can enable the “ideal” care pathway for a patient to be mapped and navigated.

• **Provide rapid responses to and tracking of adverse incidents**: Only by measuring outcomes across a health community can the quality and safety of treatments be accurately evaluated. Anonymized and aggregated electronic health records can be mined for information about these outcomes.

**NHS Requirements**

As already noted, NHS *Connecting for Health* presently provides detailed standards guidance to its contracted suppliers, which must be complied with by them as part of the delivery of both national applications and local systems and services. These standards are supported by an assurance process being run through a “National Integration Centre” but are not presently in the public domain.

The Department of Health does not presently provide technical standards to potential (as opposed to actual) suppliers who are not formally contracted through NHS *Connecting for Health*. It does, however, use a process known as “Standards Enforcement in Procurement” (STEP) to assist local sites undergoing IT procurements. STEP is an interactive questionnaire that provides details on those standards with which suppliers of healthcare information systems, services and technologies are expected to conform, together with supporting guidance, under eight broad headings:

• **Frameworks**: Which are essentially a list of standards that can be used in a particular context or within a community. Perhaps the most widely known framework is the e-Government Interoperability Framework (e-GIF), giving a set of standards to be used for communications concerning government systems. This is the only framework currently in use for IT systems in the NHS.

• **Management standards**: Including standards for quality management (BS EN ISO 9001:2000), information security management systems (BS ISO/IEC
and IT service management (BS ISO/IEC 20000:2005). We shall examine these in more detail shortly.

- **Healthcare information standards**: Such as standards for data interchange (HL7, DICOM, IHE and EDIFACT), data standards (the NHS Data Dictionary and CDS Manual), NHS number, clinical terminology (SNOMED CT, Clinical Terms known as “The Read Codes” and the NHS Dictionary of Medicines and Devices), clinical coding standards (ICD-10 and OPCS-4), grouping standards (HRGs), NHS Administrative Codes and the Primary Care Computer Systems Requirements for Accreditation (RFA) which contains detailed specifications for the core functionality of GP systems supported by a testing and accreditation programme.

- **Data integration, information access, and metadata standards**: Including standards for data integration (XML) and access (Web browsers).

- **Security standards**: Including cryptographic services.

- **Communication standards**: For things such as interpersonal mail (including NHSmail and the e-SMTP service), the NHS Data Transfer Service (DTS), directory services, web services (covering SOAP, WSDL and UDDI), internet transfer protocols (covering FTP, HTTP and NNTP) and domain name services (covering DNS).

- **Networking**: Including network connections, LAN interfacing, connections to NHSnet, Wireless LANs, network management systems and structured cabling.

- **Equipment related standards**: Covering safety and standards for human-computer interfaces (e.g., ergonomic standards for computer keyboards).

Under STEP, there are three types of standards. Category 1 standards are mandatory and must be complied with by a potential supplier, unless there are overriding reasons not to. Category 2 standards are desirable and it is seen by NHS clients (such as trusts) as advantageous if systems conform to these standards. Finally, Category 3 standards are advisory only—there can be an advantage for a supplier to conform to them, but this may not be entirely practical in all cases.

Although STEP, by ensuring the interoperability of NHS information systems, is clearly a risk mitigating process, it is the insistence upon standards for the quality management of the processes involved with the production of IT systems (BS EN ISO 9001:2000), the environment in which IT systems are used (BS ISO/IEC 17799:2005) and the services provided with IT systems (BS ISO/IEC 20000:2005) that come closest to describing a complete quality management framework that will substantially mitigate the risks inherent in contracts for the supply of health information services, systems and technologies. As is discussed shortly, however, there
are other published and emerging standards that are not only useful but essential in enabling a health IT supplier to properly discharge the duties of their trade.

**Good Industry Practice**

To the extent that information systems, services and technologies supplied in healthcare settings are “safety critical” because their outputs will be directly relied upon by healthcare professionals in reaching clinical decisions, suppliers will be expected to comply with a duty of care covering all aspects of their products’ lifecycles. As we examine in more depth below, there are now specific standards for quality, safety and risk assurance and management in healthcare information systems and services, as well as emerging standards of specific application to knowledge-based products and services. These emerging standards recommend that clinicians, managers and patients cannot rely on the peer review process alone and should be offered, and use, knowledge-based products and services which have been treated by additional measures to minimise bias and error.

**Quality Management Systems**

The “OJEU threshold” is the value above which a contract for the supply of goods or services awarded by a public body must be subject to an open, competitive tendering process under the consolidated Public Sector Directive (2004/18/EC) and the Utilities Directive (2004/17/EC). That threshold is presently £93,898. For procurements above the OJEU threshold a quality management system registered with an accredited body under BS EN ISO 9001:2000 is mandatory under STEP for all the functional units of an NHS supplier that are directly concerned with the supply or integration of an information system or service. Contractors and their material sub-contractors delivering the National Programme are likewise obliged to ensure that all of their services are subject to quality management systems (described in quality manuals and procedures) that conform to internationally recognised standards. They must also submit “quality plans” for approval by the Programme and appoint a quality manager who is approved by the Programme and independent of the supplier’s day-to-day operations, prior to commencement. NHS Connecting for Health may carry out periodic audits of the supplier’s quality management systems.

For procurements outside of NHS Connecting for Health and below the OJEU threshold, ISO 9001 registration is desirable but not essential. Although a quality management system does not directly guarantee a fully fit for purpose service or system, the Department of Health considers that companies with a properly implemented quality management system in operation are more likely to provide a consistent service to their clients. Indeed, the Department also recommends that NHS
customers themselves should, at the very least, be familiar with the principles of
ISO 9001 and may not experience the full benefits of a supplier’s quality manage-
ment system unless they have comparable procedures in place.

Information Security Management

As a mandatory standard, all information systems and services supplied to the NHS
(including NHS Connecting for Health) must allow the implementation of the security
facilities defined in BS ISO/IEC 17799:2005 (which will shortly be absorbed into
the BS ISO/IEC 27001 standard). The standard establishes guidelines and general
principles for initiating, implementing, maintaining and improving information
security management in an organisation. Where managed IT services are being
provided it is considered desirable that the supplier has this certification.

In addition to the BS ISO/IEC 17799:2005 standard, information systems, and
services supplied to the NHS must also comply with:

• The BS 7083:1996 guide to the accommodation and operation environment
  for information technology equipment.
• The recommendations made in the Caldicott Report regarding information
  security.
• The recommendations and guidance issued by the Department of Health or
  other relevant NHS bodies.
• All data protection legislation, including relevant Acts and Directive, and any
  relevant guidance published by the Information Commissioner.

IT Service Management

ISO/IEC 20000:2005 defines the requirements for a service provider to deliver
managed services. It is based on BS 15000, which has been superseded. It is com-
monly used by organisations that are going to tender for their services to provide
a consistent approach by all service providers in a supply chain, to benchmark IT
service management and demonstrate the ability to meet customer requirements.
Certification under ISO/IEC 20000:2005 is presently mandatory for suppliers to NHS
Connecting for Health but advisory only for procurements taking place outside of
the National Programme (though this requirement may change in the future).

The ISO/IEC 20000:2005 requirements are derived from “ITIL”—the IT Infrastruc-
ture Library provided by the Office of Government Commerce—which consists
of a series of publications giving guidance on the provision of quality IT services
together with the accommodation and environmental facilities needed to support IT.
There are obvious benefits to NHS organisations if the suppliers of their managed IT services have this certification. The number of suppliers that have achieved this is, however, currently small. Therefore NHS organisations are advised to consider showing preference to suppliers who have such certification, but not to insist upon it.

**Safety and Risk Management Standards in the National Programme for IT in the NHS**

Early in the National Programme, a review was undertaken to provide a “first cut” assessment of how patient safety issues were being considered and addressed. That review provided recommendations on a way forward, which would ensure that patient safety improvement opportunities were realised and the introduction of unintended patient safety risks were avoided. Consequently, NHS Connecting for Health undertook a series of actions, including the creation of a “Risk and Safety Board” and the implementation of a safety assurance and management system under which information systems and services supplied through the National Programme must receive a “Clinical Authority to Release” from the Programme’s Clinical Safety Committee before they can be deployed.

In March of this year, as the deployments taking place within the Programme became more focused on clinical systems than on administrative systems (as had previously been the case) a second review of patient safety was carried out and a number of further actions were instigated as a result, including:

- The issuing of a Contract Change Notice (CCN) that will make patient safety a formal part of the programme’s requirements.
- The recruiting of a new medical director who will have specific responsibility for patient safety assurance and patient safety benefit realisation.
- The extension of the National Programme’s safety assurance and management system to cover the entire lifecycle of an information system or service, from scoping and specification onwards, and covering all information systems and services supplied to the NHS. This will mean that, in the future, not only will a “clinical authority to release” certificate be required prior to deployment, but a “clinical authority to proceed” certificate will be required at each stage in a system or service’s lifecycle.
- A requirement that, henceforth, a risk log must be kept by service providers which will facilitate the management and transfer of patient safety risks during a system or service’s lifecycle (National Patient Safety Agency, 2006).
A further change that is likely to take place in NHS *Connecting for Health* is that suppliers that have an internal safety assurance and management system that meets the standards of the National Programme and is appropriately integrated into their workflows and processes will not have to get a new “clinical authority to release” from the Programme’s Clinical Safety Committee for minor releases and so-called “bug fixes.”

Providing this kind of flexibility to suppliers under NHS *Connecting for Health* will, however, require the National Programme to publish a formal standard for safety and risk assurance and management against which either the Programme or an independent third party can audit a supplier’s safety management system. At the present time the Programme uses a safety management system that has been developed in line with the principles of the IEC 61508 standard for the functional safety of safety-related systems. In essence, the safety management system involves three deliverables:

- **An end-to-end hazard assessment**, whereby the products and services being supplied to the National Programme undergo a thorough risk assessment in the clinical context in which they will be used.
- A **safety case**, setting out ways in which identified hazards would be mitigated.
- A **safety closure report**, providing evidence that hazards have been addressed in a satisfactory manner, is produced and submitted to the Clinical Safety Committee.

The IEC 61508 standard is not specific to clinical systems and there is an initiative underway, therefore, to create a medical version of it. Other standards which NHS *Connecting for Health* draws on include ISO 14971:2000 on the application of risk management to medical devices, as well as guidelines published by the NPSA (National Patient Safety Agency, 2003). These latter standards enable the National Programme to ensure the completeness of their safety and risk management system, by including provisions for proactive incident reporting—perhaps via a “helpdesk” and a formal system for sharing and learning lessons on patient safety.

In addition to the safety management requirements described above, suppliers to NHS *Connecting for Health* must manage their risk processes in accordance with the operation of the PRINCE2 methodology and provide monthly risk reports, which include an analysis conducted by the supplier of the key risks in the project and progress made in mitigation of those risks. Suppliers are obliged to undertake regular risk assessments in relation to the supply of information systems and services to the National Programme not less than once every six months.
Emerging Standards for Knowledge-Based Products and Services

Although NHS Connecting for Health has established quality, safety and risk assurance and management systems, there are not presently any specific standards for the quality, safety, and risk management of knowledge-based products and services. However, in a recent report to the National Programme by the programme’s director of clinical knowledge process and safety, Sir Muir Gray, significant concerns were raised about the poor level of assurance that takes place in the main forms of useable knowledge provided to the NHS (Gray, 2006). The report states that significant improvements need to take place to supplier’s existing practices, which are too dependent upon peer review and editing: processes that are argued to have severe limitations.

Specifically, the existing peer-review and editing system is stated by the report to have a number of fundamental flaws:

- **It does not detect poor literature retrieval**—so that, if a research study is based on an inaccurate estimate of the current state of knowledge, its research hypothesis will itself be flawed;

- **It does not detect statistical problems**—significant tests may be inappropriately used for baseline comparisons, methods of randomisation may be poorly described and sub-group findings might be presented without appropriate statistical tests for interaction. Taken together, these failings can lead to exaggerated claims of treatment effects;

- **It does not detect unsystematic systematic reviews**—the word “systematic review,” while inferring a high degree of rigour, is misused today. Some reviews that claim to be systematic are not. Indeed, many systematic reviews and meta-analyses have serious or extensive flaws; and

- **It does not detect covert duplicate publication**—which can take place because articles submitted for publication are “masked” by a change of authors or language or by adding extra data. Trials reporting greater treatment effects are significantly more likely to be duplicated.

The general effect of these flaws in the peer review system is to emphasise the beneficial effects of interventions and therefore lead the reader to overestimate the benefits and underestimate the harms of an intervention. These effects are compounded by other factors with the same effect, for example the tendency of authors to submit, and editors to publish, studies with a positive result rather than no result. The combined effect is known as positive publication bias and one estimate is that
this bias overestimates the benefits of treatments by up to one-third (Schulz, Chalmers, Haynes, & Altman, 1995).

There is clearly considerable potential for these kinds of flaws to find their way into knowledge-based products and services, such as decision-support software, unless appropriate assurance processes are put in place to protect against this. Indeed, the very fact that busy clinicians and patients do not have the time to find and read journal articles and are becoming increasingly reliant upon synopses and pre-prepared “patient pathways” will mean that a supplier must be sure it is achieving the highest standards as regards:

- **Peer review**—to ensure that research (e.g., randomised controlled trials) is based on a comprehensive synthesis, or systematic review, or previous work in the field;
- **The conduct of research**—to ensure that correct methods were chosen;
- **Complete, honest reporting**—of research outcomes, which means (especially in research supported by the pharmaceutical industry) reporting negative as well as positive findings;
- **Better reporting**—of research outcomes, which can be achieved using guidelines such as CONSORT (Chalmers & Clarke, 1998; Clark, Alderson & Chalmers, 2002; Moher, Schulz, & Altman, 2001); QUOROM (Moher et al, 2004), STARD (Bossuyt, 2004), STROBE (Von Elm & Egger, 2004) and MOOSE (Stroup, 2000);
- **Selection of better quality articles for clinicians and patients**—by identifying studies of low quality (even though they have been peer reviewed), synthesising the results of high quality studies, writing conclusions in a style that is useful for busy clinicians and patients and keeping the evidence base up-to-date by identifying new studies of high quality for inclusion in the synthesis of research;
- **Systematic reviews**—which should only be treated as such if they fulfil the characteristics of Cochrane Reviews in that they are selected on the basis of explicit quality criteria;
- **Regular updating**—all sources used in knowledge-based products and services should have been updated explicitly and regularly or otherwise treated with caution; and
- **Critical appraisal skills**—a supplier’s staff as well as peer reviewers and externally-commissioned authors should be constructively suspicious of everything they read no matter how pre-eminent the author or the venerability of a source. Knowledge sources used for synopses and patient pathways should be appraised not only for their research quality and the quality of reporting.
but also for their contribution to the solution of the problems of the clinicians and patients who will rely upon them.

These processes are presently being proposed by Sir Muir Gray as best practice for suppliers of knowledge-based products and services to NHS Connecting for Health and it is entirely likely that they could, in due course, become contractual requirements with which suppliers to the National Programme will have to demonstrate compliance.

Conclusion

Despite the impression the reader might be left with after reading this chapter, there are relatively few formal regulatory demands presently placed upon the suppliers of health information systems, services and technologies and the barriers to entry into this particular sector of healthcare innovation remain unsubstantial as compared with the pharmaceutical and medical device sectors—where a significant amount of time must be spent carrying out studies which demonstrate clinical efficacy and safety before a marketing authorisation can be issued for a new product.

While there is no compelling evidence to suggest that health IT applications are so scandalously unsafe that they should immediately be subjected to a regime similar to that used for pharmaceuticals and medical devices, the gulf between health IT and its sister sectors is dramatic enough to indicate a market that, while no longer in its infancy, is still not a fully grown adult.

The fact, nonetheless, that a major national health IT programme such as NHS Connecting for Health is now putting in place an explicit system of safety and risk management standards demonstrates that medical informatics is no longer the sole preserve of a limited number of trial-blazing sites but is becoming more and more deeply embedded in routine patient care. While this is good news for patients and users, it bodes less well for health IT suppliers that lack the human or financial resources with which to implement the safety and quality management systems that their customers are now entitled to demand.
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Abstract

The increased use of the Internet and latest information technologies such as wireless computing is revolutionizing the healthcare industry by improving services and reducing costs. The advances in technology help to empower individuals to understand and take charge of their healthcare needs. Patients can participate in healthcare processes, such as diagnosis and treatment, through secure electronic communication services. Patients can search healthcare information over the Internet and interact with physicians. The same advances in technology have also heightened privacy awareness. Privacy concerns include healthcare Web sites that do not practice the privacy policies they preach, computer break-ins, insider and hacker attacks, temporary and careless employees, virus attacks, human errors, system design faults, and social engineering. This chapter looks at medical privacy issues and how they are handled in the U.S. and New Zealand. A sample of 20 New Zealand health Web sites was investigated.
Introduction

Advances in information technology have increased the efficiency of providing healthcare services to patients. Using Web-based technology, the healthcare team can also include the patient, who must be an informed decision maker and active participant in his or her care. These same advances also improve the features, functions, and capabilities of the electronic medical record systems and potentially increase the number of parties, namely hospitals, insurance companies, marketing agencies, pharmaceutical companies, and employers that may have unauthorized access to private medical information. These systems are justifying themselves in terms of cost and life savings. Accessibility to mobile computing devices in the healthcare industry is also evolving. Wireless computing devices enable physicians, clinicians, and nurses to enter patient data at the point of care (Kimmel & Sensmeier, 2002). Disease management systems provide caregivers with information on efficacy of drugs and treatments at various stages of a medical condition. Using bar-coding technology together with decision support, systems can ensure that patients can receive the correct medication or treatment.

Healthcare organizations must manage a tremendous amount of information, from clinical test results, to financial data, to patient tracking information. While most healthcare organizations have policies and procedures in place to guarantee at least minimum levels of privacy protection, they are not core features of most technology systems in the healthcare industry. This is true despite the fact that unauthorized disclosure of an individual’s private medical information can affect one’s career, insurance status, and even reputation in the community. Without adequate privacy protection, individuals must take steps to protect themselves from what they consider harmful and intrusive uses of their health information, often at significant costs to their health.

Healthcare privacy is an increasingly complex legal and operational issue facing the healthcare industry. For example, in the areas of mental health, HIV, pharmaceuticals, and genetic information, issues of privacy and the appropriate use of health information have already shown themselves to be particularly sensitive. The public has also become increasingly conscious of privacy issues, such as protection of electronic medical records, commercial uses of health information, and insurer and employer access to patient-identifiable information. The increasing use of the Internet also brings a corresponding need for privacy awareness. The very nature of electronic records makes them more easily transportable and thus accessible.

Healthcare professionals face many challenges as they seek ways to deliver quality healthcare while maximizing efficiency and effectiveness and at the same time ensuring privacy. A substantial barrier to improving the quality of and access to healthcare is the lack of enforceable privacy rules. Individuals share a great deal of sensitive, personal information with their doctors. This information is then shared
with others, such as insurance companies, pharmacies, researchers, and employers, for many reasons. Yet unlike other personal information, there is very little legal protection for medical records.

This chapter focuses mainly on the impact that information technology has on healthcare privacy and the ways in which privacy can be achieved. We examine this in the context of the situation in the U.S.A. and in New Zealand, which has supposedly the world’s strictest privacy legislations in the Privacy Act (1993). Comparisons to other countries are also made where information security technology has been applied in the medical domain.

What is Health Information?

The American Health Information Management Association (AHIMA) (The American Health Information Management Association and the Medical Transcription Industry Alliance, 1998) defines health information as:

- Clinical data captured during the process of diagnosis and treatment.
- Epidemiological databases that aggregate data about a population.
- Demographic data used to identify and communicate with and about an individual.
- Financial data derived from the care process or aggregated for an organization or population.
- Research data gathered as a part of care and used for research or gathered for specific research purposes in clinical trials.
- Clinical data and observations taken by trainees in a teaching hospital.
- Reference data that interacts with the care of the individual or with the healthcare delivery systems, like a formula, protocol, care plan, clinical alerts, or reminders.
- Coded data that is translated into a standard nomenclature or classification so that it may be aggregated, analyzed, and compared.

AHIMA further states that healthcare information and data serve important functions, including:
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- Evaluation of the adequacy and appropriateness of patient care.
- Use in making decisions regarding healthcare policies, delivery systems, funding, expansion, education, and research.
- Support for insurance and benefit claims.
- Assistance in protecting the legal interests of the patients, healthcare professionals, and healthcare facilities.
- Identification of disease incidence to control outbreaks and improve public health.
- Provision of case studies and epidemiological data for the education of health professionals.
- Provision of data to expand the body of medical knowledge.

What is Healthcare Privacy?

Healthcare is a service industry that relies on information for every aspect of its delivery. Health information is important to the patients, the medical practitioners, the healthcare professionals, and institutions, in addition to society as it directs the health of the population. It must be protected as a valuable asset, and in its primary form as the medical record of a unique individual, it must be safeguarded.

Privacy of health information is a legitimate concern. Such concerns grow as technology is in place to allow confidential medical records and sensitive health information such as: mental illness, HIV, substance abuse, sexually transmitted disease, and genetic information, to be made available to employers, bankers, insurers, credit card companies, and government agencies for making decisions about hiring, firing, loan approval, and for developing consumer marketing.

The application of information technology to healthcare, especially the development of electronic medical records and the linking of clinical databases, has generated growing concerns regarding the privacy and security of health information. The security and integrity of electronic health data must be protected from unauthorized users. However, in the medical field, accessibility for certain authorized functions must overrule any other concerns, that is, when a doctor needs to access the information about a patient in order to provide emergency treatment, it is imperative that the data become available without delay (Ateniese, Curtmola, de Medeiros, & Davis, 2003).

While patients have a strong interest in preserving the privacy of their personal health information, they may also have an interest in medical research and other efforts by healthcare organizations to improve the quality of medical care they receive.
Categories of Healthcare Privacy

In addition to technological revolutions, which are the main cause for privacy concerns, there are three distinct kinds of violations of health information privacy according to the congressional testimony of Janlori Goldman, director of the Health Privacy Project at Georgetown University (Starr, 1999):

- Individual misappropriation of medical records;
- Institutional practices—ambiguous harm to identifiable individuals; and
- Institutional practices—unambiguous harm to identifiable individuals.

Individual Misappropriation of Medical Records

Starr (1999) states that this category involves individuals who misuse medical data, often publicly disclosing sensitive information and typically violating both the policies of the institutions that kept the records and the laws of their state. It is by far the most common type of violation of health information privacy that can be corrected by stronger penalties and more aggressive enforcement of privacy laws and policies. According to Health Privacy Project: Medical Privacy Stories (2003), examples include:

- Following the rape accusations against basketball player Kobe Bryant, the alleged victim’s medical records were subpoenaed by Bryant’s defense lawyers from a Colorado hospital. After a hospital employee released the records to a judge, attorneys for the hospital have asked that judge to throw out the subpoenas and destroy the records already received by him, citing state and federal medical privacy laws. Attorneys for the victim are also attempting to prevent Bryant’s defense team from gaining access to her medical records from two other hospitals. However, a number of news stories have published sensitive medical information that reporters allege came from hospital employees (Miller, 2003).

- A hospital clerk at Jackson Memorial Hospital in Miami, Florida stole the social security numbers of 16 patients named Theresa when they registered at the hospital. The hospital clerk then provided the social security numbers and medical record information to a friend, also named Theresa, who opened up over 200 bank and credit card accounts and bought six new cars (Sherman, 2002).
Institutional Practices: Ambiguous Harm to Identifiable Individuals

This category consists of the use of personal health data for marketing and other purposes where the harm to the individual is ambiguous or relatively small. For example, a chemist or pharmacist sells patient prescription records to a direct mail and pharmaceutical company for tracking customers who do not refill prescriptions, and sending patients letters encouraging them to refill and consider alternative treatments. The problem is not so much harmful to the customers, who might have appreciated the reminders; what worries them most is the hands into which such lists might fall. This may also raise the question of the merchandising of health data for purposes unrelated to those for which patients provided the original information.

Institutional Practices: Unambiguous Harm to Identifiable Individuals

This category consists of institutional practices that do cause harm to identifiable individuals. Different from the other two categories, this one raises much more serious privacy issues and needs correction and reform. Starr stresses that the commingling of the insurance and employment functions in the United States has led to serious abuse of confidential medical information; and the development of genetics has made possible a new and insidious form of discrimination. He recommends security measures such as encryption, the use of a universal health identifier, segmentation of medical records, and biometric identifiers for and audit trails of those accessing medical records (Starr, 1999). Examples from Health Privacy Project: Medical Privacy Stories (2003) and Starr (1999) include:

- Two hundred and six respondents in a survey reported discrimination as a result of access to genetic information, culminating in loss of employment and insurance coverage or ineligibility for benefits (Science and Engineering Ethics, 1996).
- A survey found that 35% of Fortune 500 Companies look at peoples’ medical records before making hiring and promotion decisions (Unpublished study, University of Illinois at Urbana-Champaign, 1996).
Technological Changes

Information technologies, such as the Internet and databases, have advanced substantially in the past few years. With the adoption of these new technologies, the healthcare industry is able to save billions of dollars in administrative and overhead costs. These savings can be used to discover new drugs or expand coverage for the uninsured. Through these new technologies, patient care will also be improved; for example, telemedicine allows medical specialists to “examine” and “treat” patients halfway around the world. Perhaps most importantly, information technologies help to empower individuals to understand and to take charge of their own healthcare needs. Patients become active participants in the healthcare process through secure electronic communication services. Wilson, Leitner, and Moussalli (2004) suggest that by putting the patient at the center of the diagnosis and treatment process, communication is more open, and there is more scope for feedback or complaint. This enhances and supports human rights in the delivery of healthcare.

The Internet and Patients

The use of Internet in the healthcare industry involves confidential health information being developed and implemented electronically. There are already several applications available on the Internet for caregivers and patients to communicate and for the electronic storage of patient data. These applications include: electronic mail, online conversations and discussion lists (online chat and NetMeeting), information retrieval, and bulletin boards. Caregivers and patients use electronic mail and online chat to communicate. Patients can search the Web for information about symptoms, remedies, support groups, and health insurance rates. They can also obtain healthcare services, such as second opinions and medical consultations, and products, such as prescription drugs, online (Choy, Hudson, Pritts, & Goldman, 2002).

Patient databases are stored on the Internet, with some providers storing complete patient records in Internet-accessible sites. Patients can interact with databases to retrieve tailored health information (selection-based on personal profile, disease, or a particular need such as travel or cross-border healthcare) (Wilson et al., 2004). However, the availability of medical information in an electronic form (whether or not available over the Internet) raises privacy issues.

The Internet and Health Professionals

Through the use of the Internet, health professionals will have the most up-to-date information available at the click of a mouse. Hospitals, clinics, laboratories, and
medical offices will be digitally linked together, allowing for the quick, efficient transfer and exchange of information. The test results will be digitized, allowing for a speedy transfer from labs to hospitals while gaining back the valuable time lost in physical transport. For example, Telehealth in Canada will make geography disappear on a large scale (Siman, 1999). It is a new initiative that significantly improves health services, particularly to remote and rural areas. It also allows physicians to do a complete physical examination of the patient via a digital link. Diagnosis can be made over long-distance telephone lines, rather than after long-distance travel, thus saving the patient the strain and cost of travel. Physicians and other caregivers may use the Internet to discuss unusual cases and obtain advice from others with expertise in treating a particular disease or condition (Siman, 1999).

The Internet and Health-Related Activities

The Internet can support numerous health-related activities beyond the direct provision of care. By supporting financial and administrative transactions, public health surveillance, professional education, and biomedical research, the Internet can streamline the administrative overhead associated with healthcare, improve the health of the nation’s population, and lead to new insight into the nature of disease. In each of these domains, specific applications can be envisioned in which the Internet is used to transfer text, graphics, and video files (and even voice); control remote medical or experimental equipment; search for needed information; and support collaboration, in real time, among members of the health community (Committee on Enhancing the Internet for Health Applications: Technical requirements and implementation strategies, 2000). For example, the Internet could do the following (Committee on Enhancing the Internet for Health Applications: Technical requirements and implementation strategies, 2000):

- Enable consumers to access their health records, enter data or information on symptoms, and receive computer-generated suggestions for improving health and reducing risk.
- Allow emergency room physicians to identify an unconscious patient and download the patient’s medical record from a hospital across town.
- Enable homebound patients to consult with care providers over real-time video connections from home, using medical devices capable of transmitting information over the Internet.
- Support teams of specialists from across the country who wish to plan particularly challenging surgical procedures by manipulating shared three-dimensional images and simulating different operative approaches.
• Allow a health plan to provide instantaneous approval for a referral to a specialist and to schedule an appointment electronically.

• Enable public health officials to detect potential contamination of the public water supply by analyzing data on nonprescription sales of antidiarrheal remedies in local pharmacies.

• Help medical students and practitioners access, from the examining room, clinical information regarding symptoms they have never before encountered.

• Permit biomedical researchers at a local university to create three-dimensional images of a biological structure using an electron microscope 1,000 miles away.

Also called: “Medicine of the Millennium,” telemedicine is connecting geographically separate healthcare facilities via telecommunications, video, and information systems. The purpose of telemedicine is for remote clinical diagnosis and treatment, remote continuing, medical education, and access to central data repositories for electronic patient records, test requests, and care outcomes.

However, the increasing use of the Internet brings a corresponding need for privacy awareness. The very nature of electronic records makes them more easily transportable and, thus, accessible. Privacy on the Internet is becoming more and more of a concern as confidential information transmitted via the Internet may be intercepted and read by unauthorized persons. Some commonly used Internet protocols may allow information to be altered or deleted without this being evident to either the sender or receiver. Patients may be totally unaware that their personally identifiable health information is being maintained or transmitted via the Internet, and worse still, they may be subject to discrimination, embarrassment, or other harm if unauthorized individuals access this confidential information. While technology can and should be used to enhance privacy, it can also be used to undermine privacy.

### Why are There Healthcare Privacy Concerns?

Undoubtedly, the Internet is a valuable tool for improving healthcare because of its ability to reach millions of Internet users at little or no additional cost and absence of geographic and national boundaries. Unfortunately, the Internet is also an ideal tool for the commission of fraud and other online crime. Examples of such fraud include healthcare scams such as the selling of misbranded and adulterated drugs, and bogus miracle cures.

Many of the bigger healthcare Web sites collect information by inviting users to create a personalized Web page where they can acquire medical information tailored
specifically to their age, gender, medical history, diet, weight, and other factors. Some sites offer alerts on special medical conditions, health and fitness quizzes, and even the opportunity to store one’s own medical records and prescriptions online in case of emergency (Medical privacy malpractice: Think before you reveal your medical history, 2001). Other Web sites collect information using cookies. Cookies are small pieces of data stored by the user’s Internet browser on the user’s computer hard drive. Cookies will be sent by the user’s browser to the Web server when the user revisits the same Web site. Hence the user’s information such as number of visits, average time spent, pages viewed, and e-mail address will be collected and used to recognize the user on subsequent visits and provide tailored offerings or content to the user.

The California HealthCare Foundation recently examined the privacy policies and practices of 21 popular health sites including: DrKoop.com, Drugstore.com, and WebMD.com (Medical privacy malpractice: Think before you reveal your medical history, 2001). They found that visitors to the sites are not anonymous, and that many leading health Web sites do not practice the privacy policies they preach. In some cases, third-party ad networks run banner ads on the sites that collect information and build detailed profiles of each individual’s health conditions.

In New Zealand, no published survey has been previously conducted. In order to examine the privacy policies and practices of the New Zealand health sites, 20 medical related Web sites were chosen from the electronic yellow pages (www.yellowpages.com.nz) and studied for the purpose of this chapter. At this site, the individual listings are arranged such that those that have Web sites appear first. Only unique sites were examined. That is, those with multiple listings or branches were ignored. Those with only a simple banner ad in the electronic yellow pages were also excluded. Of these 20 Web sites, three were medical insurers, or offered a medical insurance policy as one of their services; one was for health professionals to use to support traveling patients; and the rest were medical clinics and hospitals. The result shows that all but one of these Web sites collected personal information, but only one had a privacy statement, and it was very obscure; three used cookies, and none mentioned the purpose for which the information was collected. The New Zealand Information Privacy Principle 3 requires that a well-expressed Web site should have a privacy statement. A privacy statement tells consumers that their privacy right is being considered (Wiles, 1998). The Web sites studied all failed to meet such a requirement. The results of the above studies indicate that healthcare privacy concerns are not just problems in New Zealand, but universal ones.

According to Anderson (1996), many medical records can be easily obtained by private detectives, who typically telephone a general practice, family health services authority, or hospital and pretend to be the secretary of a doctor giving emergency treatment to the person who is the subject of the investigation.

Although privacy is a concern as electronic information is vulnerable to hackers and system errors that can expose patients’ most intimate data, the most persistent risk to
security and privacy is through the people who have authorized access, much more so than the hackers or inadvertent system errors. As medical information systems are deployed more widely and made more interconnected, security violations are expected to increase in number.

What are the Concerns?

The American Health Information Management Association (1998) estimates that when a patient enters a hospital, roughly 150 people have legitimate access to that person’s medical record, including food workers, pharmacists, lab technicians, and nursing staff, each with a specific authority to view components of the record necessary for their job and each with unique ability to act within a system.

The increasing use of the Internet in the healthcare industry has also heightened concerns on privacy. The CERT Coordination Center at Carnegie Mellon University, a national resource for collecting information about Internet security problems and disseminating solutions (Committee on Enhancing the Internet for Health Applications: Technical requirements and implementation strategies, 1997), lists seven general areas of vulnerability:

- Compromised system administrator privileges on systems that are unpatched or running old OS versions.
- Compromised user-level accounts that are used to gain further access.
- Packet sniffers and Trojan horse programs.
- Spoofing attacks, in which attackers alter the address from which their messages seem to originate.
- Software piracy.
- Denial of service.
- Network file system and network information system attacks and automated tools to scan for vulnerabilities.

In addition to the above vulnerabilities, other concerns are:

- To whom should organizations be allowed to disclose personal health information with and without patient consent? Under what conditions may such disclosures be made?
• What steps must organizations take to protect personal health information from loss, unauthorized editing, or mischief?
• What types of security technologies and administrative policies will be considered sufficient protection?

Additional Common Threats and Attacks

A threat is any of the capabilities, intentions, and attack methods of adversaries to exploit or cause harm to information or a system. Threats are further defined as being passive (monitoring but no alteration of data) and active (deliberate alteration of information). King, Dalton, and Osmanoglu (2001) define four common threat consequences and the sources of threats in the following sections:

• Disclosure: If information or data is revealed to unauthorized persons (breach of confidentiality).
• Deception: If corporate information is altered in an unauthorized manner (system or data integrity violation).
• Disruption: If corporate resources are rendered unusable or unavailable to authorized users (denial of service).
• Usurpation: If the corporate resources are misused by unauthorized persons (violation of authorization).

Temporary or Careless Employees

Electronic health records stored at healthcare organizations are vulnerable to internal or external threats. Although with the protection of firewalls, careless employees, temporary employees, or disgruntled former employees cause far more problems than do hackers. As a company’s employees have tremendous access to the company’s resources, it is possible that the computer system could be hacked into internally, as well as by third parties. For example, an employee attaches a database of 50,000 names to an e-mail and sends it to a business partner who is working on a marketing campaign at another company. It would be very likely that data could be intercepted or harvested by a third party and used for improper or unauthorized purposes (Silverman, 2002).
Human Errors and Design Faults

A serious threat to the confidentiality of personal health information in hospitals and health authorities is the poor design and lax administration of access controls (Anderson, 1996). In many hospitals, all users may access all records; it is also common for users to share passwords or to leave a terminal permanently logged on for the use of everyone in a ward. This causes a breakdown of clinical and medico-legal accountability and may lead to direct harm. Other design errors include improperly installing and managing equipment or software, accidentally erasing files, updating the wrong file, or neglecting to change a password or backup a hard disk.

Insiders

Another source of threat comes from the trusted personnel (the insiders) who engage in unauthorized activities (copying, stealing, or sabotaging information, and yet their actions may remain undetected) or activities that exceed their authority (abusing their access). The insiders may disable the network operation or otherwise violate safeguards through actions that require no special authorization.

Crackers, Hackers, and Other Intruders

While internal threats consist of authorized system users who abuse their privileges by accessing information for inappropriate reasons or uses, external threats consist of outsiders who are not authorized to use an information system or access its data, but who nevertheless attempt to access or manipulate data or to render the system inoperable. Computer break-ins are proven to have occurred in the healthcare industry. The Health Care Privacy Project, a non-profit corporation in Washington DC, reported that a hacker found a Web page used by the Drexel University College of Medicine in Pennsylvania that linked to a database of 5,500 records of neurosurgical patients (Health Privacy Project: Medical privacy stories, 2003). The records included patient addresses, telephone numbers, and detailed information about diseases and treatments. After finding the database through the search engine Google, the hacker was able to access the information by typing in identical usernames and passwords. Drexel University shut down its database upon learning of the vulnerability, and a university spokeswoman stated that officials had been unaware that the database was available online, as it was not a sanctioned university site.

A “2002 Computer Crime and Security” survey conducted by the Computer Security Institute (CSI) with the participation of the San Francisco Federal Bureau of Investigation’s (FBI) Computer Intrusion Squad found that the threat from computer crime and other information security breaches continues unabated and that the threat from
within the organization is far greater than the threat from outside the organization. Results show that 74% cited their Internet connection as a frequent point of attack than cited their internal systems as a frequent point of attack (33%); 28% suffered unauthorized access or misuse on their Web sites within the last twelve months; 21% said that they did not know if there had been unauthorized access or misuse; 55% reported denial of service; and 12% reported theft of transaction information (Cyber crime bleeds U.S. corporations, survey shows; Financial losses from attacks climb for third year in a row, 2002).

Social Engineering

According to King et al. (2001), a social engineering attack involves impersonating an employee with known authority, either in person (disguised) or by using an electronic means of communication (e-mail, fax, or the telephone). For example, an attacker places a phone call to the system administrator claiming to be a corporate executive who has lost the modem pool number and forgotten the password. In the hospitals, an outsider places a phone call to an authorized insider, pretending to be a physician in legitimate need of medical information.

Information Warfare

A RAND Corporation study of information warfare scenarios in 1995 suggests that terrorists using hacker technologies could wreak havoc in computer-based systems underlying emergency telephone services, electric power distribution networks, banking and securities systems, train services, pipeline systems, information broadcast channels, and other parts of our information infrastructure (Committee on Enhancing the Internet for Health Applications: Technical requirements and implementation strategies, 2000).

Although the above examples do not specifically describe threats to healthcare organizations, they do indicate the growing vulnerability of information systems connected to public infrastructure such as the Internet. As such, the drive for increased use of electronic health information linked together by modern networking technologies could possibly expose sensitive health information to a variety of threats that will need to be appropriately addressed.

Healthcare Privacy Concerns in the United States

According to Ball, Weaver, and Kiel (2004), a national survey of e-health behavior in the U.S. found that 75% of people are concerned about health Web sites sharing
information without their permission and that a significant percentage do not and will not engage in certain health-related activities online because of privacy and security concerns. For example, 40% will not give a doctor online access to their medical records; 25% will not buy or refill prescriptions online; and 16% will not register at Web sites. However, nearly 80% said that a privacy policy enabling them to make choices about whether and how their information is shared would make them more willing to use the Internet for their private health information.

A Pew report (2005) documented that 89% of health seekers were concerned about privacy issues, with fully 71% very concerned. When people were made aware of the possibility of the issuance of universal medical ID numbers, a Gallup poll found that 91% opposed the plan; 96% opposed the placement on the Web of information about themselves held by their own doctor (The Gallup Organisation, 2000). On the other hand, the healthcare administrators are aware of security issues and have many safeguards in place. In a recent survey of healthcare information technology executives, participants ranked the protection of health data as their primary concern (Reid, 2004). Hospitals, for example, indicate that current security technologies in use include anti-virus software (100%), firewalls (96%), virtual private networks (83%), data encryption (65%), intrusion detection (60%), vulnerability assessment (57%), public key infractions (20%), and biometrics (10%). Virtually all respondents expected to use all these technologies to some degree during the next two years (The Gallup Organisation, 2000).

Recent evidence indicates that many medical organizations are lagging behind in their implementation of appropriate security systems. A study of 167 U.S. hospitals conducted by research firm HCPro found that 76% had not conducted an information security audit, and only half planned to do so by April 2001 (Johnson, 2001). Of the hospitals that had performed an audit, 51% said that they would need major improvements to, or a complete overhaul of, their security systems, and 49% claimed that they would have to significantly change or replace their security policies. Alarmingly, only 5% said they had an annual budget for HIPAA compliance.

The inadequacy of some medical providers’ security systems was recently underscored by the hacking of the University of Washington Medical Center (UWMC) computers (Thomson Corporation and health data management, 2005). SecurityFocus.com reported that an intruder was able to break into the UWMC computers and view the name, address, and Social Security number and medical procedures of over 4,000 cardiology patients. Theoretically, the UWMC could face potential lawsuits by distressed patients.

**Healthcare Privacy Concerns in New Zealand**

A survey was conducted in 1998 to study the practice and plans in New Zealand for the collation and retention of health records about identifiable individuals, with
particular reference to the implications for privacy arising from the increased use of National Health Index Numbers (NHI) (Stevens, 1998).

What is NHI? The NHI provides a mechanism to uniquely identify healthcare users. It was developed to help protect personally identifying health data held on computer systems and to enable linkage between different information systems whilst still protecting privacy. The NHI database records contain information of each person to whom an NHI number has been allocated, their name, date of birth, date of death, address, gender, ethnicity (up to three entries allowed), residence status, and other names by which they may be known (Stevens, 1998). It, however, does not contain any clinical information, and its availability for research purposes tends to be limited chiefly to a peripheral role in cohort studies and clinical trials (Stevens, 1998).

Alongside the NHI database is the Medical Warnings System (MWS) database, which can only be accessed via the individual’s NHI number. The MWS is designed to warn healthcare providers of the presence of any known risk factors that may be important in making clinical decisions about individual patient care.

The MWS database records contain individuals’ NHI numbers, donor information (e.g., heart or kidney), contact details for next of kin (name, relationship, and phone number), medical warnings (typically allergies and drug sensitivities, classified as “danger” or “warning” or unverified “report”), medical condition alerts (such as diabetes), and summaries of healthcare events (so far these have been limited to hospital admissions, showing dates of admission and discharge, hospital, and diagnosis or procedure code).

These two databases are maintained by New Zealand Health Care Information Services (NZHIS) formed in 1991, a division of the Ministry of Health. NSHIS is responsible for the collecting, extraction, analysis, and distribution of health information.

In this survey, it is found that a statement on the Ministry Web site states that access to the MWS is “restricted solely for the use of providers in the context of caring for that individual.” However, it is estimated that there are some 20,000 people who have direct access to the MWS and a further 70,000 who potentially have access to it, so that in practice, the security of the system probably relies heavily upon the difficulty of getting a hold of the NHI for the individual subject of an unauthorized enquiry (Johnson, 2001).

The survey further reveals that the same Web site document states, in respect of the NHI and MWS systems, “The Privacy Commissioner will be continuously involved in ensuring that the very highest possible standards of integrity and probity are maintained.” Yet NZHIS do not appear to have taken any steps either to check with the Privacy Commissioner before making that statement or, having made the statement without the Commissioner’s knowledge or agreement, to involve him/her at all in checking arrangements for operation of these databases. At the least,
therefore, the statement is misleading in suggesting a form of endorsement by the Privacy Commissioner.

During the survey, more than one doctor contacted admitted that they use a different name for transactions involving their own healthcare, because they do not trust the security of records held by hospitals, laboratories, and other healthcare agencies with which they deal. This implies that the more health records that are to be integrated, the more users that must be concerned about the possibility of security breaches in any one part of the larger system. This also implies that the functions of an information system can be subverted if it does not gain and keep the confidence of both users and subjects.

**Who has Access to the Healthcare Information?**

There are a variety of organizations and individuals who have an interest in medical data, and they are both within and outside of the healthcare industry. Usually access to the health information requires a patient’s agreement by signing a “blanket waiver” or “general consent forms” when the patient obtains medical care. Signing of such a waiver allows healthcare providers to release medical information to employers, insurance companies, medical practitioners, government agencies, court orders or legal proceedings, direct marketers, medical institutions, hospitals, and newsgroups/chat rooms on the Internet.

**Employers**

Employers have an interest in an employee’s fitness to work and fitness to perform particular tasks such as flying airplanes, controlling air traffic, and driving trains, buses, trucks, and cars. Some self-insured businesses establish a fund to cover the insurance claims of employees, which requires employees’ medical records to be open for inspection by employers instead of an insurance company.

**Insurance Companies**

Insurance companies seek to combat rising costs of care by using large amounts of patient data in order to judge the appropriateness of medical procedures. They may also have an interest in healthcare data about a person’s injuries and illnesses in relation to medical claims.
In New Zealand, the Accident Rehabilitation and Compensation Insurance Corporation (ACC), whose accident records are used for calculating workplace premium, will be shared with healthcare organizations. For example, to be eligible for weekly compensation, an injured person must be (a) incapacitated through injuries and (b) an earner at the time of the incapacity. ACC obtains medical opinion to clarify incapacity. It also obtains information from Inland Revenue, employers, and accountants to satisfy the second criteria.

Medical Practitioners

The medical practitioners have an explicit statutory obligation to disclose information on patients who have a serious physical condition, notifiable disease, or impairment that the doctor knows is likely to result in significant danger to the public (Clarke, 1990). In some cases it may be important that sensitive health data to be conveyed as part of information provided about a referral, in particular if the patient has been diagnosed as HIV-positive.

Government Agencies

In the U.S., government agencies may request citizens’ medical records to verify claims made through Medicare, MediCal, Social Security Disability, and Workers Compensation. In New Zealand, government agencies such as Inland Revenue Department may share the information with healthcare organizations and ACC for tax and benefits purposes.

Medical Institutions and Clinical Researchers

Medical institutions such as hospitals or individual physicians require health information for evaluation of quality of service. This evaluation is required for most hospitals to receive their licenses. Clinical researchers and epidemiologists need health information to answer questions about the effectiveness of specific therapies, patterns of health risks, behavioral risks, environmental hazards, or genetic predisposition for a disease or condition (e.g., birth defects).

Direct Marketers

Drug companies want to know who is taking which drug so that they can conduct post-marketing surveillance to develop marketing strategies. Direct marketers use
health-screening tests to collect medical information and build up data banks of businesses for promoting and selling products that are related to the information collected.

**Court Orders/Legal Proceedings**

In the U.S., medical records may be subpoenaed for court cases for people who are involved in litigation, an administrative hearing, or workers’ compensation hearing. In the (less litigatious) New Zealand context, this is more likely to involve the granting of powers of attorney to make decisions on medical matters for patients who are not capable of making such decisions.

**Internet Service Providers/Users**

The Internet is available for individuals to share information on specific diseases and health conditions. While the Web sites dispense a wide variety of information, there is no guarantee that information disclosed in any of these forums is confidential.

**Mechanisms for Addressing Healthcare Privacy**

Today, healthcare organizations are confronting the challenge of maintaining easy access to medical/clinical data while increasing data security. Technology is only part of the solution. Many healthcare organizations have deployed, to varying degrees, mechanisms to protect the security and integrity of their medical records, such as the use of strong enterprise-wide authentication, encryption, several levels

<table>
<thead>
<tr>
<th>Principles</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>Ensuring that information is accurate and up to date when needed</td>
</tr>
<tr>
<td>Accountability</td>
<td>Ensuring the access to and use of information is based on a legitimate need and right to know</td>
</tr>
<tr>
<td>Perimeter identification</td>
<td>Knowing and controlling the boundaries of trusted access to the information system, both physically and logically</td>
</tr>
<tr>
<td>Controlling access</td>
<td>Ensuring the access is only to information essential to the performance of jobs and limiting the access beyond a legitimate need</td>
</tr>
<tr>
<td>Comprehensibility and control</td>
<td>Ensuring the record owners, data stewards, and patients understand and have effective control over appropriate aspects of information privacy and access</td>
</tr>
</tbody>
</table>

Table 1. Functions of technological security tools
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of role-based access control, auditing trails, computer misuse detection systems, protection of external communications, and disaster protection through system architecture as well as through physically different locations. Among other strategies, databases are also used to address security and access control. One database will have consumer identification (ID) geographic information linked to an ID number. The second database will have actual clinical information indexed by patient ID number but no personal data (Ball et al., 2004). However, there are obstacles to the use of security technologies which are yet to be resolved.

**Technological Solution**

Technological security tools are essential components of modern distributed healthcare information systems. At the highest level, they serve five key functions, as seen in Table 1 (Committee on Enhancing the Internet for Health Applications: Technical requirements and implementation strategies, 1997): availability, accountability, perimeter identification, controlling access, and comprehensibility and control. However, these types of controls focus more on protecting information within healthcare provider institutions and do not address the problems of unrestricted exploitation of information (e.g., for data mining) after it has passed outside the provider institution to secondary players or to other stakeholders in the health information services industry (Committee on Enhancing the Internet for Health Applications: Technical requirements and implementation strategies, 1997). In New Zealand, the Health Intranet, a communications infrastructure that allows health information to be exchanged between healthcare providers in a secure way, defines six key elements that any security policy must address (New Zealand Health Information Service, 2001): confidentiality, integrity, authenticity, non-repudiation, auditing and accountability.

### Table 2. Key elements of a security policy

<table>
<thead>
<tr>
<th>Principles</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidentiality</td>
<td>Ensuring that the message is not readable by unauthorized parties whilst in transit by applying strong encryption tools, such as Digital Certificates</td>
</tr>
<tr>
<td>Integrity</td>
<td>Ensuring that the message is not damaged or altered whilst in transit by using secure private networks and Digital Signatures</td>
</tr>
<tr>
<td>Authenticity</td>
<td>Ensuring that the user is a trusted party by using user ID/password and/or Digital Certificates</td>
</tr>
<tr>
<td>Auditing</td>
<td>Recording user connectivity and site access for audit purposes</td>
</tr>
<tr>
<td>Accountability</td>
<td>Identifying clear responsibilities of organizations and individual users through compliance with Legislation and Security Policies</td>
</tr>
</tbody>
</table>
The primary goal of a security architecture design in the healthcare industry is the protection of the healthcare provider’s assets: hardware, software, network components, and information resources.

Healthcare Finance Administration (HCFA) (CPRI toolkit: Managing information security in health care, 2005) suggests that technical protection measures are traditionally grouped into three high level categories:

- **Confidentiality** measures provide the mechanism to ensure that the privacy of information is maintained. Mechanisms include encryption (e.g., virtual private networks, end-to-end, and link level encryption).
- **Integrity** measures enhance the reliability of information by guarding against unauthorized alteration. Protection measures include: digital signature and strong authentication using certificates provided through the Public Key Infrastructure (PKI) initiative.
- **Availability** measures seek to ensure that information assets are accessible to

### Table 3. Security architecture principles and guidelines

<table>
<thead>
<tr>
<th>Principles</th>
<th>Security Services</th>
<th>Mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidentiality</td>
<td>Encryption is required over all communications channels (e.g., Internet, ISP-based connections, dial up etc.). Confidential data must be kept encrypted on user laptops and workstations. Such information is to be disclosed only to named individuals on a need-to-know basis.</td>
<td>• Firewalls—Used at connection Internet and boundary points.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Physical Control—Central office and Data Center continued physical security; integrated smart card access control.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Encryption—Application-specific, primary DES-based and PKI-based key mgmt; SSL.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Database Security—Proprietary, DBMS-specific; DAC, PKI-enabled, RBAC (role based access control) intergrated; DAC.</td>
</tr>
<tr>
<td>Integrity</td>
<td>Business unit managed change control is required. Fiel-level change history must be maintained. Rollback functionality is required.</td>
<td>Encryption—Application-specific, primarily DES-based and PKI-based key management; SSL (Secure Socket Layer).</td>
</tr>
<tr>
<td>Availability</td>
<td>Virus scanning and redundant and high availability solutions are required. Strong system configuration, change control, and regular backup/restore processes are required.</td>
<td>Virus prevention—Workstation-based and server-based program; signed applications.</td>
</tr>
<tr>
<td>Identification and authentication</td>
<td>Strong authentication (encrypted, username and password, token certificate).</td>
<td>Authentication—User ID and password-based with limited smart card pilots; Private key-based with multi-factor identification.</td>
</tr>
</tbody>
</table>
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internal and external users when needed and guard against “denial of service” attacks. Protection measures include: firewalls and router filters for mitigating availability risks created by denial of service attacks.

While developing guidelines for the clinical security system for BMA (British Medical Association), Ross Anderson (1996) identified a few shortcomings of the NHS (UK National Health Services) wide network, which are useful for any security architectures to be built for the healthcare industry:

- The absence of an agreed common security policy enforced by all the systems that will connect to the network.
- The lack of confidence in the technical security measures such as firewalls.
- Many of the NHS wide network applications are unethical, which make personal health information available to an ever-growing number of administrators and others outside the control of both patient and clinician. Such availability contravenes the ethical principle that personal health information may be shared only with the patient’s informed and voluntary consent. For example, the administrative registers will record patients’ use of contraceptive and mental health services, while the NHS clearing system will handle contract claims for inpatient hospital treatment and contain a large amount of identifiable clinical information.
Item of service and other information sent over existing electronic links between general practitioners and family health services authorities. While registration links are fairly innocuous, at least two suppliers are developing software for authorities that enables claims for items of service, prescriptions, and contract data to be pieced together into a “shadow” patient record that is outside clinical control (Advanced information system, Family Health Services computer unit, 1995; Data Logic product information at http://www.datlog.co.uk/).

Table 3 is a typical security architecture, the components of which are formed based on the ten basic security services (physical security; firewalls; intrusion detection; access control; authentication; privacy and integrity (encryption); electronic signature/non-repudiation; virus protection; audit trail creation and analysis; and database security) identified by HCFA and a list of application-specific baseline requirements for the healthcare industry proposed by King et al. (2001). Some of the components and guidelines are also adopted from the Anderson’s UK NHS model.

**Encryption**

There is an increasing number of health practitioners transferring patient health information using electronic mail across wide area networks, for example, using mailbox systems to transfer registration data and item of service claims to family health services authorities, links between general practitioners and hospitals for pathology reports, and the use of Internet electronic mail to communicate with patients that require continuing management. Anderson (1996) suggests that the problem may be tackled using cryptography: encryption and digital signatures can protect personal health information against disclosure and alteration, whether accidental or malicious, while in transit through a network.

Encryption is a tool for preventing the possibility of attack and interception during transmission and storage of data, for assuring confidentiality and integrity of information, and for authenticating the asserted identity of individuals and computer systems by rendering the data meaningless to anyone who does not know the “key.” Information that has been cryptographically wrapped cannot be altered without detection. For example, the integrity of a health message is destroyed by removal of personal identifiers or by encryption of crucial pieces of the message. At the destination, the receiver decrypts the message using the same key (symmetrical encryption) or a complementary but different key (asymmetrical encryption) (New Zealand Health Information Service, 2001). Pretty Good Privacy (PGP) and GNU-PGP are commonly used third-party encryption software, which are available free for most common makes of computer.
There are two types of encryption systems: Public-key encryption and private-key encryption. The most commonly used and secure private-key encryption system is the data encryption standard (DES) algorithm developed by IBM in the 1970s, which is gradually replaced by the newer and more efficient algorithm, the advanced encryption standard (AES), which was chosen by the U.S. government after a long, open contest. According to Wayner (2002), the basic design of DES consists of two different and complementary actions: confusion and diffusion. Confusion consists of scrambling up a message or modifying it in some nonlinear way. Diffusion involves taking one part of the message and modifying another part so that each part of the final message depends on many other parts of the message. DES consists of 16 alternating rounds of confusion and diffusion.

Public-key encryption is quite different from the DES. The most popular public-key encryption system is the RSA algorithm, developed in the late 1970s, which uses two keys. If one key encrypts the data, then only the other key can decrypt it. Each person can create a pair of keys and publicize one of the pair, perhaps by listing it in some electronic phone book. The other key is kept secret. If someone wants to send you a message, only the other key can decrypt this message, and only you have a copy of that key. In a very abstract sense, the RSA algorithm works by arranging the set of all possible messages in a long loop in an abstract mathematical space (Wayner, 2002). Public key cryptography is the underlying means for authenticating users, securing information integrity, and protecting privacy. For example, New Zealand North Health is planning to use encryption to encrypt the patients’ NHI number and to deposit the information in a database. As such, information about any individual can only be retrieved by means of the encrypted identifier.

In the wide area networks, both secure socket layer (SSL) encryption and IP security (IPSec) should be deployed to allow the continued evaluation of different modes of securing transactions across the Internet. SSL is used to transport the encrypted messages on a communication channel so that no message could be “intercepted” or “faked.” It provides authentication through digital certificates and also provides privacy through the use of encryption. (IPSec) protocol, a standards-based method of providing privacy, integrity, and authenticity to information transferred across IP networks, provides IP network-layer encryption.

**Virtual Private Network (VPN)**

Virtual private networks (VPNs) are standard secure links between companies and their resource users, which allow a company’s local networks to be linked together without their traffic being exposed to eavesdropping. It can reduce the exposure to interception of international network traffic. With the increasing use of Internet in the healthcare industry, VPNs play a significant role in securing privacy. VPNs use tunneling and advanced encryption to permit healthcare organizations to establish...
secure, end-to-end, private network connections over third party networks. Some practical applications that will be used include accessing and updating patient medical records, Tele-consultation for medical and mental health patients, electronic transfer of medical images (x-ray, MRI, mammography, etc.), psychiatric consultations, distance learning, and data vaulting (ScreamingMedia, 1999).

The Hawaii Health Systems Corporation (HHSC) has created a Virtual Private Healthcare Network and Intranet solution that allows for collaboration between its 12 hospitals, 3,200 employees, and 5,000 partners located worldwide. By creating a sophisticated healthcare network that supports high speed, broadband data connectivity, doctors, specialists, and administrators can collaborate throughout the State of Hawaii just as if they were together at the same hospital. This scalable solution also allows existing and future partners, clients, and suppliers to connect to the HHSC network to collaborate and share data. By using a unique subscription profile concept, the network provides impenetrable security and allows for the free and secure flow of mission critical data (ScreamingMedia, 1999).

**Firewalls**

When private networks carrying confidential data are connected to the Internet, firewalls must be utilized extensively to establish internal security boundaries for protecting the internal private network, computers, data, and other “electronic assets” from tampering or theft by outsiders. Firewalls are a collection of network computing devices such as routers, adaptive hubs, and filters working in tandem and configured to ensure that only expressly permitted packets of data may enter or exit a private network. Firewalls will screen all communication between the internal and external networks according to directives established by the organization. For example, Internet access to an internal patient data system should be entirely prohibited or limited only to those people authenticated by a password or security token (Committee on Enhancing the Internet for Health Applications: Technical requirements and implementation strategies, 2000).

Communications security is also important. Some general practices have branch surgeries, and many hospitals have branch clinics, so the possibility of access via a dial up modem from branches is often raised (Anderson, 1996). In such cases, the main additional risk is that an outside hacker might dial up the main system and gain access by guessing a password. In order to avoid that, Anderson (1996) suggests that there should be no direct dial access to the main computer system. Instead, the main system should dial back the branches. Extra effort should also be made to educate users to choose passwords with care, and all incidents should be investigated diligently.
Audit Trails and Intrusion Detection Monitoring

Transaction logs and audit trails are important, as changes to the patient data can be closely monitored and traced. Audit trails record who and when alterations are made to particular files. The use of audit trails is invaluable, as they can be used as evidence in a court of law. The HCFA information systems create audit logs that record, in a centralized repository, logon and logoff; instances where a role is authorized access or denied access; the individual acting in that role; the sensitivity level of the data or other asset accessed; what type of access was performed or attempted (e.g., whether the nature of the requested action was to create, read, update, execute a program, or delete). Anderson (1996) suggests that periodic audits should be carried out, and from time to time these should include penetration tests. For example, a private detective might be paid to obtain the personal health information of a consenting patient. In this way, any channels that have developed to sell information on the black market may be identified and closed off.

Intrusion detection is primarily a reactive function that responds as attacks are identified. HCFA recommends the use of intrusion detection software to monitor network and host-based assets and employ a computer emergency response team to report and respond when incidents occur.

Biometric Systems

New technology called “biometric authentication” is being used to replace passwords and other security measures with digital recognition of fingerprints or other unique attributes. Biometrics uses individual physiological (finger-scan, iris scan, hand-scan, and retina-scan) or behavioral characteristics (voice and signature scans) to determine or verify identity. The most commonly used is the physiological biometrics. Because biometric security is based on a unique feature of an individual’s body, for instance, a fingerprint, it is very difficult to copy, steal, or replicate this information (The Independent Research Group, 2002). Iris-scan is very suitable for use by healthcare institutions. Iris-scan can verify or identify a person based on the unique characteristics of the human iris. The strengths of iris-scan include its high resistance to false matching, the stability of the iris over time, and the ability to use this biometric to provide access to healthcare information or entry into physically secure locations, such as a medical record-keeping or information technology department.

A study done in Albuquerque, New Mexico indicates that the most effective technologies currently available for identification verification (i.e., verifying the claimed identity of an individual who has presented a magnetic stripe card, smart card, or PIN) are systems based on retinal, iris, or hand geometry patterns (Stevens, 1998).
On the other hand, single-sign-on technology enables users to log on via user IDs and passwords, biometrics, or other means to gain immediate access to all information systems linked to a network (Clarke, 1990). Single sign-on (SSO) is the capability to authenticate to a given system/application once, and then all participating systems/applications will not require another authentication (King et al., 2001). Both technologies are designed to provide increased security in an unobtrusive manner (Clarke, 1990). St. Vincent Hospital and Health Care Services, Indianapolis had implemented a combined biometric and single-sign-on system in one of its acute care departments using different types of biometric readers to identify physicians and nurses.

**Smart Cards**

Internet commerce interests are pushing forward aggressively on standards for developing and deploying token-based cryptographic authentication and authorization systems (e.g., the Mastercard-Visa consortium and CyberCash Inc.) (Siman, 1999). Smart Card Token is a smart card about the size of a credit card and has a liquid crystal display on which a number appears that changes every minute or so. Each user card generates a unique sequence of numbers over time and, through a shared secret algorithm for which the user has been assigned access privileges, can generate the corresponding sequence of numbers. The number can be used as a session password. The write-controlled internal memory supports services such as user-specific information storage, authentication, and cryptographic certificate management. Some even have biometric access control features. Employees and appropriate contractors will be issued smart cards or tokens that store a private key and other essential authentication information.

**Access Control**

A serious threat to the confidentiality of personal health information in hospitals and health authorities is the poor design and lax administration of access controls (Anderson, 1996). Anderson stresses that, in particular, the introduction of networking may turn local vulnerabilities into global ones if the systems with ineffective access controls are connected together in a network, and then instead of the data being available merely to all staff in the hospital, they might become available to everyone on the network.

However, access controls must also be harmonized among networked systems, or moving information from one system to another could result in leaks. The solution for this is to have a common security policy that clearly states who may access what
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records and under what circumstances. Anderson emphasizes that the following are important to the implementation of effective access controls:

- A senior person such as a hospital manager or partner in general practice must be responsible for security, especially if routine administration is delegated to junior staff. Many security failures result from delegating responsibility to people without the authority to insist on good practice.
- The mechanisms for identifying and authenticating users should be managed carefully. For example, users should be educated to pick passwords that are hard to guess and to change them regularly; and terminals should be logged off automatically after being unused for five minutes.
- Systems should be configured intelligently. Dangerous defaults such as maintenance passwords and anonymous file transfer access supplied by the manufacturer should be removed. User access should be restricted to departments or care teams as appropriate. With hospital systems that hold records on many people, only a few staff should have access to the files of patients not currently receiving treatment.

**Password Management**

In many hospitals all users may access all records and often share passwords and leave terminals permanently logged on for the use of everyone in a ward. Such behavior causes a breakdown of clinical and medicolegal accountability and may lead to direct harm: one case has been reported in which a psychiatric patient changed prescription information at a terminal that was left logged on (Anderson, 1996).

It is important for administrators to educate all users that passwords issued to an individual should be kept confidential and not be shared with anyone. When a user ID is issued to a temporary user who needs access to a system, it must be deleted from the system when the user has finished his or her work. All passwords should be distinctly different from the user ID, and ideally they should be alphanumeric and at least six characters in length. Also, passwords should be changed regularly, at least every 30 days. Rittinghouse and Ransome (2004) suggest that it is a good security practice for administrators to make a list of frequently used forbidden passwords. Standard passwords that are often used to get access to different systems for maintenance purposes are not recommended.
Database Security

Database authentication and access control will be public key enabled and role-based. This means that a user will employ a multi-factor authentication procedure based on knowledge of his/her private key to obtain access to a database. Once authentication is complete, access, sometimes down to the record level, will be granted or denied based on the user’s roles and associated privileges. Database security will be implemented on a discretionary access control (DAC) basis.

Social Engineering and Careless Disclosure Safeguards

The weakest link in security will always be people, and the easiest way to break into a system is to engineer your way into it through the human interface (CPRI toolkit: Managing information security in healthcare, 2005). The main threat to the confidentiality of clinical records is carelessness in handling telephone/e-mail/fax inquiries, instant messaging and on-site visits, and inadequate disposal of information.

According to King et al. (2001), social engineering safeguards consist of non-technical (procedural) means that include: security training for all corporate users; security awareness training for all system administration personnel with well-documented procedures, handling, and reporting; and security awareness training for personnel responsible for allowing outside visitors into restricted areas (such as assigned escorts).

With regard to careless disclosure, Anderson (1996) developed a set of common sense rules that the best practices have used for years and that are agreed by the UK NHS Executives. Whether records are computerized or not, these rules of best practice can be summed up as clinician-consent-call back-care-commit:

- Only a clinician should release personal health information. It should not be released by a receptionist or secretary.
- The patient’s consent must be obtained, except when the patient is known to be receiving treatment from the caller or in the case of emergency or the statutory exemptions. In the latter two cases the patient must be notified as soon as reasonably possible afterward.
- The clinician must call back if the caller is not known personally, and the number must be verified, for example, in the Medical Directory. This procedure must be followed even when an emergency is claimed, as private investigators routinely claim emergencies.
• Care must be taken, especially when the information is or may be highly sensitive, such as HIV status, details of contraception, psychiatric history, or any information about celebrities.

• The clinician must commit a record of the disclosure to a ledger. This should have the patient’s name; whether consent was sought at the time (and, if not, the date and means of notification); the number called back and how it was verified; and whether anything highly sensitive was disclosed.

In addition, the guidelines for disclosure by telephone should also apply to faxes. Verifying the identity or, failing that, the location of the caller is just as important as it is when disclosing personal health information over the telephone. It is important, and it is the BMA’s established advice that personal health information should be faxed only to a machine that is known to be secure during working hours.

**Equipment Theft, Loss, and Damage**

Anderson (1996) considers the most serious threat to the continued availability of computerized clinical information in general practice to be theft of the computer that has been experienced by over 10% of general practices surveyed. Data can also be destroyed in other ways such as by fire, flood, equipment failure, and computer viruses. He suggests that physical security measures must be taken; hygiene rules to control the risk of computer virus infestation must be applied together with a tested recovery plan.

Since most organizations do not perform realistic tests of their procedures, with the result that when real disasters strike recovery is usually held up for lack of manuals and suppliers’ phone numbers, it is important that a drill based on a realistic scenario, such as the complete destruction of a surgery or hospital computer room by fire must be carried out, and a full system recovery to another machine from back up media held off site must be performed. Another measure is to keep several generations of back ups in cases of equipment failure and virus attacks that it may take time to notice that something has gone wrong. A typical schedule in a well run establishment might involve back ups aged one, two, three, four, eight, and twelve weeks, as well as daily incremental back ups.

**Limitations of Security Technologies**

Despite an aggressive move toward computerized healthcare records in recent years and ongoing parallel technological improvements, there are still limitations of the security technologies to achieve usable and secure systems (Gillespie, 2001).
Firewalls

Firewalls do not offer perfect protection, as they may be vulnerable to so-called tunneling attacks, in which packets for a forbidden protocol are encapsulated inside packets for an authorized protocol, or to attacks involving internal collusion (Gillespie, 2001). One of the concerns with firewalls is that most firewalls pass traffic that appears to be Web pages and requests more and more, as it is the way to get things to work through the firewall. The solution is to re-implement the whole as Web services (Webmail being a good example). These pressures continually erode the effectiveness of firewalls (Ateniese et al., 2003). For example, the NHS Network in Britain is a private intranet intended for all health service users (family doctors, hospitals, and clinics — a total of 11,000 organizations employing about a million staff in total). Initially, this had a single firewall to the outside world. The designers thought this would be enough, as they expected most traffic to be local (as most of the previous data flows in the health service had been). What they did not anticipate was that as the Internet took off in the mid-1990s, 40% of traffic at every level became international. Doctors and nurses found it very convenient to consult medical reference sites, most of which were in America. Trying to squeeze all this traffic through a single orifice was unrealistic. Also, since almost all attacks on healthcare systems come from people who are already inside the system, it was unclear what this central firewall was ever likely to achieve (Ateniese et al., 2003).

Cryptography

The basis for many of the features desired for security in healthcare information systems depends on deploying cryptographic technologies. However, there are limitations to the use of cryptography. One problem is that security tools based on cryptography are still largely undeployed. One general weakness is poor usage of the system by individuals that includes: easily guessed passwords to the cryptographic system are chosen, or even written down on a sticker and stuck on the notebook, or people use the same password across different systems. The password then becomes as safe as the weakest system that is using it (which will often be something like a Web browser that has been told to remember the password) (Anderson, 2005; Gutmann, 2005). The other problem is that cryptography does not solve the security problem, that is, cryptography transforms the access problem into a key management problem, including authentication, digital signatures, information integrity management, session key exchange, rights management, and so on. It is observed that as the scope of key management services grows, trust in the integrity of key assignments tends to diminish, and the problems of revocation in the case of key compromise become much more difficult (Gillespie, 2001). Although public key infrastructure can help deal with the problem, it has also introduced complexities.
of its own. This has led to organizations effectively misusing cryptographic keys, as managing them appropriately has become too complex. The simplest example is that everyone in the organization really does get the same key.

**Biometrics**

The deployment of biometrics is proven to be advantageous to the healthcare providers because it provides added security, convenience, reduction in fraud, and increased accountability. It increases the level of security by providing access to health information to authorized individuals and locking out those with nefarious intent. However, there are drawbacks to the technology. For example, when performing an iris-scan, individuals must remain perfectly still during enrollment and presentation, or the system will not be able to scan the iris, therefore causing false non-matching and failure-to-enroll anomalies to occur. Reid (2004) further identified a few drawbacks to biometrics: hardware costs, user perception, placement, and size. For example, iris-scans require specialized cameras with their own unique light source that can be very expensive. The user perception on having infrared light shined into the eye is quite disconcerting. To get the iris in the proper position can be quite time consuming. Some cameras can use eye recognition techniques to try to auto-pan and focus the camera, but such solutions do increase the cost of the camera and may still require some user coordination. The current size of the camera, which has been reduced to that of a desktop camera on steroids, is still very large. It needs further reduction to be able to work efficiently on a desk.

**Hardware and Software Costs**

The costs of putting secure technologies in place can be tremendous. Very often the implementation of secured systems requires procurement of new software and hardware as the legacy system becomes obsolete. Unfortunately, there are not many commercial tools readily available in the market to integrate legacy systems into modern distributed computing environments. Furthermore, such integration will involve many database content inconsistencies that need to be overcome, including patient identifier systems, metadata standards, information types, and units of measurement.

Overall the lack of standards for security controls and for vendor products that interoperate between disparate systems will hinder the implementation and enforcement of effective security solutions.
Legislation

The importance of assuring the privacy and confidentiality of health information has always been acknowledged. However, up until recently the legal protection for personal information has been patchy and disorganized (ScreamingMedia, 1999).

U.S. Legislation

The healthcare industry is currently going through an overhaul to meet government-mandated regulations stemming from HIPAA to ensure patient confidentiality, privacy, and efficiency. HIPAA, which was passed in 1996 and effective in 2001, gives consumers the right to their medical records, to limit disclosure, and to add or amend their records. Providers must have complied by April 2003. Entities covered include health insurers, physicians, hospitals, pharmacists, and alternative practitioners such as acupuncturists.

HIPAA requires all healthcare providers, health insurers, and claims clearinghouses to develop and implement administrative, technical, and physical safeguards to ensure the security, integrity, and availability of individually identifiable electronic health data. Failure to comply with HIPAA can result in civil fines of up to $25,000 a year for each violation of a standard. Because HIPAA encompasses dozens of standards, the fines can add up quickly, and wrongful disclosure of health information carries a criminal fine of up to $250,000, 10 years imprisonment, or both (King et al., 2001).

N.Z. Legislation

In New Zealand, the Privacy Act, which came into force on July 1, 1993, provides a measure of legal protection for all personal information, including health information, and applies to the public and private sectors and to information held in both paper and electronic formats.

The Health Information Privacy Code 1994, which is consistent with the provisions of the Privacy Act 1993 (s.46), was issued by the Privacy Commissioner specifically to protect the privacy of personal health information. While the code protects personal health information relating to an identifiable individual, it does not apply to statistical or anonymous information that does not enable the identification of an individual.

The Medicines Act 1981 was issued by the Ministry of Health to penalize any unauthorized sale of prescription medicines, publication of advertisements containing insufficient information about precautions and side effects, and advertising the
availability of new medicines before their approval for use in New Zealand. Under Section 20, the maximum penalty for an individual is up to six months imprisonment or a fine not exceeding $20,000. Sections 57 and 18 have a maximum penalty for an individual of three months imprisonment and a fine not exceeding $500.

The Privacy Commission also considered the application of the Privacy Act to the process of caching (Anderson, 2001). Caching occurs when a Web page accessed by users is temporarily stored by the user’s computer (client caching) or by the network server that provides the user with Internet access (proxy caching). It also considered that the Privacy Act applied to the use of cookies within New Zealand and offered sufficient protection. It is proposed that using cookies for the purpose of collecting, holding, or giving access to personal information would be an offence unless the Web site indicated such information would be gathered. However, the Privacy Commissioner did not support the creation of such an offense.

**European Union Data Protection Directive**

International action may further affect the ways in which personal health information is transmitted over the Internet. The EU Data Protection Directive, which went into effect on October 25, 1998, requires EU member states to block outbound transmissions of data to countries that do not have laws providing a level of privacy protection similar to that in the country where the data originated (Siman, 1999). The directive affords the people to whom the data refer a host of rights, including the right to be notified of data collection practices, to access information collected about them, and to correct inaccuracies (Stevens, 1998). In 1998, New Zealand addressed three aspects of the Privacy Act to ensure it is adequate for the purposes of the EU directive. This is important for New Zealand businesses dealing in personal data originating from Europe because the directive limits the exportation of data to third countries (countries outside the EU) that do not have an adequate privacy protection (Wiles, 1998). The three aspects are:

- The channeling of data from Europe through New Zealand to unprotected data havens;
- Limits on who may exercise rights of access and correction under the Privacy Act; and
- The complaints process. “With a long queue of complaints awaiting investigation, the EU may have concerns that our complaints system is not sufficiently resourced to provide timely resolution of complaints.”

In view of the above, the Privacy Commissioner addressed that the Privacy Act is built upon a desire that the collection, holding, use, and disclosure of personal
information should be carefully considered and that all activities in this area should be as open as possible.

Future Trends

The growth of wireless computing in healthcare will take place for two reasons (The Independent Research Group, 2002):

- For all electronic medical record systems to work, physicians cannot be tied down to wired PC workstations. They will need to use some type of wireless device that allows them access to the relevant hospital databases.
- As the cost of healthcare continues to rise, many individuals are being treated on an outpatient basis. To keep track of an outpatient’s vital statistics or signal when the patient needs immediate medical attention, many pervasive devices, such as toilet seats, scales, smart shirts, smart socks, and pacemakers, are being developed that collect relevant patient information. Collected data can then be transmitted via a wireless device using a wireless or mobile network to the patient’s physician, who can then decide on possible interventions.

In the recent years, the technological advancements in sophisticated applications and interoperability has increased the popularity of wireless LAN (WLAN) and the use of wireless technology in healthcare. Also with the faster connection speeds of broadband LANs, the healthcare providers have developed a number of applications to improve patient safety and the healthcare delivery process. According to Kourey (2005), the use of personal digital assistants (PDAs) has become increasingly popular. It is because, “PDAs provide access to data and e-mail, store and retrieve personal and professional information and facilitate communication in wireless environments, their use among healthcare professionals has skyrocketed. Industry experts predict the trend to continue. In 2001, 26% of American physicians used handheld devices for tasks related to patient care. While some experts predict this number to reach 50% by 2005.” Increasingly, clinicians can check on patient data or order treatments through secure wireless networks from anywhere in the hospital. For example (Hermann & Norine, 2004):

- A nurse is automatically notified on a handheld wireless device that a patient’s blood pressure is falling.
- A doctor on rounds receives the results of an important blood test on a wireless PDA instead of having to call the lab for the information.
A telemetry system records the vitals signs of dozens of patients in critical care and sends them wirelessly to a central control station for continuous, around-the-clock monitoring.

A surgeon completing a procedure writes after-care orders while still in the operating room and transmits them to the clinical information system, making them instantly part of the patient’s electronic record.

Rittinghouse and Ransome (2004) stress that employees who have not been properly educated about wireless security may not realize the dangers a wireless network can pose to an organization, given wireless computing is still a very new technology. They classify WLAN security attacks into two types:

- **Passive attacks**: An unauthorized party simply gains access to an asset and does not modify its content (i.e., eavesdropping). While an attacker is eavesdropping, he or she simply monitors network transmissions, evaluating packets for specific message content. For example, a person is listening to the transmissions between two workstations broadcast on a LAN or that he or she is running into transmissions that take place between a wireless handset and a base station.

- **Active attacks**: An unauthorized party makes deliberate modifications to messages, data streams, or files. It is possible to detect this type of attack, but it is often not preventable. Active attacks usually take one of four forms (or some combination of such):
  1. **Masquerading**: The attacker will successfully impersonate an authorized network user and gain that user’s level of privileges.
  2. **Replay**: The attacker monitors transmissions (passive attack) and retransmits messages as if they were sent by a legitimate user.
  3. **Message modification**: It occurs when an attacker alters legitimate messages by deleting, adding, changing, or reordering the content of the message.
  4. **Denial-of-service (DoS)**: It is a condition that occurs when the attacker prevents normal use of a network.

When patient information is sent wirelessly, additional security measures are advisable, although a well-defined wireless utility basically protects confidentiality and restricts where the signal travels (Hermann & Norine, 2004). Tabar (2000) suggests that the growth of new technology also creates a unique security threat and requires user authentication protocols. For example, PDAs, laptops, and even mobile carts can fall into unauthorized hands; the electronic ID must be stored elsewhere. Ven-
dors are working on solutions such as: hardware ID tokens that are inserted into the mobile devices before use and radio transmitter-tracking devices. Other browser-based only applications on the mobile computing device are also used such that the patient data resides only on the server and cannot be accessed by the mobile computing device once it is outside the WLAN coverage area. Turisco and Case (2001) argue that while vendors are responsible for code sets, encryption, privacy, and audit trails, user organizations need to manage the device with extreme care or cautions. Physical security is of paramount concern in the wireless communications. The device needs to be turned off when not in use and be kept in a safe place. Tabar (2000) concurs that the greatest hurdle in information security still rests with the user, and no technology can make up for slack policies and procedures. “Changing perceptions, culture and behavior will be the biggest challenges,” says Monica Summers, IS Director at Beaufort Memorial Hospital, Beaufort, S.C. “It’s not just the technology. You could slap down $5 million in technology, and it won’t stop people from giving out their password.” (Tabar, 2000).

Conclusion

Privacy is not just about security measures, but is at least as much about what information is collected and collated and practically recoverable. Health information has always been regarded as highly sensitive, which must be protected by medical ethics and privacy legislations. The emergence of new technology and new organizational structures in the healthcare industry has opened up the means and the desire to collect and collate such information in ways never previously considered.

The increased use of the Internet and latest information technologies such as wireless computing are revolutionizing the healthcare industry by improving healthcare services, and perhaps most importantly, empowering individuals to understand and take charge of their own healthcare needs. Patients become involved and actively participate in the healthcare processes, such as diagnosis and treatment through secure electronic communication services. Patients can search healthcare information over the Internet and interact with physicians. This enhances and supports human rights in the delivery of healthcare. The same technologies have also heightened privacy awareness. Privacy concerns include: healthcare Web sites that do not practice the privacy policies they preach, computer break-ins, insider and hacker attacks, temporary and careless employees, virus attacks, human errors, system design faults, and social engineering. Other concerns are the collection, collation, and disclosure of health information. Healthcare providers and professionals must take into account the confidentiality and security of the information they collect and retain. They must also ensure that their privacy policies or secure technologies meet the public expectation and abide by the law. Such policies and technologies must also be implemented to
ensure the confidentiality, availability, and integrity of the medical records. If this is not done, resources could be wasted in developing secure systems, which never reach fruition, and the new systems will never gain the confidence of the public or of the health professionals who are expected to use them.

Technology is, to a large extent, both the cause of and the solution to concerns about the protection of personal health information. However, there are limitations to the secure technologies that need on-going research and development. Technologies, if coupled with physical security control, employee education, and disaster recovery plans, will be more effective in securing healthcare privacy. Further advances of new information technologies, if designed and monitored carefully, will continue to benefit the healthcare industry. Yet patients must be assured that the use of such technologies does not come at the expense of their privacy.
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Abstract

In recent years, various national medical databases have been set up in the EU from disparate local databases and file systems. Medical records contain personal data and are as such protected by EU and member states’ legislation. Medical data, in addition to being personal data, is also defined in the EU legislation as being especially sensitive and warrants special measures to protect it. It therefore follows that various legal issues and concerns arise in connection with these processes. Such issues relate to the merits of compiling a nationwide database, deciding on who has access to such a database, legitimate uses of medical data held, protection of medical data, and subject access rights amongst others. This chapter examines some
of these issues and argues that such databases are inevitable due to technological change; however there are major legal and information security caveats that have to be addressed. Many of these caveats have not yet been resolved satisfactorily, hence making medical databases that already exist problematic.

Introduction

Medical data consists of information used in the provision of healthcare such as observations of patients (e.g., test results), medical histories, symptoms, prescriptions, and treatments. It is essential that such data are properly recorded and accessible in order to support the care of patients. Specifically, medical data can be used for various purposes such as to: create a historical record of a patient, provide a reference for future treatment, provide a communication mechanism among different medical professionals, anticipate future health problems, provide a legal record, and support clinical research (Shortliffe & Barnett, 2001).

The use of information technology in healthcare has created new possibilities including the digitisation of medical data (from passive paper-based patient records). An important consequence of this is the creation of the electronic health record (EHR), which can be defined as:

*a longitudinal electronic record of patient health information generated by one or more encounters in any care delivery setting. Included in this information are patient demographics, progress notes, problems, medications, vital signs, past medical history, immunizations, laboratory data and radiology reports.* (Healthcare Information and Management Systems Society, 2007)

EHRs are generally stored in a database system and their contents can vary according to the specific national legal framework under which they are regulated. They provide many advantages over traditional paper-based patient records leading to an improved quality of healthcare (by facilitating new methods of delivering healthcare and better data management). Some benefits of EHRs include: non-exclusive, continuous and multiple access to a patient’s data; improved accuracy, reliability and integrity of data; standardised data record formats; ease of data access; ease of data integration; and stronger protections for confidentiality and security (Hunter, 2002).

Traditionally, EHRs have been stored in database systems that were locally developed, maintained and stored by organisations (such as hospitals, doctors’ surgeries and other healthcare providers) in order to improve their quality of service. The advent of new information and communication technologies, improved networks and the
need for new data processing capabilities (e.g., demographic healthcare studies) have resulted in the creation of (or attempt to create) national medical databases. For example in June 2002, the United Kingdom (UK) Government (Department of Health) published a National Strategic Programme for the use of information technology in the National Health Service (NHS). Amongst key elements outlined in the strategy was the delivery of core national services that can be used throughout the NHS such as an electronic health record service (having core data and reference links to local medical databases) accessible nationally for out of hours reference, (Department of Health, 2002).

A national medical database can be described as the aggregation of various disparate local medical registries/databases compiled at the national level. Such databases are characterised by their extensive coverage/storage of medical data, both in terms of their content (they integrate different medical databases) and geographic coverage (they integrate data from an entire country). They can lead to improved healthcare services coordinated (and planned) at a national level. Improvements are due to factors such as: the provision of medical information (e.g., for an emergency) anytime and anywhere, nationally standardised medical records generally leading to an improved quality of medical data, access to a large volume of medical data for clinical research, the ability to undergo epidemiology research, the central control of medical data, the ability to plan services for populations, and better management of scarce national medical resources (see Department of Health, 2003). The nature of national medical databases (compared to local databases), especially the fact that they are accessible nationally raises greater legal concerns regarding the protection (and potential unauthorised disclosure and use) of medical data. This is especially poignant for national medical databases created and maintained by non-governmental organisations (e.g., private medical companies).

In the UK, in order to address predicted future healthcare trends, a national medical database appears to be a necessity. In 2006 a royal society report on digital healthcare (Royal Society, 2006) identified various predicted changes (driven and enabled by technology) in the UK healthcare system in 10-15 years. These predicted changes included: an increase in patient-focused service giving patients more choice in how, where and when treatment is received; a change from hospital care to more primary and community care resulting in advantages such as decrease risk of infections in a large institution; the integration of healthcare with other services (e.g., social care) resulting in a multi-organisational service; and an increase in the number of healthcare service providers, including from the private sector. These changes will require the need for patients’ medical data to be accessed anywhere, anytime and ‘on-demand’. Further, medical data will need to be shared amongst healthcare workers both within and across (public and private sector) organisations. Such developments will essentially require a national medical database in order to coordinate and integrate medical information from various sources.
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This chapter focuses on the phenomenon of national medical databases and some data protection concerns (including related legal issues of privacy and confidentiality) that arise from the creation and the operation of such databases. The chapter first briefly discusses examples of national medical databases in two European Union member states namely the United Kingdom (UK) and Slovenia. It then discusses aspects of the European Union (EU) Data Protection Directive 95/46/EC (the basis of EU Member States’ data protection legislation) such as what constitutes personal data, data protection principles, obligations of data controllers, and rights of data subjects. Next, some legal concerns specific to national medical database are discussed with a view to suggesting possible solutions for addressing these concerns. The chapter finally concludes by looking at the balance between the benefits and risks associated with national medical databases.

The Cases of the UK and Slovenia

In the UK, under the 2002 National Strategic Programme for the use of information technology in the National Health Service (NHS), a national medical database is being set up (at the time of writing) that will store the information (medical records) of up to 50 million patients in England. These records will include demographic information (e.g., date of birth, name and address) and medical data (e.g., NHS number, allergies, adverse drug reactions, test results, medication, past or continuing treatment details), (NHS Factsheet, 2005). There is the potential in the future to include other categories of medical data such as genetic data, psychiatric records, and others. Implementation of this system began in 2007 through an “early adopter” programme involving general practitioner practices in four primary care trusts. “Early adopters” are required to create summary care records (SCR), which will form part of the care records service (national medical database) in England. The SCR is formed by the uploading of a patient’s current medication, known allergies, and adverse reactions into a database.

There has been much debate over issues such as who will have access to such records, how will the privacy of patients be preserved, and how will the system be protected amongst others. Further there has been speculation about whether the designed system is fully compatible with internationally binding agreements (e.g., Council of Europe recommendation no R(97)5 on the protection of medical data, to which Britain is a signatory or the Declaration of Helsinki on ethical principles for medical research, Anderson, 2007). However, the UK Department of Health has proposed various practices for the implementation and operation of this new national healthcare system. These practices (discussed further on) have been approved by the UK Information Commissioner (who oversees the implementation
of the Data Protection Act 1998) as being consistent with the requirements of the (Data Protection) Act (Information Commissioner’s Office, 2007).

In Slovenia, around 50 different medical databases are interconnectable on the national level by reference to some unique identifier (mainly national identification number (NINo), but also social security number and healthcare card number) and held by a few governmental agencies (mainly by the national Institute for the Preservation of Health). The collection and processing of these data is regulated by the 2000 Healthcare Databases Act. At present, no single physically integrated (compiled) national medical database exists, but a variety of medical data on individuals is obtainable if data in the various databases (within departments and agencies) are combined/collated. If a physically integrated national medical database existed compiled data may be easily available to non-clinical personnel such as clerks, which raises concern. Most data compiled at the national level (from various databases) are in the identifiable/personal form, with some data anonymised (for example drug users, HIV positives, etc.). Data are collected mainly for research and statistical purposes, which would in theory allow anonymisation, however, some databases are used for other purposes and have to be in identifiable/personal form. A database of contractable diseases, for example (vaccinations, rabies), is used in the prevention of epidemics and pandemics and is usually retained in an identifiable/personal form in other to allow linking (with other databases). Two major data protection concerns are whether it would be better to have all data in an anonymised form (since such data is used mainly for statistics which only cares about aggregates) and how best to prevent misuse of data by unscrupulous employees who can sometimes easily link data from various databases with reference to the same unique identifier.

**Personal Data and Data Protection Legislation**

Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 (thereafter referred to as the Directive) sets out the legislative framework (variously implemented in the national legislation of EU member states e.g., the UK Data Protection Act 1998 and Slovenian Personal Data Protection Act 1999) for the protection of individuals with regard to the processing of personal data and on the free movement of such data. Article 2 of the Directive defines “personal data” as “any information relating to an identified or identifiable natural person (‘data subject’) where an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity.” The means of identifying should not cause excessive costs, effort and should not take much time.
The given definition of personal data is very broad, so that when used, almost any information can qualify as personal data (the criteria are met if it applies to an identifiable individual, for example: the mere fact that an individual is wearing a blue shirt can constitute an item of personal data). On the other hand, this definition is semantically also rather vague. Even if we accept the fact that content-wise every item of information can be considered personal data provided it can be related to an individual, the directive’s definition is still rather vague structurally (since it is not always clear what kind of internal structure every data record has to have to be considered personal data). In relational database theory, for example, a record structurally consists of two parts: (1) a unique identifier (primary key) of the record viz. entity under consideration and (2) one or several items of data related to it. The directive’s definition does not define personal data in this way, hence it is not always clear, for example, whether a unique identifier of a person (such as national identification number referred to as NINo) already constitutes personal data, whether only items of data related to this unique identifier would be considered personal data (for example the fact that someone lives on Oxford Street) or whether only a record that meets both criteria, inclusion of the unique identifier and data related to it would be considered personal data (for example the NINo of a person plus the fact that this person lives on Oxford Street).

In the UK case of Durant v Financial Services Authority (2003 EWCA Civ 1746), the Court of Appeal issued a landmark ruling narrowing the interpretation of what makes data ‘personal’ (within the meaning of personal data under the EU directive and UK Data Protection Act 1998). The Court ruled that personal data is information which:

- is biographical in a significant sense; has to have the individual as its focus; and
- has to affect an individual’s privacy whether in his personal family life, business or professional activity.

At the time of writing, this case is currently being appealed before the European Court of Human Rights citing a breach of Article Eight of the European Convention of Human Rights (i.e., the right to privacy).

The question of what constitutes personal data is not as trivial as it seems, since the Directive only applies to personal data, which is recorded as part of a filing system (Article 3(1)). Hence another very important question is the question of what constitutes a personal data filing system (which, following the directive’s definition, is: “any structured set of personal data which are accessible according to specific criteria, whether centralized, decentralized or dispersed on a functional or geographical basis.”), and on this, cascading, another very important question, that of what constitutes processing of personal data (which, following the Directive’s definition, is: 
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any operation or set of operations which is performed upon personal data, whether or not by automatic means, such as collection, recording, organization, storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or combination, blocking, erasure or destruction.

This structurally rather imprecise and all inclusive definition of personal data in the end determines whether the Directive can be applied for a particular case involving collected data. In the context of national medical databases, data stored within them will certainly constitute personal data and as such will fall under the legal framework of member states’ data protection legislation (implemented from the Directive), notwithstanding the differences in these implementations.

In any data processing context, there exists a data controller and one or more data processors. The Directive defines a “data controller” as a “natural or legal person, public authority, agency or any other body which alone or jointly with others determines the purposes and means of the processing of personal data” and a “data processor” as “any other body which processes personal data on behalf of the controller.”

Article 6(1) of the Directive states five general principles relating to data quality, namely that data must be:

- Processed fairly and lawfully;
- Collected for specified, explicit and legitimate purposes and only processed for those purposes;
- Adequate, relevant and not excessive;
- Accurate and kept up to date;
- Kept in a form which permits identification of data subjects for no longer than is necessary for the purposes for which the data were collected or for which they are further processed.

Article 25 of the Directive also outlines an important principle related to the transfer of data to third countries—namely that member states shall provide that the transfer to a third country of personal data which are undergoing processing or are intended for processing after transfer, may take place only if the third country in question ensures an adequate level of protection.
Obligations of Data Controllers and Rights of Data Subjects

When is Processing Legitimate?

According to Article 7 of the directive, personal data may be processed only if

- The data subject has unambiguously given his consent; or
- Processing is necessary for the performance of a contract to which the data subject is party; or
- Processing is necessary for compliance with a legal obligation; or
- Processing is necessary in order to protect the vital interests of the data subject; or
- Processing is necessary for the performance of a task carried out in the public interest; or
- Processing is necessary for the purposes of the legitimate interests pursued by the controller (or authorised third parties) subject to the rights of data subjects to (e.g., privacy) under Article 1 (1).

The processing of personal data on the local level (e.g., primary care, hospitals etc.) usually falls (has to fall) within one of these categories. In Slovenia, the 2000 Healthcare Databases Act governs compilation of various medical databases on the national level. In the absence of such special law there might be other legal titles by reference to which data compilation could be legal, for example, a contract between an individual and a data controller (e.g., a hospital) which would allow the data controller to process personal data because it is necessary for the performance of a contract. However, a contract between the data subject and the data controller at the local level does not automatically empower local data controllers to transfer data to the national level (e.g., national medical database). Another legal title according to which such transfer would be deemed legal is for example the case of transferring data to a national Centre for Disease Control and Prevention (i.e., performance of a task carried out in the public interest).

In the absence of other legal titles, data could be compiled at the national level on the basis of data subjects’ consent. A data controller of a national medical database could, for example, obtain such consents (e.g., in written form) by turning directly to subjects whose data it obtained from a local level or with the collection of data from the data subjects themselves. Different countries regulate this differently. In Slovenia for example, personal data in the public sector may be processed only if
the processing of personal data is provided for by statute. If no such statute exists, the public sector is not allowed to extract consent from data subjects to collect categories of data, whose collection was not foreseen by the law. This particular provision seeks to ensure that state administration and organs would not impinge on the privacy of its citizens by *ad hoc* collection of various categories of data and compilation of databases not foreseen by the legislator. However, different statutes may provide that certain personal data may be processed by the administration on the basis of the personal consent of the individual and in such cases, and only in such cases, can the state apparatus set about collecting data by consent. Other countries (such as the UK) do not have such provisions in their data protection legislation since the Directive does not specifically require it.

**Medical Data as a Special Category of Data**

Medical data (along with data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, trade-union membership, and the processing of data concerning sex life, but interestingly not financial data) is especially sensitive according to the Directive. It is forbidden to process it, except where (Article 8):

- The data subject has given his explicit consent,
- Processing is necessary for the purposes of carrying out the obligations and specific rights of the controller in the field of employment law,
- Processing is necessary to protect the vital interests of the data subject or of another person where the data subject is physically or legally incapable of giving his consent,
- The processing relates to data, which are manifestly made public by the data subject or is necessary for the establishment, exercise or defence of legal claims.

**Information to be Given to Data Subject**

The directive demands that when collecting data from a data subject (Article 10), (or obtaining from another source, which is not the data subject Article (11)(1)) the controller must provide the data subject with at least the following information related to the processing of his or her data:

- The identity of the controller,
- The purposes of the processing,
• The categories of data concerned,
• The recipients or categories of recipients,
• The existence of the right of access to and the right to rectify the data concerning him.

If a national medical database is compiled, data would probably not come directly from the data subjects themselves, but rather from the providers of primary health services such as clinics and hospitals (as is the case with “early adopters” in the UK). Whenever such data is compiled on the national level, but no later than the time when the data are first disclosed to third parties, data subjects would have to be informed about it. The recipients of data would also have to be disclosed, which are not always obvious in advance and transfers to such recipients would always need to occur according to an explicit legal title.

This provision is often violated in practice as various data collectors do not present all of the information necessary to data subjects. Hence, the identities of data controllers are often not disclosed (the data controller's data processor is often enlisted instead, for example, a hospital carrying out clinical research instead of the company on whose behalf the research is carried out); some recipients of the data are not disclosed (in the above case, the ultimate recipient could be the national medical database where the data would eventually resurface); and the purposes of processing are sometimes too vaguely defined (such a broad, all encompassing purpose would for example be processing for the purposes of national healthcare, which is void of specific meaning).

**Right of Access**

According to the Directive, an individual whose data are being processed has the right (subject to some exceptions) to obtain from the controller (Article 12):

• Confirmation as to whether or not data relating to him are being processed and the recipients or categories of recipients to whom the data are disclosed,
• Communication to him of the data undergoing processing and of any available information as to their source,
• Appropriate rectification, erasure or blocking of data the processing of which does not comply with the provisions of this directive,
• Notification to third parties to whom the data have been disclosed of any rectification, erasure or blocking carried out unless this proves impossible or involves a disproportionate effort.
European member states have codified this article differently in their respective national legislation: some have prescribed a duty to notify data subjects of possible receivers of data relating to them, others go as far as prescribing compulsory recording of each data transfer for specified periods of time. In Slovenia, for example, every transfer of personal data to third parties (e.g., local authorities, police) has to be recorded and retained for some period of time (5 years) in case the subject exercises his right to obtain this information. This recording of transfers puts some burden on the data controller but there are signs that it effectively controls data paths and prevents the leaking of data. Each such transfer must be adducible from one of the titles cited in Article 7 of the Directive and this title must be sought prior to it and recorded alongside the receiver of data. Data controllers are less likely to pass on data if they must record such transfers and search for its justification in advance. In the case of creating a national medical database, local health service providers would have to check whether there is a legal instrument to authorise the transfer of such data to the national level (e.g., a statute mandating such transfer to a national medical database) and in the absence of such a legal instrument would have to deny any transfer request. Once at the national level, each transfer from the compiled national medical database should also be recorded to enable post screening of transactions.

**Right to Object**

Where processing is necessary for the performance of a task carried out in the public interest or for the purposes of the legitimate interests pursued by the controller (Article 7), a data subject has the right (under Article 15) to object (subject to compelling legitimate ground) to the processing of data related to him unless such processing is provided for by national legislation.

**Automated Individual Decisions**

Under Article 15 of the Directive, every person shall be granted the right not to be subject to a decision which produces legal effects concerning him or significantly affects him and which is based solely on automated processing of data. If data from a national medical database is used automatically, (e.g., if an insurance company makes an automated decision on an insurance claim, based on information accessed from a national medical database) then the rights of the data subject affected would have been violated.
Exemptions to Certain Obligations and Rights

The Directive (Article 13) provides that member states can restrict the scope of obligations and rights given in Articles 6(1), 10, 11(1), 12 (previously discussed) and 21 (relating to the publicising of processing operations) in order to safeguard: national security, defence, public security, the prevention, detection, investigation, and prosecution of crime, economic and financial interests, and the protection of data subjects or the rights and freedom of others.

Some Legal Issues

Allowability of Linking and the Scope of Utilisation of Nationally Compiled Data

Two important issues can be identified with the compilation of national medical databases. The first is allowability of such compilations *per se* (that is, the linking together of data from previously disparate databases), the other is (provided that the first is positively resolved) the scope of use of such compiled data. The first issue, the mere linking of different databases, is not specifically prohibited by the Directive, but the laws of some EU member states have put an effective ban on the linking itself. For example, in Slovenia it is forbidden to permanently link disparate databases in the public sector (Article 20, Slovenian Personal Data Protection Act 1999). The second issue must be resolved with regard to the Directive, which prohibits data to be used for any other purpose than for the one for which it was collected. This means that there must be a legal basis for the collection, compilation, and use of data on the national level. This special legal basis is usually legislation such as a medical database law.

Even in the absence of a linking prohibition, a national medical database can still only be built if it is governed by special law. If such law does not exist, it means that data can be linked or physically aggregated, but it can only be used in such a way as if the data were not linked.

We consider three possible solutions for these problems.

*Tightly Controlled Use of Compiled Records*

When national medical databases are compiled, the easiest way to store data is for the data controller to have data (records) kept in an identifiable/personal form.
obviates the need for costly and sometimes difficult anonymisation processes, it allows for the subsequent quality control of data sets, makes possible further research on raw data, and the addition of new data about individuals. However, tight access controls must then be implemented with permissions to access data for various profiles. Since data are being processed in their personal form, all duties with respect to such processing as set forth in the Directive’s provision must be carried out (e.g., the notification of data subjects).

**Anonymisation (De-Identification) of Compiled Data**

One possible solution for databases holding national medical records used for research and statistical purposes is anonymisation (the viz. de-identification) of data. Anonymised data can be used freely. It does not fall under the scope of the Directive, since it is not deemed personal data. Anonymisation refers to the procedure in which unique identifiers of records are deleted, leaving data that are still individual but that cannot be traced back to any specific individual. Any personal data can be turned into non-personal data by removing unique identifiers. This can be achieved by various means, such as by decoupling data from explicit identifiers (e.g. name compared to an implicit e.g. ID number) and full identifiers (i.e. one that defines an individual uniquely) and then destroying any other identifiers (by removing appropriate parts of individual records which together amount to full identifiers in such a way, that no combination of remained data amounts to full identifier).

Where records are merely severed into two parts, one with identifiers and the other with data, which by itself does not refer to identifiable individuals (the so called key-coded data, Lowrance, 1997) this, is not enough for anonymisation. This is according to the EU Directive and member states data protection legislation standards, since all necessary data for full identification sill lie with the data controller in this case.

According to the UK Information Commissioner’s Legal Guidance on The UK Data Protection Act 1998:

The Commissioner considers anonymisation of personal data difficult to achieve because the data controller may retain the original data set from which the personal identifiers have been stripped to create the “anonymised” data. The fact that the data controller is in possession of this data set which, if linked to the data which have been stripped of all personal identifiers, will enable a living individual to be identified, means that all the data, including the data stripped of personal identifiers, remain personal data in the hands of the data controller and cannot be said to have been anonymised. The fact that the data controller may have no intention of linking these two data sets is immaterial. (Information Commissioner, 2000)
The UK Information Commissioner’s concerns are not without foundation because research has shown that data thought to be anonymised have been re-identified by linking or matching such data to other data. For example, Sweeney (2000) was able to re-identify anonymised data by directly linking/matching two data sources (medical data and voter list) on shared attributes (date of birth, zip code, sex). In her later work, Sweeny (2002) concluded that if release information (i.e., anonymised data) is altered to map onto as many people as possible then any linking will be ambiguous and therefore it is less likely that anonymised data can be re-identified.

**Prohibition of Compilation (Linking)**

The most radical solution is to ban the linking altogether, effectively outlawing any medical database with substantial data of various categories. What is banned, of course, is linking of personal data, which renders any personal data misuse impossible. It is still possible, however, to link (and use in any way) depersonalized personal data (e.g., for research).

**Confidentiality and Protection of Records**

Due to the fiduciary (trust) relationship that exists between a medical practitioner and a patient, the medical practitioner and associated employees are under a duty of confidence not to disclose medical data provided by a patient unless authorised to do so. This is duty is usually enshrined in law, such as the UK common law of confidence. The directive further enforces the law of confidence (and privacy legislation) by virtue of the first data principle which states that data must be processed (which includes disclosure) lawfully.

Authorisation to disclose medical data may be given by explicit consent from a patient or may be allowed under special circumstances prescribed by law. With regard to medical data, The directive (Article 8(3)) states that patient consent is not required where processing (e.g., disclosure) of medical data is needed for preventive medicine, making a diagnosis, and caring or treating patients, provided that the data is processed by a healthcare professional subject to professional secrecy rules under his/her national laws.

The confidentiality of medical records is of critical importance for both healthcare workers and data subjects. Disclosure of such data can lead to victimisation, humiliation, social exclusion and prejudicial treatment. Confidentiality is particularly relevant to national medical databases because of the fact that medical data can be made available anywhere and anytime.

Various studies have shown that the confidentiality and security of medical data are amongst the biggest concerns that healthcare workers and patients have. For
example, a study by Health Which? (2003) concluded that the only barrier to the UK public accepting integrated care records to enable the sharing of medical data (amongst medical personnel and patients) was the perception that electronic systems had security issues. Also Ndeti & George (2005) concluded that the main concerns for UK clinicians and patients regarding IT in primary healthcare were patient confidentiality and the security of electronic records.

The UK provides a good example of how the confidentiality of medical records in a database can be managed. In the NHS, confidentiality issues have been addressed by various measures such as the NHS Code of Practice on Confidentiality (Department of Health, 2003) and the Caldicott Principles (developed by the Caldicott Committee chaired by Dame Fiona Caldicott, see Department of Health, 2006). Both of these measures are consistent with the principles and provisions of the directive. The NHS Code of Practice on Confidentiality (Department of Health, 2003), applies to workers within or under contract to NHS organisations. It uses a confidentiality model with four main requirements namely: (i) protecting patient’s information; (ii) informing patients about how their information is used; (iii) providing patients with a choice to decide on disclosure and use of information; and (iv) continually improving the preceding three requirements (protect, inform, choice). The Caldicott Principles were published in 1997 by the Caldicott Committee that was set up to review the transfer of patient-identifiable information between NHS organisations (in England) and non-NHS organisations. The six principles state that (i) the purpose(s) for using confidential information must be justified; (ii) confidential information must only be used when absolutely necessary; (iii) the minimum amount of confidential information required should be used; (iv) access to confidential information should be on a strict and need-to-know basis; (v) everyone must understand his or her responsibilities, and (vi) everyone must understand and comply with the law.

Also in the UK, with reference to the creation of Summary Care Records (SCR) which will eventually form part of the national medical database, the UK Department of Health has proposed specific practices to meet current legal obligations to ensure data protection and confidentiality. All patients are notified before uploading of their SCR and given the option: to decline one; limit the future scope of information in the SCR; or view the contents before uploading. The SCR, however will be uploaded without the explicit consent of the patient (but subject to notification and an opportunity to respond). After uploading, patients can remove any or all information uploaded to the SCR, and any subsequent additions to the SCR must be agreed between the patient and his/her doctor. Patients will also be able to limit the information, which can be made visible without their consent. A wide range of access controls have also been adopted. Only staff with a legitimate relationship with a patient will be able to access that patient’s SCR. This includes medical staff acting in an emergency such as staff working in an accident and emergency department.
Securing an Audit Trail

In some countries, an audit trail of all operations with respect to the processing of personal data is required. Such operations include any operation or set of operations defined as processing under the Directive and includes collecting, acquisition, recording, organising, storing, adapting or altering, retrieving, consulting, using, disclosing by transmission, communicating, disseminating, or otherwise making available, aligning or linking, blocking, anonymising, erasing or destroying.

Retrieval, in particular, is included in the set of operations for which an audit trail must exist and this can be problematic as it may present a serious hindrance to system performance to monitor and record all retrievals. The hindrance to system performance can be both in terms of the size of space needed to store audit logs and the number of system cycles dedicated to monitoring. This is especially relevant to national medical databases due to their potentially large size.

The Slovenian Data Protection Act, in particular, requires that subsequent determination must be possible of when and by whom individual personal data were entered into a filing system, used or otherwise processed. The storage term for such logs is for the period covered by statutory protection of the rights of individuals due to the unauthorised supply or processing of personal data. In the Slovenian case, all civil claims for the violation of privacy have a statute of limitation of 5 years. The requirement to store log files of every operation for 5 years, with respect to the processing of personal data is an almost overwhelming duty, one that is usually skirted round by Slovenian companies. An audit trail is also sometimes required for a limited set of operations, such as for the transfer of data to third parties. According to the Slovenian Data Protection Act, data controllers are obliged to ensure that for each supply of personal data to third parties, it is subsequently possible to determine which personal data were supplied, to whom, when and on what basis. This is in respect of the period covered by the statutory protection of the rights of data subjects (i.e., 5 years).

In the UK, an audit is not mandatory for the retrieval of data from a database. However, with regard to the setting up of the new UK national medical database, part of the procedures for protecting medical data include that all access to an SCR will be via a smartcard and PIN, and is logged, providing an audit log. All patients will be able to receive a copy of the audit log giving details of access to their SCR. The NHS also guarantees that information in the SCR will not be shared with any organisation without the explicit consent of the patient. However, previous smartcards have proved cumbersome— especially since many share or borrow smartcards. It remains to be seen whether audits will capture any abuses and curtail them.
Conclusion

The technical feasibility of compiling a national medical database from disparate local medical databases and file systems, together with the potential benefits of using a national medical database, may inevitably result in the widespread compilation of such databases. Arguably a national database can improve the quality and scope of a nation’s healthcare services. Some benefits include that it can: facilitate the provision of pervasive healthcare by enabling healthcare professionals to access medical data anytime, anywhere, and “on-demand”; facilitate information sharing across organisational and physical boundaries; provide demographic and epidemiological data for research and clinical purposes; facilitate the standardisation of medical records generally leading to improved data quality and integrity; and help in the management of national medical resources.

While national medical databases arguably facilitate an improvement in the access, availability and use of medical data, the potential concerns relating to data protection issues (including the privacy and confidentiality of medical information) remain. In order to address these concerns, there has been much progress in implementing security and access measures such as hardware and software controls, audit trails, and confidentiality policies amongst others. However, the nature of any networked digital infrastructure makes it prone to security breaches, as evidenced by past well publicised breaches of military and financial systems especially in the United States. Further, security breaches may not always be due to unauthorised access, since for example an unscrupulous employee with access to a national medical database may acquire and use medical data for various illegal purposes (such as to sell to private companies).

Compared to a local database, there is a greater risk of unauthorised access to a national medical database due to the fact that it can generally be accessed nationally at anytime, and by multiple users and organisations. Also there is a greater possibility for errors in medical data due to the volume of data handled. A recent UK survey of over 56 million patient records held by general practitioners (GPs) in England and Wales, found evidence for: duplicate registrations; inaccurate and incomplete data capture; errors in medical records; and incomplete transfer of information between systems (Audit Commission, 2006). It is quite possible that such problems (some due to human error and deliberate deception amongst other reasons) may be magnified in a national medical database. Further, the consequences of any illegal or negligent processing of data in a national medical database may have greater consequences for a data subject. This is because an incorrect or inaccurate medical record from a national database can be accessed by multiple healthcare professionals and providers to make decisions regarding a patient (data subject). Correcting errors and inaccuracies on a medical record that has been widely accessed may not always be easy, since incorrect/inaccurate copies of the medical record may exist (and be in use) in many different national organisations at a given time.
Invariably the decision regarding the creation and use of a national medical database will involve striking the right balance between the concerns about data protection (including privacy and confidentiality) of medical data, and the benefits (to the public) of sharing such data. Public health considerations and social objectives may heavily tip the balance towards data sharing. This will invariably lead to some erosion of individual privacy and confidentiality (protected in part by EU data protection legislation).

The possibility of larger scale compilations of identifiable medical data, such as a regional medical database (for example a European Union medical database) provides even more cause for concern with regard to data protection. This is particularly relevant in light of the EU Commission’s stated aim (outlined in September 2006), to establish interoperability between member states’ healthcare IT systems, and hence share patients’ medical details between member states (EU Commission, 2006). Indeed in 2007 the EU began issuing calls for research proposals (via the Competitiveness and Innovation Framework Programme (CIP)) to investigate how best to achieve its interoperability objective. The concept of a regionally or globally accessible medical database is not new and already exists. For example, the US Armed Forces Health Longitudinal Technology Application (AHLTA) electronic health record system, services over 9 million worldwide patients (servicemen, veterans and their families) most with medical records online (Elenfield & Carraher, 2006).

Given many healthcare research initiatives (e.g., EU Commission, 2006), in-depth studies (e.g., Audit Commission, 2006) together with high level policy decisions, it is inevitable that improvements in technology will continue to drive or enable healthcare change. However, it is important that the consequences of such change are carefully balanced with existing rights especially the rights of individuals in a society. Indeed, the creation of national medical databases in the EU, while beneficial (e.g., for epidemiological and demographic purposes) will continue to raise data protection concerns regarding and security and processing of patient data. Such concerns are well placed especially since (in light of the EU Commission’s stated aims regarding interoperability) EU national medical databases may eventually be linked to a regional EU-wide healthcare infrastructure.
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Abstract

Identity is important when it is weak. This apparent paradox is the core of the current debate on identity. Traditionally, verification of identity has been based upon authentication of attributed and biographical characteristics. After small scale societies and large scale, industrial societies, globalisation represents the third period of personal identification. The human body lies at the heart of all strategies for identity management. The tension between human body and personal identity is critical in the health care sector. The health care sector is second only to the financial sector in term of the number of biometric users. Many hospitals and healthcare organisations are in progress to deploy biometric security architecture. Secure identification is critical in the health care system, both to control logic access to centralized archives of digitized patients’ data, and to limit physical access to buildings and hospital wards, and to authenticate medical and social support personnel. There is also an increasing need to identify patients with a high degree of certainty. Finally, there is the risk that biometric authentication devices can significantly reveal any health information. All these issues require a careful ethical and political scrutiny.
No longer a science fiction solution, biometric technologies are the most important innovation in the IT industry for the next few years. Early biometric identification technology was considered extremely expensive. However, due to constant developments in computer technology and reduction in prices, along with improvements in accuracy, biometrics have begun to see widespread deployment. For example, a fingerprint scanner that cost $3,000 five years ago, with software included, and $500 two years ago, costs less than $50 today. As a result, biometric systems are being developed in many countries for such purposes as social security entitlement, payments, immigration control, and election management.

Broadly defined, biometrics\(^1\) are just methods of observing and measuring relevant attributes of living individuals or populations to identify active properties or unique characteristics. Biometrics can look for patterns of change by measuring attributes over time or look for consistency by measuring attributes of identity or unique differentiation. When looking for patterns of change, biometrics can be considered a tool for research, diagnosis, or medical monitoring. When looking for consistency, biometrics become a useful vehicle for identifying and verifying identities, because they can differentiate individuals. However this distinction, though basic, should be considered partly theoretical. Most biometrics could be used both to differentiate individuals and to identify medical conditions. It depends on its architecture whether a system, designed for verifying consistency, can be turned into a system that looks for specific pattern of change over time. From a mere technical point of view this is often feasible.

Biometric system for measuring consistency (that is to differentiate individuals) can be used in two ways. The first is identification (“who is this person?”) in which a subject’s identity is determined by comparing a measured biometric against a database of stored records—a one-to-many comparison. The second is verification, also called authentication (“is this person who he claims to be?”), which involves a one-to-one comparison between a measured biometric and one known to come from a particular person. Also this distinction is partly theoretical because it is largely based on the potential of each technology for building large databases. As a matter of fact all biometrics can be used for verification, but different kinds of biometric vary in the extent to which they can be used for identification. Identification mode is also more challenging, time-consuming, and costly than the verification mode.

Biometric identification systems consist of a reader or scanning device, a software that converts the scanned information into digital form (template), and, wherever the data is to be analyzed, a database that stores the biometric data for comparison with entered biometric data. The incredible variety of human forms and attributes might seem to reveal a large number of potential attributes for biometric identification. Good biometric identifiers, however, must be:
• **Universal**: The biometric element exists in all persons;
• **Unique**: The biometric element must be distinctive to each person;
• **Permanent**: The property of the biometric element remains permanent over time for each person.

Existing biometrical methods of identification include fingerprints, ultrasound fingerprinting, retinal and iris scans, hand geometry, facial feature recognition, ear shape, body odor, signature dynamics, voice verification, computer keystroke dynamics, skin patterns, and foot dynamics. Future biometrics will include DNA analysis, neural wave analysis, and skin luminescence. Multimodal systems, which match different methods, are the current trend and they are rapidly progressing. Multiple biometrics could consist of different types of biometrics, such as combining facial and iris recognition. Experimental results have demonstrated that the identities established by systems that use more than one biometric could be more reliable, be applicable to large target populations, and improve response time. Also behavioral biometrics—which measure behavioral characteristics such as signature, voice (which also has a physical component), keystroke pattern and gait—is expanding. Since authentication takes place instantaneously and usually only once, identity fraud is still possible. An attacker can bypass the biometrics authentication/identification system and continue undisturbed. A cracked or stolen biometric system presents a difficult problem. Unlike passwords or smart cards, which can be changed or reissued, absent serious medical intervention, a fingerprint or iris is forever. Once an attacker has successfully forged those characteristics, the end user must be excluded from the system entirely, raising the possibility of enormous security risks and/or reimplementation costs. Static physical characteristics can be digitally duplicated, for example, the face could be copied using a photograph, a voice print using a voice recording and the fingerprint using various forging methods. In addition static biometrics could be intolerant of changes in physiology such as daily voice changes or appearance changes. Physiological dynamic indicators could address these issues and enhance the reliability and robustness of biometric authentication systems when used in conjunction with the usual biometric techniques. The nature of these physiological features allows the continuous authentication of a person (in the controlled environment), thus presenting a greater challenge to the potential attacker. Systems for the continuous authentication of a person have been proposed to monitor airplane pilots and other people involved in critical functions (underground controllers, people attending in military restricted areas, etc).
Biometric technology, as any other technology, implies some logic pre-assumptions. In particular, biometrics requires criteria for identifying individuals in different contexts, under different descriptions and at different times. In the course of modern history, personal identities have been based on highly diverse notions such as religion, rank, class, estate, gender, ethnicity, race, nationality, politics, virtue, honor, erudition, rationality, and civility (the list is not, of course, exhaustive). Individuals have been identified by legal names, location, token, pseudonyms, and so. Late modernity is characterized—as Giddens (1991) puts it—by a feeling of “ontological insecurity,” that is a very basic sense of insecurity about one’s personal identity and one’s place in the world. The feeling of “ontological insecurity” corresponds to a weak, uncertain, definition of what makes a given individual that very individual. Individualisation becomes therefore an endless identity making process. It has been said indeed that the problem of the identity is typical of periods of transition and crisis (Hellenism, Late Antiquity, Baroque Period, Belle Époque). The argument would run convincingly but for the fact that any historical period could be described as a period “of crisis.” However it is unquestionable that today we see signs of the interest for personal identity wherever we go. Arguments on personal identity have been raised by philosophers, social scientists and psychologists in relation with bioethics (e.g., alzheimer’s disease and other dementing disorders; genetic engineering; brain manipulation), immigration and ethnicity (e.g., cultural identities, assimilation, integration), globalisation (e.g., cosmopolitanism, global citizenship, re-tribalisation processes), young generations (e.g., crisis of identity, pseudo-identities, false identities), and body politics (e.g., transgenderism, cyber-identities, trans-humanism, cosmetic surgery, body arts).

Philosophers usually distinguish between the general issue of “identity” and the specific question of “personal identity.” Logically speaking, the problem of identity is puzzling. As Wittgenstein put this question (Tractatus Logico-Philosophicus, 5.5303), to say of anything that is identical with itself is to say nothing at all, and to say that it is identical with anything else is nonsense. Actually, with the word “identity” we mean at least two different concepts, we may indicate an exact similarity between two items (qualitative identity) but we can also indicate that what is named twice should be counted once (numerical identity). When we state something about the identity of “A,” we assert that, under that specific circumstance, “A” is identical to any other “A” sharing the same properties (e.g., when we state that the identity of an apple is being an apple, we actually state that an apple is identical with any other apple under this specific circumstance). But when we state that “A” is “A,” we mean that there are not two different items but only one (e.g., when we state that this apple is the apple we purchased yesterday, we are actually saying that there is only one apple with two different descriptions).
The problem of “personal identity” is nothing but the way in which the logical issue of identity may concern also persons. “Personal identity” means that each individual is understood as having a coherent personality, which is identical in different spatial and temporal contexts (i.e., each individual is one, although he changes over time). The problem arises when we try to understand whether the subjective experience of personal identity corresponds to any real object or is just a useful figment. What properties identify a person as essentially the person she is? Theories of personal identity try to explain what the identity of a person necessarily consists in, what (if anything) survives through life’s normal changes of experience.

The general problem of identity and the specific problem of personal identity do not admit easy solutions. Yet we need some criteria to establish identities, either in the sense of qualitative identities or in the sense of numerical identities. These criteria are our categories. In the space-time frame we live, physical items possess properties that are constant enough to allow us to build classes of beings with some commonalities. When we state something about the identity of anything, we actually include it into a class of items. The core of any identity statement is therefore categorisation. This is evident in the case of qualitative identity but it is also true in the case of numerical identity. In the case of numerical identity, we try to enlist an item into the ultimate class that comprises only that specific item. The problem is that this class, which would by definition consist of only one element, does not exist, is merely fictional. Speaking of physical objects we lack classes that distil the essence of an item, which is constant forever and never changes over time. As a consequence, identity statements are all probabilistic, though at different degrees.

Philosophers would argue that none of these questions is really new, yet what makes them new is their current political relevance. Defining the conditions for individual identification does not reduce to specifying conditions for identities of persons, for personal continuity or survival, or for other highly metaphysical questions. Defining the conditions for individual identification also means specifying the characteristics that distinguish or identify the actual identity of a person. In other words, it means to define the conditions for satisfying identity claims, the elements by which a person is distinguished by other persons, and she is re-identified or dis-identified.

We are interested in someone being the same individual for many reasons. First, individuals are responsible for their actions and their commitments. Any kind of transactions and the whole legal and financial domains could not be even thinkable if there was no certainty about personal identity. Second, a descriptive scrutiny of personal identity affects the allocation of duties and rights. In times of social and political change obligations and rights are relocated, and the attribution of obligations and rights require the identification of individuals. Finally, the emergence of globalized orders means that the world we live “in” today is unifying the overall human community. Most criteria to establish personal identities in the past are not, or hardly applicable to the global community. Should we define new criteria? Such questions affect our existence in the concrete sense that they involve our life in a
myriad of circumstances, from access to workplace, finances and medical records, till to our digital identities in the online world (Castells, 1997).

From Odysseus to the French Revolution

Traditionally, verification of identity has been based upon authentication of attributed and biographical characteristics. For centuries, in small-scale societies, physical and cultural appearance and location answered the “who is it?” question. We recognize individuals from their physical appearance, their body size and shape, their gait, their gestures and, above all, from their face and voice. Yet physical appearance has never been sufficient. The body gets older, faces change, voice can be altered. Time transforms physical appearance but it also leaves signs that is time “writes” persons by carving wrinkles and scars on the skin, and memories in the mind. Wrinkles, scars, and memories are biographical signs, which allow to recognize individuals beyond the mere appearance. The reader of the Odyssey probably remembers the scene in which the nurse Eurycleia recognises Odysseus. We are in the book XIX of the Odyssey. After the long, enduring ten-year journey, Odysseus, disguised as a vagabond, is back on Ithaca. The queen Penelope welcomes the foreigner without recognizing him as her husband. She tells the vagabond of Odysseus who has been gone for twenty years. Odysseus is deeply touched by her story and has to strive hard with himself to not reveal his identity. After they are finished conversing, Penelope has Eurycleia, an old nurse of Odysseus, to clean the tired and worn feet of the beggar. As Eurycleia washes him, she notices an old scar on this leg and realizes that he is Odysseus. She is about to tell the queen when Ulysses sternly admonishes her to keep his identity for the time being. The next morning, Odysseus starts to keep watch of all the servants, trying to see who is still faithful to him. Eumaeus comes to the palace, driving the hogs for slaughter and demonstrates his goodness. Another servant arrives, Philoetius, the chief cowherd, who shows that he also is faithful to Odysseus. Odysseus then takes Eumaeus and Philoetius aside and identifies himself to them by showing the old scar that was recognized by Eurycleia. The reader should now notice the tension between the two events: in both cases, a body sign is used for identification purposes but in the first case it causes a recognition against the will of the hero, in the second case it certifies the (inconceivable) identity between the late king and the present beggar. In such a tension there is already the core of the present debate, that is the political tension between identification as an instrument for surveillance or empowerment.

With large-scale societies and the increased mobility associated with urbanisation and industrialisation, identity came to be determined by full name and reliance on proxy forms such as a passport, and national identity card. Beginning with the French Revolution in 1789 there has been both conceptually and historically an indivisible
unity of citizenship and personal identification. The identity of persons becomes their identity of citizens. Modern societies are presumed to be sovereign social entities with a state at their centre, which organises the rights and duties of each member. The most relevant category of state member is “citizen.” A citizen is a “native or naturalized person who owes allegiance to a government and is entitled to protection from it” (Merriam-Webster, 2006). The notion of citizenship embodies modern claims to liberty, equality, rights, autonomy, self-determination, individualism, and human agency. Citizenship may normally be gained by birth within a certain territory (jus loci), descent from a parent who is a citizen (jus sanguinis), or by naturalisation. There have always been many exclusions and exceptions, but largely, being a citizen is due to one of these reasons. The cornerstone of this system is the birth certificate. In August 4 1794, five years after the French Revolution, France enacted the first law in the West that fixed identity and citizenship to birth certificate. The birth certificate is basically an official document that proves the fact, the place and the date of birth and the parentage. In other words the birth certificate proves those elements that are vital to affirm that an individual is citizen of a nation-state. All other identity elements, which have been important in other historical periods, or which are still important in other cultures (e.g., religion, ethnicity, race, cast, etc), become immaterial. The original birth certificate is usually stored at a government record office, and one of the main tasks of modern states is to register birth certificates and to secure their authenticity.

**Globalisation and Personal Identity**

After small-scale societies and large scale, nation-state based, societies, globalisation represents the third period of personal identification. Globalisation involves weakening of the traditional concept of citizenship and personal identity based upon the notion of a bounded society, because, in its essence globalisation, is the removal of fix boundaries. Globalisation does not cancel borders, but it changes or redefines their nature. Boundaries could be of geography, culture, technology, politics and economy. Globalisation means a “liquid” world (as in Baumann’s definition) of constant transit, an extended “borderland” where meanings, norms, and values are continuously created and negotiated. Globalisation is characterized by the development of technologies (fiber-optic cables, jet planes, audiovisual transmissions, digital TV, computer networks, the Internet, satellites, credit cards, faxes, electronic point-of-sale terminals, mobile phones, electronic stock exchanges, high speed trains, and virtual reality), which dramatically transcend national control and regulation, and thus also the traditional identification scheme. These technologies are organized in networks. An example is the network of hub airports, which structure the global flows of the 500 million or so international travelers each year. The flows consist of
not just of the flows of people, but also of images, information, money, technologies, and waste that are moved within and especially across national borders and which individual societies are unable or unwilling to control. Technology networks tend to become organized at the global level and the global flows across societal borders makes it less easy for states to mobilize clearly separate and coherent nations in pursuit of societal goals. Moreover the globalized world is confronted with a huge mass of people with weak or absent identities. Most developing countries have weak and unreliable documents and the poorer in these countries don’t have even those unreliable documents. In 2000 the UNICEF has calculated that 50 million babies (41% of births worldwide) were not registered and thus without any identity document. Pakistan, Bangladesh, Nepal have not yet made mandatory child registration at birth (UNICEF, 2006).

The development of automated systems for human identification is thus an outcome of globalisation. The tourist who wants to use the same credit card in any part of the globe, the asylum seeker who wants to access social benefits in the host country, the banker who moves in real time huge amount of money from one stock market to another, they all have the same need. They must prove their identities, they must be certain of others’ identities. They can no longer rely on traditional means for proving identities such as birth certificates, passports, or ID cards, because of the very nature of globalisation. By providing global networks with the means to establish trusted electronic identities, identification technologies are both the consequence and the building block of globalisation. There is thus an inextricable link between the raise of technologies for human identification, the crisis of the nation-stat and new forms citizenship.

**Personal Identification and the Body**

As we have seen, the human body lies at the heart of all strategies for identity management, from Homer to globalisation. It is obvious because for most people a sense of personal identity includes an embodied component: when describing themselves they describe those aspects of their physical bodies, which can be easily codified: height, hair color, sex, eye color. People, and policy makers, naively believe that the body cannot lie about identity. They believe that the perfect identifier is ultimately a body identifier. This is manifestly wrong not only because all body features can be spoofed but, still more seriously, because body properties are just coextensive with personal identity. One’s personal identity does not necessarily coincide with one’s body identity. Indeed the best way to cheat an automated system for human identification is to substitute personal identities without changing bodies. One does not need twins or clones to reach such a result, it is enough to change one’s personality. No matter if they used drugs, brainwashing, blackmailing, or sex, spies
have always preferred to change personalities to infiltrate the enemy rather than spoofing bodies.

The gap between personal identity and body identity is well illustrated by the difference between an actual human face and a passport photograph. It is difficult to imagine something more remote from an actual human face than a passport photograph “taken with a neutral expression,” which leaves only a frozen expression whose concrete liveliness evaporates. Body requires mind—not in the trivial sense that you need a neurological system to animate the body, but in the profound sense that the very structure of our body is communicational. The human body is language and a fundamental means of communication. Body anatomy and physiology are shaped by human need to communicate. The body recognizes and receives communication directly from other bodies, allowing posture, gesture, and imagery to develop as alternative means of transmitting knowledge and feeling of various states of being. Body language is the essence of suggestive communication and has long been in use in several religious, ceremonial, and healing practices. We do not just need words. We are words made flesh. There is a complex hierarchy of body languages, from genetic formations, which are sometimes intrinsically correlated with an expressive quality, to scars (as we have seen in Odysseus’ recognition), to involuntary physiological muscle contractions, till voluntary face expressions. Bodies are biographies and can be read as biographies. Not even a corpse is a real silent body; it still tells his past life to those who have ears to listen. The failure to appreciate the communicational value of the human body and its nature of complex symbolic network risks to be the main source of concern about biometrics. Issues such as gender, ethnicity, and physical disabilities are destined to become critical if those who deal with biometric technology do not realize that the body is not only a passport to be read (to use a fortunate metaphor) but it is rather a book full of allegories.

The relation between biometric technology and the human body does not only concern body symbolic dimension and body language. The human body has often been object of political control. In all societies the correct control of the body is part of the costume of a good citizen (let’s think of athletics in ancient Greece, but also of the obsession for fitness in contemporary western societies: in both cases there are deep moral and civil implications in the demand for body control). All these elements are strictly interlaced with biometrics. In January of 2004, the Italian philosopher, Giorgio Agamben cancelled a trip to the United States, protesting the dictates of the U.S.-Visit policy—which requires a particular demographic of persons entering the U.S. to be photographed, fingerprinted, and registered in the U.S. biometric database prior to entry. Then Agamben (2004) wrote a brief essay explaining why he would not enter what he describes in *Means Without Ends* as a state of exception and martial law, a state where he asserts the means does not justify the ends. Agamben stated that biometrics was akin to the tattooing that the Nazis did during World War II. The tattooing of concentration camp victims was
rationalized as “the most normal and economic” means of regulating large numbers of people. With this logic of utility applied during a similar state of exception in the United States today, the U.S.-Visit’s bio-political tattooing enters a territory, which “could well be the precursor to what we will be asked to accept later as the normal identity registration of a good citizen in the state’s gears and mechanisms.” Agamben envisages the reduction to bare bodies for the whole humanity. For him a new bio-political relationship between citizens and the state is turning citizens into pure biological life and biometrics herald this new world. The theme of the shift between traditional account of citizenship and body-based citizenship is efficaciously described also by Nikolas Rose: “Citizenship was fundamentally national. Many events and forces are placing such a national form of citizenship in question. The nation can no longer be seen as really or ideally, a cultural or religious unity, with a single bounded national economy, and economic and political migration challenge the capacity of states to delimit citizens in terms of place of birth or lineage or race. […] we use the term ‘biological citizenship’ descriptively, to encompass all those citizenship projects that have linked their conceptions of citizens to beliefs about the biological existence of human beings, as individuals, as families and lineages, as communities, as population and races, and as a species” (Rose & Novas, 2003).

Some other scholars (e.g., Aas, 2006; Nyers, 2004) have argued that identity technology is gradually becoming a major source of surveillance. The EURODAC system in Europe is often cited as a supporting argument (van der Ploeg, 1999). EURODAC consists of a Central Unit equipped with a computerized central database for comparing the fingerprints of asylum applicants and a system for electronic data transmission between Member States and the database. EURODAC enables Member States to identify asylum-seekers and persons who have crossed an external frontier of the Community in an irregular manner. By comparing fingerprints Member States can determine whether an asylum-seeker or a foreign national found illegally present within a Member State has previously claimed asylum in another Member State. People enrolled in the system are identified only by their biometrics (fingerprints): no name, no nationality, no profession, no ethnicity, nor any other data are collected but the place and date of the asylum application and a reference number. Eventually their identity will be their biometrics together with their entry in the EURODAC system. It is difficult to avoid thinking that we are actually facing a new outcast. Yet first impressions are often misleading. People in the EURODAC system are identified only by their biometrics chiefly for protecting them from being traced back in case they are political refugees. This leads us to the other side of the coin.

As we pointed out speaking of the myth of Odysseus, body signs and body identification have always had two opposite meanings. Body identification has been undoubtedly an instrument for dehumanizing people. Branding citizens has a long and sad history in Europe (Caplan, 2000). In late ancient regime France, for example, those sentenced to hard labor were marked on the upper arm with “TF” (for travaux forcés), with a life sentence being signified through the letter P (en perpétuité). UK
offenders were sometimes branded on the thumb (with a “T” for theft, “F” for felon, or “M” for murder). In Primo Levi’s memoir, *The Drowned and the Saved*, he describes the tattoo as a “pure offense,” as a hallmark by which “slaves are branded and cattle sent to slaughter” (Levi, 1989, p. 119). Yet few know that in the Nazi regime the larger group of compulsory tattooed people was not made up by prisoners but the Waffen-SS. All members of the Waffen-SS were required to have a tattoo on their left arm verifying their blood group. This included also any of the high-ranking officers. Officially, the purpose of the tattoo was to be able to perform a blood transfusion at the front to save a wounded man’s life. Yet the coincidence (the tattoo in gothic lettering was about 7 mm in length and was placed on the underside of the left arm, about 20 cm up from the elbow) is very suggestive: both untermensche and ubermenschen were hallmarked. Body signs, such tattoos, scars, piercing, are also instruments to establish power relations and to affirm identities. One could not understand the upsurge in hitherto “primitive” body modification practices among modern people if one does not appreciate that body signs provide important “social cues” between people. In traditional societies, ritual body modification practices connect people and their bodies to the reproduction of social positions. The rise of body modifications in contemporary, post industrial, societies (tattoos, piercing, ritual cicatrisation, etc.) undoubtedly serves the function of individuating the self from society (Giddens, 1991), but it is also an attempt to retain some form of power in an increasingly complex world (Shilling, 1998).

This leads us to the other side of the coin, identification technologies are also a critical instrument for protecting and empowering people. In a world system where nearly all States in developing countries are not able to provide their citizens with reliable identity documents, biometrics is likely to be the sole hope for most third world inhabitants to have trustworthy identity documents. This is critical for many reasons, not the least because identity documents are essential to ensure respect for fundamental rights. You are who your papers say you are. Take away those papers and you have no identity. Human rights are unthinkable without “identifiable people.” One can be entitled with rights only if he has an identity. No political, civil, and social right can be enforced on anonymous crowds. Even the right to anonymity can be enforced only if one has an identity to hide. In the ancient Greece, slaves were called “faceless” aprosopon. The word that in Greek designates the face, prosopon, it is also at the origin of the Latin word persona, person. The person is thus an individual with a face. Biometrics and other identification technologies can give a face to faceless people, this is to say, out of metaphor, they can turn anonymous, dispersed, people into citizens bestowed with duties and rights. This should never be overlooked in any discussion on ethical issues raised by biometrics.
We have till now described some elements of the tension between human body, biometric technology and personal identity. Such a tension is critical in the health care sector. Medical issues in biometrics are usually categorized under two main headings:

1. The potential risk for health arising from the use of biometrics, known as direct medical implication (DMI)
2. The potential ethical risk arising from the violation of medical information, known as indirect medical implication (IMI)

We shall not strictly follow such a classification, which is hardly helpful. Indeed current biometric techniques, although they may imply a certain degree of invasiveness for the subject, do not present any specific health risk. The fear of contamination by contact or of injuries by radiation is totally unjustified and requires educational campaigns rather than ethical awareness. On the contrary the potential for ethical risk due to violation of medical information is complex and requires an in depth discussion and a more articulated classification. Finally, we shall hint at an interesting psychological effect that can also have some ethical implications.

The health care sector is second only to the financial sector in term of the number of biometric users. This is chiefly a consequence of health care system transitions from paper-based to electronic, due to the recent availability of a standard for the exchange of diagnostic images (Dicom) and the significant decrease of data storage costs. Digitisation of patient records improves health care, reduces fraud, reduces medical errors, and saves lives. But digitized information is subject to a new category of risk, as it is illustrated by the recent case occurred in the U.S. Veteran Administration (VA). In May 2006, a UNISYS data analyst working in VA took home electronic data that was stored on a laptop computer and external hard drive. He was not authorized to take this data home. The employee’s home was burglarized and the computer equipment was stolen. The electronic data stored on this computer included identifying information for 26.5 million individuals of veterans, including 1.1 million military members on active duty. The data included individual’s name, date of birth, and social security number. In some cases, spousal information were included. The stolen equipment has been then recovered and the Federal Bureau of Investigation (FBI) has determined that information stored was not accessed or compromised (U.S. Dept. for Veteran Affairs, 2006). This story—though its (likely) happy end—can be taken as a serious warning about what can happen with digitized medical data when they are not effectively protected. Of course biometrics cannot prevent a laptop to be stolen but they could probably prevent any unauthorized access to stored data even if they have been stolen.
Many hospitals and healthcare organisations are in progress to deploy biometric security architecture. For instance the Copenhagen Hospital Corporation – a public organisation of seven hospitals, with 4500 beds and 20000 employees, which provides 20% of Danish hospital services - has recently entered into an agreement with Danish Biometrics for testing, research and development on biometric recognition based on 4 biometrics: fingerprint (match-on-card), fingerprint (smart card with integrated finger scanner + OTP + PKI), iris scanner, and voice recognition. The objective of the agreement is to result in solutions for secure log-on procedures when doctors and nurses for instance are entering the electronic patient records (EPR) as part of their daily routines. High security needs (tracking) and privacy rules are required as EPR contains information about health, which is regarded as sensitive personal data. At the same time, hospital staff must have quick and effective access to the case record and the patient data, which are needed due to the treatment. Biometrics is an approach to solve both challenges at the same time. An operation, which can be performed within 1-2 seconds with the use of a single finger touch, iris scanning or maybe another biometric option, would provide an advantage for the staff. Simultaneously the process ensures access to the right person as the biometric identifier is unique between individual. In the future a biometric log-on system could be extended to other parts of the health care system (e.g., homecare service, general practitioners, pharmacies, and last not least in relation to each individual patient for the use of a multi-service smart card with the biometric data of each individual stored in the microchip).

**Biometrics for Medical Data Protection**

Secure identification is critical in the health care system, both to control logic access to centralized archives of digitized patients’ data, and to limit physical access to buildings and hospital wards, and to authenticate medical and social support personnel. Secure identification is also requested to control physical and logic access to medical banks (genetic, organ, tissue, cell banks) and to protect communication between healthcare services and global health networks (e.g., for organ exchange, in international drug trials, etc.).

Biometrics to limit physical access to medical facilities and to authenticate medical and social support personnel are likely to have vast applications. Given the sensitive nature of medical data, there are little doubts that there is a just proportionality between use of biometrics and purposes of the scheme. Obviously biometric data of medical and support personnel should be adequately protected and respect for the rights of the data subjects should be ensured. In case biometrics data should be transferred abroad (e.g., international medical research) clear rules should be defined in advance. Some difficulties arise from the inclusion of so called “emergency modes”
that will allow the availability of medical data to non-enrolled medical personnel in case of emergency (with associated legal issues).

Secure identification is also vital for controlling logic access to databanks and centralized patients’ archives. Unauthorized access to digitized medical data (patients’ archives, biological banks, results of clinical trials, etc.) is a serious crime under-researched and under-documented. It is essentially performed for three reasons:

1. To investigate illicitly one or more archives;
2. To manipulate, destroy or to alter data surreptitiously;
3. To steal medical identities.

Illegal search on medical archives and data manipulation are well known information crimes that are performed for specific and limited reasons (e.g., to manipulate results of a clinical trials, to obtain covertly medical information on one or more individuals, etc.). Stealing medical identities is on the contrary quite a new crime. All levels of the medical system may be involved in medical identity theft: doctors, clinics, billing specialists, nurses, and other members of the medical profession. The essence of this crime is the use of a medical identity by a criminal, and the lack of knowledge by the victim. Medical identities are readily found in medical files and insurance records. “Medical identity theft occurs when someone uses a person’s name and sometimes other parts of their identity—such as insurance information—without the person’s knowledge or consent to obtain medical services or goods, or uses the person’s identity information to make false claims for medical services or goods. Medical identity theft frequently results in erroneous entries being put into existing medical records, and can involve the creation of fictitious medical records in the victim’s name” (The World Privacy Forum, 2006).

Medical identity theft is usually performed with the aim to fraud health insurances or the public health system. In USA, there is a long and well-substantiated history of criminals using lists of patient names in medical identity theft operations. The USA Federal Trade Commission has recorded that a total of 19,428 individuals have filed complaints specifically concerning medical identity theft at the Federal Trade Commission from January 1, 1992 to April 12, 2006. Medical identity theft is a crime that can cause great harm to its victims. It is also the most difficult to fix after the fact, because victims have limited rights and recourses. Medical identity theft typically leaves a trail of falsified information in medical records that can plague victims’ medical and financial lives for years. Medical identity theft may also harm its victims by creating false entries in their health records at hospitals, doctors’ offices, pharmacies, and insurance companies. Sometimes the changes are put in files intentionally; sometimes the changes are secondary consequences of the theft. Victims of medical identity theft may receive the wrong medical treatment,
find their health insurance exhausted, and could become uninsurable for both life and health insurance coverage. They may fail physical exams for employment due to the presence of diseases in their health record that do not belong to them.

Identity theft is also a menace in Europe, though less frequent and costly. This is because of various reasons. First, the European Data Protection Directive, implemented in 1996, gives people the right to access their information, change inaccuracies, and deny permission for it to be shared. Moreover, it places the cost of mistakes on the companies that collect the data, not on individuals. Then, in Europe companies are not allowed to create or sell databases of people’s former addresses and phone numbers. Such databases in the U.S. are often used to contact neighbors or relatives of people who owe debts in an attempt to find out current data on a debtor. Finally most Europeans—with the exception of UK citizens—have national identity cards. It is thus much more difficult to steal identity of European citizens for the simple reason that the key piece of information an identity thief needs is a person’s national ID number, and that appears in a lot fewer places than social security numbers do in the U.S.

Biometrics can protect medical archives and, above all, may substitute traditional identifiers, such as Social Security numbers, making more difficult—if not impossible—to steal medical identities. It necessarily means to shift to a biometric scheme for patients’ identification. This implies some issues that we are going to discuss in the next chapter.

**Biometrics for Patients’ Identification**

The need to identify patients with a high degree of certainty comes from three basic requirements:

1. Reducing medical errors
2. Reducing risks of fraud
3. Improving capacity to react to medical emergencies

A substantial body of evidence points to medical errors as a relevant cause of death and injury. Studies in different countries estimate that around 10-16% of hospitalized patients experience an adverse event related to clinical care, with a mortality rate in these patients of 5-8%. In the U.S., medical errors cause up to 98,000 deaths and 770,000 adverse effects annually, representing the eighth leading cause of morbidity in the United States, exceeding that of motor vehicles, breast cancer, or AIDS [8]. A recent Eurobarometer survey on the perception of medical errors by Europeans
[9] reveals that almost 4 in 5 EU citizens (78%) classify medical errors as an important problem in their country. Two of the major causes of medical errors are patient misidentification and (wrong) medication administration. Accurate means of identifying patients and staff are therefore a crucial step to reducing medical errors. The combination of various identification technologies might virtually eliminate cases of mistaken identity. For instance, biometrics and RFID (radio frequency identification) are used in combination to identify and track special categories of patients in hospitals, such elderly suffering from dementing disorders, infants, comatose patients, and other categories of patients unable to identify themselves. Pilots are in progress in Italy, Spain, and the Netherlands. There are however a number of ethical problems which are not yet resolved. The most important is likely to be the principle of non-discrimination. For systems to be truly non-discriminatory, it is important that developers and operators consider the needs of those who will experience difficulties—and at the earliest stage of the design cycle. Systems should be designed so that as many people as possible can use them effectively with the minimum of discomfort. Particular attention should be also paid to avoid any discrimination against ageing, given that some biometrics (e.g., fingerprints) can become less readable with age. Problems may arise from patients who cannot provide, permanently or temporarily, the requisite biometric characteristic. In order to reduce risks of discrimination, the biometric system should have been designed so as to minimize the number of failures: false matches, false non-matches, and failures to enroll. The system should have been also tested—preferably by an independent third party—to validate the claims of reliability and security. A second reason for ethical concern regards the concept of “voluntarism” in providing the biometric characteristics. Not only it is highly arguable that hospitalized patients are ever in the real condition to give a free consent, but there is also the issue of patients who suffer from mental disabilities and who are less able to voluntarily consent. It is therefore important to offer patients the choice of biometric and to offer an alternative to disabled who can’t use system or who cannot properly process information and voluntarily consent. Respect the patients’ privacy is foremost and details of permanent or temporarily disabilities should not be stored without consent. Generally speaking the first requirement should be to avoid identification schemes and to prefer authentication schemes with template-on-card.

In Western economies, health care fraud accounts for an estimated 3 to 10% of all health care costs, or 80 to 120 billion dollars of loss per year. Accurate identification and verification of identity is important also to reduce frauds due to medical identity theft (see above) and due to duplication of identities, which is a fraud that involves the collection of more benefits than one is entitled to, by entering the program under two or more identities. Departments in charge of social and health assistance in countries like Spain and the Netherlands are already launching programs for detecting and preventing duplicate benefits. Wide consensus appears to exist concerning the high levels of this type of fraud, and heighten the urgency for establishing new
identification practices. The introduction of identity technologies would result in billions of savings on public spending. Unauthorized use of assistance programs (e.g., heroin addicts who participate in methadone maintenance plans) could be tackled by using automatic systems for identification (both to authenticate people and to track medications, for instance by using RFID or other electronic tags). In addition, people are accessing more and more health services over the Web; for this to be secure, establishing people’s identity is essential. However, some doubts still remain whether the use of biometrics is proportionate to the purpose of reducing medical frauds and benefit duplication. Proportionality principle requires that the use of biometric is justified in the context of the application, and that no other means of authentication may fulfill equally well the requirements without the need for biometrics. Failure to respect the principle of proportionality exposes users to improper use and increases the potential for function creep.

Biometrics have also been used to identify patients in emergencies, where for various reasons, many patients arrive without sufficient documentation to establish their identities. The main emergencies include natural disasters, technological disasters, major transportation accidents, and acts of terrorism including weapons of mass destruction events. Biometric has been recently also used to identify victims, casualties and dispersed persons in natural disasters, such as Tsunami. In emergency, rapid medical diagnosis and treatment is paramount. Casualty location is a continuing problem during natural disasters and other large health emergencies. In emergencies, patients should be properly identified as they arrive for treatment, or before dispensing medicine to them. Incorporating biometrics and biomedical data into a single, portable sensor may provide positive identification of casualties and increase the odds of fast, reliable treatment. The issue of accessibility is however vital. In emergency wards one should always consider the possibility that patients may not be able to be enrolled because of pain, injuries, vast burns, and so on. The risk that any emergency treatment should be delayed because of a failure to enroll a patient in an identification scheme should be excluded a priori. It has also been proposed to provide people with identity and entitlement cards, which could hold—with the consent of the card holder—a limited amount of medical information for use in an emergency (for example, current medication or allergies). This is a huge political, social, and ethical challenge because the application of data protection principles in emergency is complex. First it is not so ethically obvious what sort of emergency medical information would be most useful to display and whether medical information should be coupled with different information such as, for instance, the will to act as an organ donor, as it has been proposed. Second, it is arguable that in emergency it would be ever possible to obtain an informed consent to the processing of biometric data. Third, there are some puzzling issues such as how one can ensure effective fallback procedures if biometric system fails or what legal provisions are necessary for multi-national use of biometric data in international health emergencies like, for instance, natural disasters.
Biometrics and Disclosure of Medical Data

There is currently no evidence that any biometric authentication device can significantly reveal any health information. It is true that injuries or changes in health can prevent recognition, but the technologies have no capability of determining the causes of the recognition failure. There can be medical systems that capture similar images to biometric systems, but they use the information for diagnosis of disease and not identification. Yet it indisputable that most biometric techniques may potentially reveal also medical information. Although most technicians deny this possibility, biometric data can be used to covertly reveal users’ state of health because of the very nature of biometrics. Measuring body features to search for consistency over time (as we have initially defined biometrics for identification/verification purposes) is not radically different from measuring to look for patterns of change (as medical biometric do). Biometric images (e.g., face, fingerprint, eye images etc., or voice signals) acquired by the system may show features that can reveal health information. For several reason it can happen that the operator keeps the original images, or in other cases, some information may remain in the template (e.g., if a template stores a compressed version of the image). Certain chromosomal disorders—such as Down’s syndrome, Turner’s syndrome, and Klinefelter’s syndrome—are known to be associated with characteristic fingerprint patterns in a person. Knowing that certain medical disorders are associated with specific biometric patterns, researchers might actively investigate such questions as whether biometric patterns can be linked to behavioral characteristics, or predispositions to medical conditions. Moreover, by comparing selected biometric data captured during initial enrolment and subsequent entries with the current data, biometric technologies may detect several medical conditions. Also future and likely use of genetic test information and DNA profiles in biometrics bears many ethical risks.

Finally a potential weak point of any biometric scheme is represented by liveness checks. Liveness checks are technological countermeasure to spoofing using artefacts. They apply most obviously to biological biometrics such as finger, face, hand and iris, though they might also protect behavioural biometrics in cases where mimicry might be performed by an artificial device (e.g., a signature signing machine). Biometric identification could be fooled by a latex finger, a prosthetic eye, a plaster hand, or a DAT voice recording. Biometric devices must therefore be able to determine whether there is a live characteristic being presented. Liveness checks may detect physical properties of the live biometric (e.g., electrical measurement, thermal measurement, moisture, reflection or absorbance of light or other radiation); the presence of a natural spontaneous signal such as pulse; or the response to an external stimulus (e.g., contraction of the pupil in response to light, muscular contraction in response to electrical signal etc.). By detecting physical reactions, liveness checks may be an important source of medical information (e.g., pupillary responses depend on whether one has been drinking or taking drugs, whether the
person is pregnant, and with the variability of age in general; changes in blood flow are typically associated with several medical conditions as well as with emotional responses, etc.). There are also ways in which one might be able to sense the emotional attitudes from some biometrics (e.g., nervousness in a voice pattern and anger from a facial image). There has been some exploratory work in this area and various companies worldwide are currently trying to develop biometric systems provided with behavior-recognition techniques, which are capable to recognize patterns for people with hostile agendas10. Also the possibility of continuous authentication of a person (in the controlled environment)—that we mentioned at the beginning of this chapter—can obviously be a source of medical information.

The potential for function creep gives rise to the question of whether there may need to be additional legislative or other measures to address the threats biometrics may pose as a unique identifier in the health sector. This is essentially a question for policy makers and deserves to be discussed at policymaking level.

**Technoanimism**

One of the most astonishing effects expected from biometric technologies is the creation of a new category of smart objects and environments, with the capacity for recognising human beings. This promises to be relevant to ambient assisted living for elderly and dementing persons, to smart homes and smart workplaces for disable people and other categories of disadvantaged citizens. Yet this is not without any consequence. Human beings show the tendency to regard inanimate objects as living and conscious (animism) and to ascribe them also human characteristics (anthropomorphism). Both tendencies are spontaneous and pervasive in early childhood. Child psychologist Piaget found that the youngest children see virtually all phenomena simultaneously as alive, conscious, and made by humans for human purposes (Piaget, 1962). Tylor (1871) defined animism as a belief that animals, plants and inanimate objects all had souls. For Tylor, animism represented “stone age religion,” which still survived among some of the “ruder tribes.” In his turn, Piaget believed that animism and anthropomorphism slowly diminish through childhood and, by early adolescence, children’s views approximate those of adults. Yet they were probably wrong. In his *Le Dieu Object*, Marc Augé (1988) suggested that all people—also adults, “civilised” people—attribute human shape and qualities (such as agency) to the widest range of objects and phenomena imaginable. In the past few years, several authors, including Guthrie (1993), Bird-David (1999), Ingold (2000), and Harvey (2005) have argued that—rather than a “primitive,” “childish” superstition—animism could be understood as alternative responses to universal semiotic anxieties about where or how to draw boundaries between persons and things. These very boundaries are now threatened by info and biometric technologies. Animism is a feeling/belief
that things have the ability to recognise humans, observe, gather knowledge, and perform actions in the real world. This is actually what smart technological objects, empowered with biometric sensors, promise to do. In their 1996 book, Reeves and Nass (1996) demonstrated that interactions between humans and ICTs are identical to real social relationships. People automatically extrapolate personalities from little hints. In all human-machine interactions personality can creep in everywhere: the language in error messages, user prompts, methods for navigating options, and fonts chosen. Pesce (2000), one of the early pioneers in Virtual Reality, speaks of “techno-animism” to describe a world pervaded by computational objects. Blogjects (Bleecker, 2005), is a neologism introduced to describe objects that blog, a network of tangible, mobile, chatty objects enabled by the miniaturisation, the ubiquity of consumer electronics and a pervasive Internet. From an ethical point of view, one should carefully consider the implications of “animate” technologies when they are to be used with vulnerable categories of patients, with reduced capacity for informed consent, and potentially compromised mental capacities.

Conclusion

The strange paradox of identity is that it matters when it is weak. It holds true also in the health sector. At all levels of the medical system we see signs of the weakening on traditional schemes for personal identification. Doctors, nurses, and other members of the medical profession are increasingly requested to identify or to authenticate themselves to access electronic databanks and centralized archives. In the era of info technologies medical privacy breaches go well beyond the simple rupture of a medical obligation because their effects involve million patients with enormous consequences. Securing medical personnel identity is not a private business of hospitals and medical agencies but it is a huge policy challenge that involves the whole society. Patients’ identity is also an issue. The global health system is increasingly a complex structure, which involves quite a number of international networks, which structure the global flows of people, commodities, medications, body parts (organs, tissues, and cells). Among the most important healthcare issues that directly affect patient safety and quality of care are the ability to correctly identify and track people and materials along the global health networks. In particular, there is an absolute need to identify patients and to confirm the accurate delivery of clinical services for them. Patients’ misidentification is not only an important source of medical errors but it also a critical element in the overall architecture of the health system. Biometrics and other identification technology can play a pivotal role in ensuring more reliable identification schemes. Yet one should careful balance benefits with ethical and social risks. Biometrics are techniques that directly affect the human body. Their ethical relevance is not limited to their direct effect on
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medical systems. Biometrics have important anthropological implications that can be evaluated only long term. Any biometric can act as a powerful unique identifier that can bring together disparate pieces of personal information about an individual. If used in this manner, biometrics enable individuals to be pinpointed and tracked. They also create the potential for personal information from different sources to be linked together to form a detailed personal profile about that individual, unbeknownst to him or her. This represents not only a clear invasion of privacy but it threatens to overturn any current legal, ethical, and social standard.

Policy makers often describe biometrics as a magic bullet, which should allow to identify illegal aliens at borders, terrorists in airports, pedophiles on the Internet, to reduce medical errors and so on. This is not probably the case, but biometrics have however to be taken very seriously by social scientists and philosophers.
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**Endnotes**

1. The word biometrics was coined by Galton (1822-1911), the scientist well known for his theories on improving the human race through eugenics. Galton’s application of statistics to the scientific study of evolution is critical and led him to open the Anthropometric Laboratory at the International Health Exhibition in 1884, where he collected biometrics on thousands of people (Bulmer, 2003).

2. This is a critical point to understand, because most current ethical and political controversies on identity technologies concern the expansion of categorizations associated with people processing. These involve technical measurements and locating the individual relative to others. Such profiled identities (credit risk, IQ, SAT scores, lifestyle categorization for mass marketing, etc) often involve predictions about future behaviour. They may or may not be known to individuals and their existence poses serious ethical and political issues.

3. Things are quite different with logical objects such mathematical concepts and alike.

4. In *Poetics* Aristotle writes: “Recognition, as the name indicates, is a change from ignorance to knowledge, producing love or hate between the persons destined by the poet for good or bad fortune[…] the least artistic form [of recognition], which, from poverty of wit, is most commonly employed [is] recognition by signs. Of these some are congenital- such as “the spear which the earth-born race bear on their bodies,” or the stars introduced by Carcinus in his Thyestes. Others are acquired after birth; and of these some are bodily marks, as scars; some external tokens, as necklaces, or the little ark in the Tyro by which the discovery is effected. Even these admit of more or less skilful treatment. Thus in the recognition of Odysseus by his scar, the discovery is made in one way by the nurse, in another by the swineherds. The use of tokens for the express purpose of proof- and, indeed, any formal proof with or without tokens- is a less artistic mode of recognition. A better kind is that which comes about by a turn of incident, as in the Bath Scene in the Odyssey. Next, comes the recognitions invented at will by the poet, and on that account wanting in art. For example, Orestes in the Iphigenia reveals the fact that he is Orestes. She, indeed, makes herself known by the letter; but he, by speaking himself, and saying what the poet, not what the plot requires. This, therefore, is nearly allied to the fault above mentioned- for Orestes might as well have brought
tokens with him. Another similar instance is the “voice of the shuttle” in the Tereus of Sophocles. The third kind depends on memory when the sight of some object awakens a feeling: as in the Cyprians of Dicaeogenes, where the hero breaks into tears on seeing the picture; or again in the Lay of Alcinous, where Odysseus, hearing the minstrel play the lyre, recalls the past and weeps; and hence the recognition.” (Poetics, Books XI and XVI, translated by S. H. Butcher, HyperText Presentation © 1995 Procyon Publishing, retrieved from http://libertyonline.hypermall.com/Aristotle/Poetics.html)

5 However in cultures where biological individuals are regarded as hospitable to demonic possession, this is not true. In such cultures, the body per se cannot prove identity. Interestingly, the issue of multiple personalities, which was highly debated in XIX century psychology, is almost ignored in the current debate on personal identity.

6 For instance compare the report issued by the European JRC, Biometrics at the Frontiers: Assessing the impact on Society, available at www.jrc.cec.eu.int

7 All pieces of information about the current biometric market cited in the present paper have been retrieved from the BITE Global Biometric Market and Industry Report, available at http://www.biteproject.org

8 All biometric systems operate in essentially the same manner. They capture a biometric sample, perform feature extraction or dataset creation and perform one of two types of searches. They provide either a one-to-one (1:1) or a one-to-many (1:N) search capability. One to many searches (1:N, also known as identification or recognition) are designed to determine identity based solely on biometric information. One to many matching answers the question, “Who am I?” In systems supporting one to many searches a central database must be built containing all biometric templates enrolled in the system. One to one process (1:1, also known as verification, or authentication) check the validity of a claimed identity by comparing a verification template to an enrolment template. One to one authentication answers the question, “Am I whom I claim to be?” Authentication does not require a central database to be built, if the comparison is made against a template stored in a personal device retained by the individual whose identity is to be verified.

9 “Function creep” (also known as “purpose creep”) is the term used to describe the expansion of a process or system, where data collected for one specific purpose is subsequently used for another unintended or unauthorised purpose.

10 For instance see the COGITO project, http://www.suspectdetection.com/tech.html
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Prospects for Thought Communication: Brain to Machine and Brain to Brain
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Abstract

In this chapter, we take a look at the realistic future possibility of thought communication—brain to machine and brain to brain. Technical details are presented on experimentation carried out thus far using implant technology and the route ahead involving brain-computer interfaces is described. Some of the social issues raised by such a novel technological development are also developed. Of importance is the fact that, once a new technology is globally accepted, its use tends to be considered as the normal way of being, which may lead to the creation of new disabilities for people unable to use the technology. The two authors agree about the analysis, but, as a result of their two completely different backgrounds, they disagree about how much benefit thought communication can bring to human beings.
Introduction

Talking about informatics applied to medicine will undoubtedly raise a large number of different issues in several different directions, such as medical technology or patients’ files. In this chapter, the authors are concerned with the patients themselves, and their physical merger with computers. In particular, technology is now becoming available which is opening up the realistic possibility of thought communication (brain to brain and brain to machine) being achieved in the forthcoming decade, through the use of brain-computer integration. The first trials along these lines are even now occurring in several research labs (Hochberg et al., 2006; Kennedy, Bakay, Moore, Adams, & Goldwaith, 2000; Warwick et al., 2004). New technical methods presently being looked into (e.g., nanotechnology) are only likely to further enhance the results obtained thus far and speed up the rate of progress in this area.

Witnessing the dawning of a completely new and revolutionary technical capability for humans raises a multitude of questions in terms of what it means for all aspects of society and humankind. It is interesting to consider what we can learn by looking back to relevant new directions when they have occurred in the past. In this chapter, the authors make an attempt to indicate the chief areas of interest and have a stab at pointing to pertinent events that relate to the situation as of now, and from which we may take heed.

It is important to realise that it is always extremely difficult, given any new technological discovery or invention, to realistically assess its potential future impact on and in society. At a particular instant, attempting to bring together commercial interests, fashion trends and political alignments is troublesome enough, let alone being faced with the effects of international incidents, extreme weather conditions and natural disasters. Yet all of these can seriously influence not only the immediate reaction to a scientific announcement but also its eventual take up and long-term usage.

The particular new technology considered here is the novel area of direct brain to machine, or brain to brain communication between individuals. This last potentially could change our human concepts of language, individual emotions, and even education. Thus far, a telegraphic form of communication has been successfully achieved between the nervous systems of two humans through neural signalling via implants in the nervous system. The next step, a repeat of the experiment from brain to brain appears to be straightforward enough. But, if successful, which most likely it will be, it will push humanity forward in a way that is perhaps most similar to the era when the first telephone conversations were held.

The following section gives an overview of the state of the art in the field of brain to machine and brain to brain communication. Then, two case studies concerning technological implants—conducted in 1998 and 2002 by one of the authors—are used to discuss some social and ethical issues related to these technological break-
Neural Interfacing

Electronically interfacing the human nervous system has been actively investigated since the 1960s. Recent work in this area has though opened up the possibility of nerve prosthesis technology that will enhance human capabilities rather than simply for restorative purposes, which was the original intent, in an attempt to alleviate the condition of an individual who has suffered trauma due to spinal cord damage or amputation.

One procedure for interfacing with the human nervous system is to directly measure neural activity by implanting electrodes into the brain, see Donoghue (2002) for a review. Such invasive procedures have already given insights into the functionality of the brain. The application of this technology as an aid for patients with locked-in syndrome, (who are alert and cognitively intact but cannot move or speak), has already been shown (Kennedy et al., 2000), allowing them to control a computer cursor merely by thought. The same kind of brain-computer integration was also experienced by Donoghue and his team in June 2006 (Hochberg et al., 2006) to allow a patient suffering quadriplegia to interact with a computer. And in September 2006, an American woman was provided with a bionic arm she can operate by thoughts controlling her own muscles.

Interfacing with the peripheral nervous system has also shown great promise because, in most cases, neurological damage merely interrupts the transfer of electrical signals from sensory receptors to the brain causing impaired sensation and/or from the brain to motor units causing the loss of motor function. By making connections to different nerve fibres, sensation can potentially be restored by bridging the gap or for the closed loop control of externally initiated limb movement (Poboroniuc, Fuhr, Riener, & Donaldson, 2002; Yu, Chen, & Ju, 2001).

However it is when enhancements, rather than therapies, are considered that the situation becomes interesting (Warwick, 2003). In comparison with what some machines can do (especially as far as processing data is concerned), humans are extremely limited, and by linking the human nervous system with a computer, many new possibilities arise. Perhaps the more obvious upgrades are extra mathematical abilities and improved memory, but multi-dimensional thought, wider sensing capabilities and much more powerful communication—through thought signals alone—are all not only apparently achievable but also very good reasons for carrying out the research.
But how far have we come on this path so far?

Microelectrode Array

There are two distinct types of peripheral nerve interface, namely extraneural and intraneural. Extraneural, such as cuff electrodes, wrap tightly around the nerve fibres, and allow a recording of the sum of the signals occurring within the fibres (referred to as the compound action potential) (Loeb & Peck, 1996; Slot, Selmar, Rasmussen, & Sinkjaer, 1997) in a large region of the nerve trunk, or by a form of crudely selective neural stimulation (Naples & Mortimer, 1996; Sweeney & Mortimer, 1990).

A much more useful nerve interface however is one in which highly selective recording and stimulation of distinct neural signals is enabled, and this characteristic is more suited to intraneural electrodes (Kovacs et al., 1994; Lefurge, Goodall, Horch, Stensaas, & Schoenberg, 1991). Certain types of MicroElectrode Arrays (MEAs) (as shown in Figure 1) contain multiple electrodes, which become distributed within the fascicle of the mixed peripheral nerve when inserted into the nerve fibres en block. This provides direct access to nerve fibres from various sense organs or nerve fibres to specific motor units. Such a device allows for a multichannel nerve interface. The 2002 implant experiment, described in the following section, employed just such a MEA, implanted, by neurosurgery, in the median nerve fibres of KW left arm. Again, there was no medical need for this other than in terms of the investigative experimentation that it was wished to carry out.

Figure 1. A 100 electrode, 4X4mm MicroElectrode Array, shown on a UK 1 pence piece for scale
Before progressing, it is worthwhile pointing out that there are other types of Micro-Electrode Arrays that can be used for interfacing between the nervous system and technology. Etched electrode arrays, of which there is quite a variety, actually sit on the outside of the nerve fibres, rather akin to a cuff electrode. The signals obtained are similar to those obtainable via a cuff electrode (i.e., compound signals only can be retrieved) and hence for our purposes this type of array was not selected. To be clear, the type of Microelectrode array employed in the 2002 Experiment consists of an array of spiked electrodes that are inserted (hammered into) into the nerve fibres, rather than being sited adjacent to or in the vicinity of the fibres.

Applications for implanted neural prostheses are increasing, especially now that technology has reached a stage that reliable and efficient microscale interfaces can be brought about. The 2002 Experiment was conducted hand in hand with the Radcliffe Infirmary, Oxford, and the National Spinal Injuries Centre at Stoke Manderville Hospital, Aylesbury, United Kingdom—part of the aim of the experiments being to assess the usefulness of such an implant, in aiding someone with a spinal injury.

The neural interface allowed for a bi-directional information flow. Hence perceivable stimulation current enabled information to be sent onto the nervous system, while control signals could be decoded from neural activity in the region of the electrodes. A radio frequency bi-directional interface (Warwick et al., 2003) was developed (see Figure 2) to interface between the MEA and a remote computing device. In this way, signals could be sent from the nervous system to a computer and also from the computer to be played down onto the nervous system with a signal transmission range of at least 10 metres.

Figure 2. Mobile interface module
Social and Ethical Issues: Therapy and Enhancement

A wide range of experiments were carried out with the implant in place (Gasson, Hutt, Goodhew, Kyberd, & Warwick, 2005; Warwick et al., 2004). This chapter is focused on those in which neural signals were directly employed to drive a vehicle around, to operate networked technology in order to switch on/off lights and other artefacts and to operate a robot hand across the internet. At the same time, because the implant was bi-directional it was quite possible for the human involved to receive and comprehend incoming ultrasonic signals, to “feel” what the robot hand was feeling and to communicate, in a telegraphic way via the same route.

Concretely, with a finger movement, neural signals on the nervous system were transmitted to a computer and out to a robot hand as shown in Figure 3. Sensors on the hand’s fingertips were then employed to pick up signals, which were transmitted back onto the nervous system. Whilst wearing a blindfold, in tests it was not only possible to move the robot hand, with neural signals, but also to discern to a high accuracy, how much force the robot hand was applying to an object being gripped. This experiment was carried out, at one stage, via the internet with KW in Columbia University, New York City, but with the hand in Reading University, in the United Kingdom. What it means is that when the nervous system of a human is linked directly with the internet, this effectively becomes an extension of their nervous system. To all intents and purposes, the body of the individual does not stop as is usual with the human body, but rather extends as far as the internet takes it. In this case, the brain was able to directly control a robot hand on a different continent, across the Atlantic Ocean. It is interesting to point out that such an experiment can be understood in two different ways, opening a philosophical debate how the boundaries of the body are perceived (Cerqui & Warwick, to be published). On the one hand, it could be argued that the body is considered as something of an interference, the main goal

Figure 3. Intelligent anthropomorphic hand prosthesis
being to connect directly the brain with the environment; on the other hand, it could also be considered that the body is extended by technology.

Moreover, this illustrates how complicated the therapy vs. enhancement topic is. As with many other technologies, this not only has the potential to help relieve suffering from disabilities, but it also opens up the possibility of being used where there is no clear medical benefit, in order to enhance an individual’s standard abilities. When a bioethical discussion is held on the possibility of technology being used in this way, the classical reflections are concentrated on fields such as genetics, neuroscience, pharmacology and other areas of biomedicine and do not normally include implant technology and other information technologies merging with the human body. However, the issues and questions raised in the employment of these technologies for this purpose are of far greater significance than those due to such as genetics.

In order to examine the normative challenges posed by this technology in the field of therapy and enhancement, it is firstly important to define these terms, even if, at a later time, it will be necessary to step back from these strict definitions. At least grammatically, the difference between what is a therapy and what constitutes an enhancement appears as a therapy is a treatment for a deficiency or a disorder, which aims to restore health to an unhealthy person. Specifically, it aims to make an individual well, to overcome a deficiency, or to cure a disease. Meanwhile an enhancement is an extension or improvement of some capacity, characteristic, activity, or ability. The goal of enhancement is to make an individual better than well, to optimize capacities, and to take people from standard levels of performance to peak performance. In both of these definitions, when applied to a human, a sense of normality (or norm) is implied, which an individual is either assisted in reaching in the first case or helped to surpass in the latter case.

One usual angle of approach, in the discussions of the committees in charge with ethics or in health policy, is to draw a line between appropriate and inappropriate uses of new technology in respect of a distinction between those targeted at therapeutic goals and those aimed at non-therapeutic enhancement. For instance, there is in the Netherlands an attempt to use the distinction between therapy and enhancement as a guide for care (Davis 1998). Also the report written by the European Group on Ethics in Science and New Technologies (2005) for the European Commission tries to draw a firm line between the two aspects.

Even if considering that the difference between therapy and enhancement is not problematic—but as it will be shown later it is—such a way of thinking does not allow for any decisions in terms of policy about which technologies should be developed and which should not. Indeed, the same technology can perfectly well be used for both goals and a method or technology, which achieves a therapeutic effect in one individual may well also be used to bring about an enhancement in another individual. Manipulating one robotic hand as a prosthesis when you have lost one
of your natural hands is clearly in the field of therapy, but directly manipulating one or several hands with a brain signal transmitted across the ocean is an enhancement, as too would be a prosthetic hand that could crush a car. But here both therapy and enhancement use the same technology.

As it happens, controlling objects in a virtual—or in a real—environment by means of electroencephalograph (EEG) signals even when these are collected externally via electrodes should clearly be regarded as an enhancement, quite simply because humans are not born within a virtual environment in which their EEG signals can control artifacts. However, if such an ability is posed as being for training purposes or perhaps even for retraining after an accident then the situation becomes unclear.

The classification between therapy and enhancement is unfortunately even more problematic insofar as the fact that enhancement can mean a variety of things. In January 2003, there was a meeting organized in Brussels by the European Commission on the theme “human augmentation.” Related to robotics and information technologies, it was part of the initiative “beyond robotics,” launched during the 6th framework by the direction “future and emerging technologies.” The goal was to allow researchers involved in the field to meet each other. Amongst others, the two authors of this chapter attended the meeting—the one as a researcher involved in brain–computer interfacing, and the other as an anthropologist interested in the merger between man and machine. It took quite a long time before attendees became aware that there was a huge ambiguity in the discussion. All were talking about “augmentation,” but some of them were clearly interested in developing therapies whereas others were talking about enhancing standard abilities. When they realized that were talking of two different things, rather than trying to understand what this difference fundamentally meant, they closed the question by deciding that the only relevant difference is when you are applying the technology: in one case you talk about “patient” and in the other about “volunteer.” But that obviously does not solve the problem at all, and this leads to another important issue: the so-considered volunteer of today might perfectly well become a patient tomorrow, because the acceptable norm is continuously shifting according to the most recent technological breakthroughs.

Actually defining a health standard against which either a therapy or enhancement can be measured would appear to be, to all intents and purposes, impossible. The definition of health is dynamic and includes criteria that tend to become more numerous as time passes. First, according to the definition given by the World Health Organization, health is not defined just as an absence of disease. Wellness is also included, which means that the evaluation is necessarily subjective. Even the concept of disease does no longer have any strict definition as, amongst other criteria, Cooper (2002) considers that we can talk about disease if people concerned “could reasonably have hoped to have been otherwise” (2002, p. 276). Again, the definition is subjective, and so it is with the concept of disability (see Harris, 1999), or of quality of life (Beauchamp & Childress, 2001).
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In our current society, according to a dynamic conception, being normal means more and more being transformable (Le Blanc, 2002, p. 160). The boundary between what is normal and what is pathological is flexible, and the body has to be plastic (Hottois, 1999, p. 65-66). We are techno-centered (Cerqui, 2002) and we consider that as soon as we can do something, we necessarily ought do it. As a result, the norm is continuously evolving and the definition of what is considered to be normal is an ongoing process. Time is an important element, in that what might well be an enhancement on one day for an individual could easily be a therapy at a later date. Because of changes/improvements in general living conditions, including educational improvements along with the availability of medicines, so the general standard of expectation for humans in a society can be seen to change as effectively the norm is shifted.

Witnessing the dawning of a completely new and revolutionary technical capability for humans raises a multitude of questions in terms of the resultant effects on all aspects of society. It is interesting to consider what we can learn by looking back to relevant new inventions when they have occurred in the past. Whereas technological impact is most of the times unpredictable, at least on a short time scale, all innovations carry many linked in hopes and fears (see Mosco, 2004). For instance, the electric telegraph and the advent of railway trains were already linked to the idea of unifying the world by mastering time and space, as has been the case with the Internet. As Nye argues, “accurate prediction is difficult, even for experts” (2006, p. 36). He refers to research carried out in 1976 focussed on papers that predicted the future, between 1890 and 1940. He showed that only one third were correct, while one third were wrong and one third still unproved. This lack of continuity in development prevents us from predicting with any precision (Gras, 2003).

However, in this field in question we already have the benefit of recent hindsight to some extent, as we can already illustrate how we got used to new devices by looking at the history of Radio Frequency Identification Devices (RFID). In a sense it was the first step on the way to brain to brain and brain to machine communication, when an RFID chip was implanted in a human body with absolutely no medical reason.

---

**RFID Technology**

In 1997 Peter Cochrane, then Head of British Telecom Research Labs, wrote “Just a small piece of silicon under the skin is all it would take for us to enjoy the freedom of no cards, passports, or keys. Put your hand out to the car door, computer terminal, the food you wish to purchase, and you would be dealt with efficiently. Think about it: total freedom; no more plastic” (Cochrane, 1997).
In August 1998, one of the authors of this chapter (KW) had an RFID silicon chip surgically implanted. This radio frequency identification device (RFID) was positioned by a doctor in the upper left arm (Scammell, 1999). RFID tags are used for identification purposes, based on the transmission of a signal by radio waves. They are more and more being integrated into different products, however, at this stage, it was the first time a human being was provided with such an implant.

With this in place, on entering the main door of the Cybernetics Department at Reading University, a radio frequency signal across the doorway excited the coil in the transponder, allowing for the transfer of 64 bits of information. This was sufficient for the computer to recognise the entrant and sound out a welcoming “Hello.” Elsewhere in the building, on approaching the laboratory, the door opened automatically, again in response to computer recognition of the RFID implant. In fact, the computer kept an accurate record of when the building was entered and when exited, which room was occupied at any time and for how long. A location map held by the computer gave a real-time picture of the situation.

The demonstration was clearly to show just some of the identification possibilities with such an implant. It also realised, only one year on, the first step in Peter Cochrane’s 1997 concept. There are currently several commercial applications of this technology. The 1998 Experiment was widely reported in the media—one of the best headlines being in the United Kingdom’s tabloid newspaper, The Sun—it read “Hello Mr. Chip.” Perhaps unsurprisingly there was, to some extent, also some criticism in the media of the experiment. Some, for example The Register (www.theregister.co.uk), saw it as purely a publicity stunt with no practical value whatsoever. The question was asked succinctly, why would anyone realistically want such an implant and why not use a smart card to open the door, why have an implant like this at all?

A quick search on Google indicates that there are now well over 7,000 such implants in humans—mainly of the “digital angel” type. Some are even used as a fashion item. As an example, a Night club in Barcelona and yet another in Rotterdam (Baja Beach club) allow entry to those with an implant. No credit cards are needed to pay for drinks, it’s all done by implant—exactly as Peter Cochrane predicted. But what ethical concerns should have been raised, what commercial practices should have been put in place? In 1998 some people probably didn’t understand what it was all about. Others probably didn’t care. Whilst some in the media preferred to put their head in the sand and try to conceive that it would have no effect at all.

Rather than simply an implant for identification purposes, other possibilities arise. One example is the use of implants for biometric information. Although this can be, once again, employed for identification—ultimately replacing passports—it also has a medical use, either to indicate to medical personnel what type of medication needs to be administered or for transmitting data on a patient’s internal functioning to a remote computer, for patient monitoring. Heart rate, temperature, blood pressure can all be (potentially) overseen in this way.
The Benefit of Hindsight

Over 45 years after the invention of the electric telegraph, on March 10th 1876 Alec Bell uttered the words “Mr. Watson—Come here—I want to see you” into a mouthpiece. At the far end of the corridor, via a brass pipe arrangement, Bell’s technician Watson heard and understood enough of the words to respond appropriately (Field, 1878; Mackay, 1997). There followed patent arguments, counter claims and denunciations before Bell was widely accepted as the inventor of the telephone. But even he could not have foreseen what worldwide effect it was likely to have. Within a few years the first commercial telephone calls were being made, and by the end of the century, in some circles, the telephone had become an indispensable item. Yet others of Bell’s inventions, for example synthesisers and telex machines, took many more years to establish a foothold and when they did they were effectively reinvented (by others) in a slightly different guise.

All of this throws up a multitude of different issues surrounding the introduction of new technology. Society must be ready for it in terms of the infrastructure that exists. Society must also be ready for it in terms of the mental enlightenment of its members—remember that in the case of the telephone it first made an appearance only 5 years after the publication of Charles Darwin’s “The Descent of Man,” which caused a furor on both sides of the Atlantic. Would things have been the same if the telephone had appeared 10 years earlier? Also, and of extreme importance, other technological developments must be sufficiently established and available to enable any new technology to gain a foothold.

In the earlier part of the 19th Century electricity had become more widely accepted with the invention of the electric motor and generator by Michael Faraday—along with electrolysis and batteries, important ingredients in the foundation of telephones—without the electromagnetic effect there would be no telephones as we know them.

As time passes and people change, so too do the ethical stances taken and views held. What is deemed to be ethically and morally unacceptable at one time becomes perfectly natural only a short time later and what is felt to be normal behavior drowns in the mire of a shift in society and can even become illegal—prime examples in western society would be racial acceptance, drug taking, abortion on demand, and homosexuality. For an extreme example we can look to the state of Virginia where, in 1972, it was still quite possible to be sterilized, whether you were happy with this or not, as the result of a number of factors including a poor score in an intelligence test (Warwick, 2001).

Coming back to the field of information technologies, what is considered as normal is related to what is technically possible. As soon as we are able to do things, we often consider that we ought do them. Therefore, there is a risk that we create new kinds of disabilities for people who, for some reason, are unable to access or to
use these new technologies. It is often argued that technology can help in the field of disability. But it can also contribute to create more expectations, and thus more exclusion: rather than being solved, the so-called digital divide might become even more serious with implant technology by creating new haves not in their flesh. Technology is often considered as a tool to help disabled people. This may be true. But we must be aware that technology does also create new disabilities whilst moving the limit of what is considered as acceptable and reducing the margins of what is “normal.”

In the 2002 Experiment, extra sensory input, in the form of signals from ultrasonic sensors, was also investigated as part of the experimentation carried out. In this way the subject was able to obtain an accurate bat-like sense of how far objects were away, even with eyes closed. The results open up the possibility of senses of different types, for example infrared or X-Ray also being fed onto the human nervous system and thus into the human brain. What is clear from the one off trial in 2002 is that it is quite possible for the human brain to cope with new sensations of this type. Nowadays this sixth sense is considered as an extra sense. But what will happen if the technology is generalized? It took six years for RFID to be accepted as a normal device for VIP in the already mentioned nightclubs. How long will it take before we consider that our normal way to interact with our natural and technological environment must be operated by six or more senses if we want to be considered normal?

### Brain to Brain Communication

The most spectacular part of the tests in the 2002 Experiment was when KW’s wife, Irena, also had electrodes positioned directly into her nervous system and motor neural signals were successfully transmitted between the two nervous systems. So when KW moved a finger, a corresponding neural signal appeared on IW’s nervous system. In this way a form of telegraphic communication was brought about between the nervous systems of two individuals who were both connected into a network (Gasson et al. 2005). The next step in this research is undoubtedly to bring about the same sort of communication between two individuals whose brains are both networked in the same way.

Therefore, generally speaking, thought communication can alternatively be brain to brain or brain to machine communication. When talking about brain to machine communication, we talk about controlling our environment by exchanging signals and informations directly with it. However, when talking about brain-to-brain communication, we enter something deeper. It is exciting—or frightening, depending on your point of view—to ponder on how far things will go in this direction, for
example will it mean an end to language as we know it? Will we have to learn a new language of thought?

It is clear that when we compare the capabilities of machines with those of humans there are obvious differences, this is true both in physical and mental terms. As far as intelligence – defined as an information process, as is more and more done in our society - is concerned, it is apparent that machine intelligence has a variety of advantages over human intelligence. It is these advantages that really express themselves when it comes to linking the human brain directly with a computer network. These advantages then become ways in which a human can be intellectually advanced, also providing motivation and reasoning for making the link in the first place.

Some of the advantages of machine intelligence are the reasons humans make use of computers in the first place. Rapid and highly accurate mathematical abilities, a high speed, almost infinite, Internet knowledge base, and accurate long term memory can all though be added to human brain advantages such as resilience, tolerance to ambiguity and an ability to draw together abstract relationships. However this is just the start.

The human brain exhibits limited sensing abilities, at least in terms of how we presently understand the functioning of a brain. Humans have five senses that we know of, whereas machines offer a view of the world, which includes a much wider range. As discovered in the 2002 Experiment, at least an ultrasonic sense can be endowed on an upgraded human, but other senses will follow. Humans are also limited in that they can only visualise and understand the world around them in terms of a three dimensional perception. Meanwhile computers are quite capable of dealing with hundreds of dimensions and conceptualising relationships between these dimensions.

Perhaps the biggest advantage for machine intelligence is thought communication. The human means of communication, getting an electro-chemical signal from one brain to another, is extremely poor, particularly in terms of speed, power, and precision, involving conversion both to and from mechanical signals, pressure waves in speech communication. When one brain communicates with another there is invariably a high error rate due to the serial form of communication combined with the limited agreement on the meaning of ideas that is the basis of human language. In comparison machines can communicate in parallel, around the world with little/no error.

Overall therefore connecting a human brain, by means of an implant, with a computer network opens up the distinct advantages of machine intelligence to the implanted individual. Clearly even the acquisition of only one or two of these abilities could easily be enough to entice a human to be enhanced thus—indeed how could one refuse?

Of course, depending on which definition of communication one has, such an evolution may be considered as an improvement or as a loss for human beings. The two
authors agree on the observation and description we can give of the current trend, but they disagree about how desirable such a situation is for human beings.

As explained, there does not exist a clear cut decision matrix that can be employed mechanistically to select between therapy and enhancement. As an engineer involved in computer-brain invasive integration research, KW thinks that there is a continuum and there is nothing wrong in taking one more step on the path of research. In his view, we should not be frightened while crossing the boundaries of the body: on the contrary, it is exciting and will enable us to achieve more directly our goals. Brain communication will be without interferences. Whatever happens to humans: the human condition might not necessarily be the best condition.

As an anthropologist, DC is more reluctant. In her view, human communication is much more than an electro-signal. What makes us human is our ability to give a meaning to these signals (Cerqui, 2002). Meaning is not necessarily given with the signal itself, and, as several philosophers argue, the context is very important for the understanding (see for instance Fellows, 1995). It is also not sure that thought does not need to be expressed by the way of language in order to exist (Benveniste, 1966). Therefore, thought might not be transmitted without language. Language, as we know it, is an important part of who we are as humans. By removing this basis, we might go into a whole new future, from which we will not return. In a sense it will be an evolutionary milestone, potentially a billion times more disruptive than the introduction of the telephone. We have to wonder if it is what we want. Moreover, we are not purely rational beings, and our body is also responsible for what we are. Connecting brains does not take into account the social part of us.

Had our anthropologist been in Bell’s laboratory when he invented the phone, she would for sure have asked him why he did not go into Watson’s office to talk to him face to face instead of inventing this mediation! KW’s point is that DC is now dependent on her mobile phone, despite the fundamental criticisms she would have developed if she had attended the birth of this device. Which means in KW’s view that DC will get used to thought communication, whatever it might mean in terms of loosing some of our human attributes. And DC has to grant that it is perfectly right.

Moreover, the body enhanced by external technology is by definition in some way already extended, and thus its boundary is no longer so clear. However, DC feels concerned about the absence of a clear boundary between inside and outside, and also between what is acceptable and what is not—with the continuous shift in what is considered as normal—because it means that otherwise there is no stop in the process. If it happens, DC will get used to it, as (almost) all of us, but it does not necessarily mean that it will be better for human beings. It just shows that they are flexible. But to what extent? Meanwhile KW is excited by the fact that there is no stop to the process—he simply wishes that the evolutionary train would move a little faster.
Prospects for Thought Communication

Concluding Reflections

The situation with implants is presently not overly clear when, rather than simply repairing ineffective body parts, technology is employed to enhance the normal functioning of the human brain, according to certain values that are very important in our so-called information society: such as the quicker one can access information, the better (Cerqui, 2005).

Whilst external add-ons, as in the case of a military night sight for example, provide a short-term edge, the more permanent implant option has a more direct effect, clearly altering an individual’s capabilities, self-opinion, and awareness, especially with regard to themselves—they are clearly a different person. By linking the mental functioning of a human and a machine network, a hybrid identity is created. When the human nervous system is connected directly with technology, this not only affects the nature of an individual’s (if they can still be so called) identity, raising questions as to a new meaning for “I,” but also it raises serious questions as to that individual’s autonomy. Who are you if your brain/nervous system is part human part machine? What about your identity, as an individual, but also as a human being? This process might clearly lead us to our extinction, as a species. A human wearing a night-vision helmet essentially remains a human, whereas a human whose nervous system is directly linked with a computer network puts forward their individuality and identity for questioning.

When an individual’s consciousness is based not on a stand alone human brain but rather on a combined human/machine form, this necessarily will affect their choices, their morals, their character and even their concept of ethics (Warwick, 2003). Such individuals may well regard humans with contempt, considering them, for what they are, as intellectually inferior.

In the not too distant future, it appears extremely likely that humans will face the distinct possibility of being able to directly upgrade their mental capabilities by means of implant technology. Extra senses and multi-dimensional thought present themselves as intriguing options. However, it is when we consider the prospects for thought communication that the situation takes on a completely different turn.

Such an ability does not merely give one individual a slight edge or an improved means of interacting, it completely changes who they are as an individual. Obvious questions immediately arise—will one person or a machine be able to read exactly what another person is thinking? The answer is most likely not in the short term. However, with any new technology such as this, it is impossible, with the best will in the world, to know exactly how it can perform until we go there and try.

Hindsight is a wonderful thing. We can all be geniuses and look back at an event and say this or that should have happened. But here we are faced with a dilemma. What do we do about it? Most importantly, what do you do about it? Because it can be suspected that if you, and others, sit back and let it happen or even worse, put
your head in the sand, then it will be others, perhaps the Microsoft equivalent in the implant world, who will direct the way things go? If, in the future, you wish to communicate with others by thought alone, you may even need a Windows interface!
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